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(57) ABSTRACT

This disclosure describes embodiments of methods, non-
transitory computer-readable media, and systems for detect-
ing that a physical space includes a physical object corre-
sponding to an analogous virtual object from an augmented
reality experience and rendering (or otherwise modifying)
the augment reality experience to integrate the physical
object as part of the experience. In particular, the disclosed
systems can determine that a physical object within a
physical environment corresponds to an analogous virtual
object of an augmented reality experience. Based on this
correspondence, the disclosed systems can modily one or
more of the virtual graphics, sound, or other features cor-
responding to the augmented reality experience to represent
the virtual object using the physical object. For example, the
disclosed systems can modily acoustic features of a sound
for the augmented reality experience to simulate the sound
originating from (or being aflected by) the physical object.
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GENERATING AUGMENTED REALITY
EXPERIENCES UTILIZING PHYSICAL
OBJECTS TO REPRESENT ANALOGOUS
VIRTUAL OBJECTS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application 1s a continuation of U.S.
application Ser. No. 16/915,684, filed on Jun. 29, 2020. The
alforementioned application 1s hereby incorporated by refer-
ence 1n its entirety.

BACKGROUND

[0002] In recent years, augmented reality systems have
significantly improved the realism and detail of wvirtual
imagery. For example, existing augmented reality systems
can generate colorful and interactive augmented reality
experiences that overlay virtual objects over real physical
environments. In some cases, an existing augmented reality
system can generate an 1nteractive augmented reality expe-
rience for a game or simulation, where the experience
includes wvirtual objects positioned at specific locations
within a physical space. A user of an augmented-reality-
computing device can view and interact with such virtual
objects as part of the game or simulation.

[0003] Although conventional augmented reality systems
can generate engaging and realistic augmented reality expe-
riences, such systems often consume excessive computer
processing, memory, or other computing resources to pro-
duce the realism and detail of today’s augmented reality
experiences. To generate a single frame of a virtual experi-
ence, for instance, some existing augmented reality systems
consume much of the processing power of a Graphics
Processing Unit (“GPU”) to render the frame with high
resolutions of 1920 by 1080 pixels (or greater). Because a
GPU often processes at speeds slower than a general Central
Processing Unit (“CPU”), some existing augmented reality
systems lack the processing power to render realistic virtual
objects or entire augmented-reality experiences in real (or
near-real) time.

[0004] In addition to consuming significant processing
power, some existing augmented reality systems inetli-
ciently transfer memory between main memory (e.g., host
memory) and GPU dedicated memory (e.g., device
memory). For example, because GPUs generally operate at
a much lower clock speed than a CPU 1n existing augmented
reality systems, transiers between host memory and device
memory often have limited bandwidth and high latency. This
performance bottleneck results 1n poorly optimized GPU-
acceleration applications, such as when existing augmented
reality systems generate augmented reality experiences.

[0005] Such processing speeds and memory transiers
become even more diflicult when existing augmented reality
systems use a head-mounted device, a mobile computing
device, or other smaller computing devices to render aug-
mented reality experiences. Because computing devices
require such processing and memory to extemporaneously
render augmented reality, some augmented reality systems
execute programs designed to produce lower resolution and
less realistic virtual objects.

[0006] Beyond the computing-resource demands of virtual
graphics, some existing augmented reality systems consume
significant computing resources by incorporating sound nto
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augmented reality experiences. For example, existing aug-
mented reality systems utilize excessive processing and
memory 1n altering sounds to simulate those sounds coming
from virtual objects in an augmented reality experience. In
comparison to complex sounds produced by physical objects
(e.g., the complex sound of a car engine that includes
multiple sound components), existing augmented reality
systems consume increased computing resources in attempt-
ing to simulated complex sounds coming from a virtual
object. For example, some existing systems waste significant
computing resources in generating multiple audio streams
corresponding to the complex sound and then altering each
audio stream to simulate origination from a virtual object—
all to complete the illusion that the virtual object 1s creating

the complex sound 1n the same way that a similar physical
object would create the same sound.

[0007] As suggested by the computing-resource demands
described above, by rigidly rendering virtual object after
virtual object—Irame after frame—existing augmented real-
ity systems can consume loads of processing power and
memory for augmented reality experiences in common
physical environments. In some cases, augmented reality
systems perform the same algorithms and computer pro-
cessing to map a physical space and render the same virtual
objects—even when a computing device has previously
encountered the physical space and 1ts constituent physical
objects. Despite one computing device or another computing
device mapping a common physical object or rendering
common virtual objects, some conventional augmented real-
ity systems often operate in 1solation and do not save
previously three-dimensional mappings or share such map-
pings or other calculations with other computing devices
that may share the same physical space or virtual objects.

SUMMARY

[0008] This disclosure describes one or more embodi-
ments of methods, non-transitory computer-readable media,
and systems that solve the foregoing problems or provide
other benefits. For instance, the disclosed systems can detect
that a physical space includes a physical object correspond-
ing to an analogous virtual object from an augmented reality
experience and present the augment reality experience by

anchoring or changing a sound—or modifying graphics—
for the augmented reality experience to simulate the physical
object as part of the experience. In particular, the disclosed
systems can determine that a physical object within a
physical environment corresponds to an analogous virtual
object of an augmented reality experience. Based on this
correspondence, the disclosed systems can modily one or
more of the virtual graphics, sound, or other features cor-
responding to the augmented reality experience to represent
the virtual object using the physical object. To integrate the
physical object into the augmented reality experience, the
disclosed systems can modily acoustic features of a sound
for the augmented reality experience to simulate the sound
originating from (or being aflected by) the physical object.
Additionally or alternatively, the disclosed systems can
modily or omit virtual graphics to depict the physical object
as part of the augmented reality experience and extempora-
neously modily the augmented reality experience based on
user interactions with the physical object or corresponding
virtual graphic.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0009] The detailed description provides one or more
embodiments with additional specificity and detail through
the use of the accompanying drawings, as briefly described
below.

[0010] FIG. 11llustrates an example environment 1n which
an augmented reality system can operate 1n accordance with
one or more embodiments.

[0011] FIG. 2 illustrates an overview of an augmented
reality system determining a physical object corresponds to
an analogous virtual object for an augmented reality expe-
rience and presenting the augmented reality experience by
moditying one or more features of the experience to inte-
grate the physical object in accordance with one or more
embodiments.

[0012] FIG. 3A 1llustrates a view of an augmented reality
system mapping a physical environment and localizing an
augmented-reality-computing device i accordance with one
or more embodiments.

[0013] FIG. 3B illustrates a schematic of an augmented
reality system leveraging the process by which a user
localizes a sound 1n accordance with one or more embodi-
ments.

[0014] FIGS. 4A-4D 1illustrate an augmented reality sys-
tem modifying one or both of graphic and acoustic features
of an augmented reality experience to integrate a physical
object within the experience in accordance with one or more
embodiments.

[0015] FIGS. SA-5B illustrate an augmented reality sys-
tem modifying acoustic features of an augmented reality
experience based on physical characteristics of a physical
object 1n accordance with one or more embodiments.
[0016] FIGS. 6A-6F illustrate an augmented reality sys-
tem modifying graphic or interactive features ol an aug-
mented reality experience to integrate a physical object in
accordance with one or more embodiments.

[0017] FIG. 7 illustrates a schematic diagram of an aug-
mented reality system in accordance with one or more
embodiments.

[0018] FIG. 8 1llustrates a flowchart of a series of acts for
determining a physical object from a physical environment
corresponds to an analogous virtual object for an augmented
reality experience and modilying acoustic features of a
sound for the augmented reality experience to integrate the
physical object into the augmented reality experience in
accordance with one or more embodiments.

[0019] FIG. 9 illustrates a block diagram of an exemplary
computing device 1n accordance with one or more embodi-
ments.

[0020] FIG. 10 1s an example network environment of an
augmented reality system in accordance with one or more
embodiments.

DETAILED DESCRIPTION

[0021] This disclosure describes one or more embodi-
ments of an augmented reality system that detects a physical
object from a physical environment corresponds to an analo-
gous virtual object from an augmented reality experience
and presents the augment reality experience by anchoring or
changing a sound for the augmented reality experience—or
modilying or removing graphics representing the analogous
virtual object for the augmented reality experience—to
integrate the physical object into the augmented reality
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experience. For example, the augmented reality system can
anchor acoustic features (or other features) of a sound for the
augmented reality experience to a physical object corre-
sponding to an analogous virtual object from the augmented
reality experience. The augmented reality system can further
generate or modily graphical features of virtual objects to
simulate the physical object as an interactive part of the
augmented reality experience. By anchoring or changing a
sound to integrate a physical object mto an augmented
reality experience without (or instead of) an analogous
virtual object, the augmented reality system efliciently ren-
ders graphics or generates sound for the augmented reality
experience—thereby reducing the computer processing and
other computing resources for conventionally rendering
such an experience.

[0022] In some embodiments, for example, the augmented
reality system captures a data stream corresponding to a
physical environment utilizing an augmented-reality-com-
puting device, such as a head-mounted-display device, a
smart phone, or a smart tablet. By analyzing the captured
data stream, the augmented reality system determines that a
physical object 1 the physical environment corresponds to
an analogous virtual object of an augmented reality experi-
ence. The augmented reality system can then signal or
otherwise trigger the augmented-reality-computing device
to present the augmented reality experience without utilizing
the analogous virtual object. In some cases, for instance, the
augmented-reality-computing device renders an augmented
reality scene for display utilizing the physical object instead
of the analogous virtual object. While presenting the aug-
mented reality experience, the augmented reality system can
modily acoustic features of a sound for the augmented
reality experience to simulate either the sound originating
from the physical object or an effect on the sound by the
physical object. Additionally, or alternatively, the aug-
mented reality system can modily or remove virtual graphics
representing (or part of) the analogous virtual object for the
augmented reality experience to integrate the physical object
into the augmented reality experience.

[0023] To further 1llustrate, the augmented reality system
can capture a data stream, corresponding to a physical
environment, such as an image data, audio data, or data
capture by environmental sensors. The augmented reality
system can further map the physical environment relative to
the augmented-reality-computing device to identily candi-
date physical objects within the physical environment. For
example, the augmented reality system can map the physical
environment to determine spatial relationships between fea-
tures and objects of the physical environment (e.g., walls,
furmiture, windows, books, toys) and the augmented-reality-
computing device. The augmented reality system can further
recognize and analyze the physical objects within the physi-
cal environment to determine object types, object classifi-
cations, object features, and/or object characteristics.

[0024] In one or more embodiments, the augmented real-
ity system further determines physical objects detected
within a physical environment are analogous to virtual
objects within a corresponding augmented reality experi-
ence. The physical object need not be identical to an
analogous virtual object but share common visual charac-
teristics. For example, the augmented reality system can
analyze virtual objects within (or as part of) the augmented
reality experience to determine types, classifications, fea-
tures, and characteristics of the virtual objects. The physical
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object may also share functional characteristics with an
analogous virtual object. For example, the augmented reality
system can analyze virtual objects within the augmented
reality experience to determine a function of one or more
virtual objects. In some cases, the augmented reality system
determines a physical object displays one or more 1mages or
produces audio as a function corresponding to an analogous
virtual object. To 1llustrate, the augmented reality system can
determine that (1) a function of a physical stereo system 1s to
produce music or other auditory sounds similar to a virtual
stereo system or that (11) a function of a physical television
or display screen 1s to display images similar to a virtual
display screen.

[0025] In at least one embodiment, the augmented reality
system can further identily analogous virtual objects by
determining threshold matches between the types, classifi-
cations, features, functions, and characteristics of the physi-
cal objects and the virtual objects. For instance, the aug-
mented reality system can determine a physical object
matches an analogous virtual object based on an object-
matching score or other appropriate techniques.

[0026] Upon detecting a physical object corresponds to an
analogous virtual object from an augmented reality experi-
ence, the augmented reality system can present the aug-
mented reality experience without some or all of the analo-
gous virtual object. For example, the augmented reality
system can generate, render, or otherwise present the aug-
mented reality experience without utilizing the analogous
virtual object. In some cases, the augmented reality system
can render the augmented reality experience utilizing the
physical object mstead of the analogous virtual object. In
some embodiments, the augmented reality system renders a
portion of the analogous virtual object as an overlay on the
corresponding physical object.

[0027] In addition to presenting an augmented reality
experience without utilizing the analogous virtual object and
instead utilizing a detected physical object, the augmented
reality system can further anchor acoustic features of a
sound or graphical features for the augmented reality expe-
rience to the physical object. For example, the augmented
reality system can anchor or change acoustic features of a
sound for the augmented reality experience to the physical
object to simulate either the sound originating from the
physical object or an eflect on the sound by the physical
object. To 1illustrate, the augmented reality system can
anchor acoustic features of music for an augmented reality
experience to a physical speaker identified in a physical
environment. In one or more embodiments, the augmented
reality system anchors acoustic or graphical features of the
augmented reality experience by associating a location of
the physical object with the anchored acoustic or graphical
teature, such that any display, playback, or presentation
associated with that feature within the augmented reality
experience appears to originate from (or be aflected by) the
location and other characteristics of the physical object.

[0028] As indicated above, 1n certain implementations, the
augmented reality system modifies acoustic features of a
sound for an augmented reality experience to simulate either
the sound originating from a physical object or an effect on
the sound by the physical object. For example, the aug-
mented reality system can modily acoustic features of the
sound based on a distance and angle between the location of
the physical object to which the sound 1s anchored and the
augmented-reality-computing device. The augmented real-
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ity system can additionally modily acoustic features of the
sound based on spectral localization cues that inform how
the user understands the location of the sound, as well as on
visual characteristics of the anchored physical object that
may aflect how the sound 1s heard (e.g., the size of the
physical object, the direction that the physical object 1s
pointing). In at least one embodiment, the augmented reality
system can simulate sounds to be affected by a physical
property of the physical object, such as with a sound that 1s
altered to simulate that the sound originates outside of a

window within the physical environment.

[0029] To further or otherwise enhance the augmented
reality experience, the augmented reality system can modify
graphical features of the augmented reality experience cor-
responding to the physical object for display within the
physical environment. For example, the augmented reality
system can generate a full or partial overlay for the physical
object based on the analogous virtual object. In some cases,
the augmented reality system generates a graphical overlay
appearing similar to the analogous virtual object to modity
the appearance of the physical object to simulate the analo-
gous virtual object. The augmented reality system can
turther position the graphical overlay at the location of the
physical object within the augmented reality experience. By
positioning the graphical overlay in this manner, the aug-
mented reality system can partially or completely obscure
the underlying physical object, such as by giving a physical
book a new virtual cover.

[0030] In one or more embodiments, the augmented real-
ity system can also track user motions and 1nteractions with
(or 1n relation to) a physical object within an augmented
reality experience. For example, the augmented reality sys-
tem can track user iteractions with a physical mput device
(e.g., the user typing on a physical keyboard) to generate
new virtual objects 1n the augmented reality experience (e.g.,
a virtual graphic overlay on a computer screen that includes
text corresponding to the tracked typing). In another
example, the augmented reality system can track user inter-
actions with a physical input device (e.g., a user pushing
buttons on a physical game controller) to aflect existing
virtual objects 1 the augmented reality experience (e.g.,
virtual game characters from a virtual video game).

[0031] In at least one embodiment, the augmented reality
system can further detect augmented-reality-computing
devices 1n a shared augmented reality experience within a
common physical environment. For example, the augmented
reality system can detect that two separate augmented-
reality-computing devices are generating the same set of
augmented reality experiences within a common physical
environment. In response, the augmented reality system can
integrate the augmented reality experience for both devices
in order for those devices to share information. Thus, the
users of those augmented-reality-computing devices can
cooperatively work through the same augmented reality
experience within the common physical environment.

[0032] As mentioned above, the augmented reality system
provides many techmical advantages and benefits over con-
ventional augmented reality systems and methods. For
example, the augmented reality system improves the efli-
ciency with which conventional augmented reality systems
render and present augmented reality experiences. In com-
parison to conventional systems, the disclosed augmented
reality system more efliciently uses and extends computing,
resources by selectively rendering or omitting certain virtual
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objects from an augmented reality experience and integrat-
ing an analogous physical object from a physical environ-
ment istead of such virtual objects. The disclosed aug-
mented reality system can further extend computing
resources by presenting or rendering only portions of a
virtual object that differ from an analogous physical
object—thereby avoiding the additional computing
resources needed to render a full virtual object. The dis-
closed augmented reality system can accordingly use a
physical object in conjunction with virtual objects to create
a more realistic augmented-reality experience. By modity-
ing and generating fewer graphical features for a virtual
object of an augmented reality experience based on 1inte-
grating an analogous physical object, for instance, the aug-
mented reality system saves the computer processing power
and transitory memory that would have conventionally been
used by existing augmented-reality-display devices to ren-
der virtual objects for the same or similar augmented reality
experiences. In some cases, the augmented reality system
turther saves memory storage that would have been utilized
in storing (or transierring memory for) three-dimensional
models or other information associated with the virtual
objects once rendered.

[0033] In addition to more eflicient virtual renderings, 1n
some cases, the augmented reality system improves the
elliciency with which systems generate or modify sounds for
augmented reality. For example, the augmented reality sys-
tem can save computer processing resources by consolidat-
ing one or more audio streams of a complex sound that 1s
anchored to a physical object and then modily the consoli-
dated audio streams. As explained further below, in one or
more embodiments, the augmented reality system generates
these efliciencies 1n consolidating or modifying audio
streams (and other acoustic sound features) by leveraging
the way the human auditory system understands and inter-
polates sound, such that a user of the augmented reality
system notices no decrease 1n sound quality despite sound
modifications that save computer processing and memory.

[0034] Moreover, the augmented reality system avoids the
rigid requirements of augmented reality experiences that are
typically imposed on conventional systems. For example,
augmented reality experiences are generally non-scalable. In
some 1nstances, conventional systems require rendering all
virtual objects within an augmented reality scene regardless
of the physical environment over which the augmented
reality scene or other augmented reality experience 1s over-
laid and the functionality of an augmented-reality-comput-
ing device. The augmented reality system overcomes this
rigidity by generating augmented reality experiences that are
scalable based on the contents of the current physical
environment.

[0035] For example, an augmented reality experience may
include a specific type of virtual speaker corresponding to
music for the experience. By anchoring and modifying
sound to a physical speaker from a physical environment
rather than to the virtual speaker, the augmented reality
system can scale down the sound quality or other charac-
teristics for the augmented reality experience. Similarly, the
augmented reality system can scale down rendering virtual
objects based on the physical objects detected 1n a physical
environment. The augmented reality system can further
utilize more or fewer physical objects within a physical
environment depending on the processing and memory
capabilities of a given augmented-reality-computing device.
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Thus, the augmented reality system 1s more flexible than
conventional systems because 1t can adjust an augmented
reality experience to include or exclude virtual objects (or
modily sounds) based on the physical objects currently
available and computing device capabilities.

[0036] As illustrated by the foregoing discussion, the
present disclosure utilizes a variety of terms to describe
features and advantages of the augmented reality system.
Additional detail 1s now provided regarding the meaning of
such terms. For example, as used herein, “augmented real-
ity refers to a composite view including computer-gener-
ated elements real-world or physical elements from a physi-
cal environment. For 1nstance, 1n one or more embodiments,
the augmented reality system generates an augmented reality
experience mcluding one or more virtual objects and posi-
tions the virtual objects over the user’s view within an
augmented-reality-computing device. In one or more
embodiments, the augmented reality system presents and/or
renders an augmented reality experience utilizing a particu-
lar physical object mstead of an analogous virtual object.
Additionally, 1n at least one embodiment, the augmented
reality system presents an augmented reality experience by
superimposing a virtual graphic overlay over a portion of a
particular physical object or over the entire particular physi-
cal object.

[0037] As used herein, an “augmented-reality-computing
device” refers to a computing device that generates and
presents an augmented reality experience. For example, an
augmented-reality-computing device can generate, render,
and/or present a display of an augmented reality experience
comprising one or more virtual objects and physical objects.
Additionally or alternatively, an augmented-reality-comput-
ing device can generate and/or present an audio-only aug-
mented reality experience without virtual objects as visual
components, but rather generate or present one or more
virtual sounds. An augmented-reality-computing device can
be a head-mounted-computing device, such as a virtual
reality headset, mixed reality headset, augmented reality
glasses, smart glasses, and/or a head-embedded computing
device. In some cases, other computing devices can also
function as augmented-reality-computing devices, such as
smart phones and/or smart tables (e.g., with rear-facing
cameras). In at least one embodiment, an augmented-reality-
computing device also includes audio playback features
(c.g., headphones, ear buds) that provide audio associated
with an augmented reality experience to the user wearing the
device. An augmented-reality-computing device can further
include various environmental sensors (€.g., a gyroscope, an
accelerometer) to enable movement detection.

[0038] As further used herein, an “augmented reality
experience’” refers to one or more augmented reality graph-
ics, sounds, or other features generated or provided via an
augmented-reality-computing device. Such features can be
part of a game experience, an educational experience, a
business experience, an entertainment experience, or similar.
In one or more embodiments, an augmented reality experi-
ence includes one or more augmented reality scenes, each
including virtual objects and/or sounds associated with each
augmented reality scene. Accordingly, as described below,
this disclosure’s references to augmented reality experience
may comprise or constitute an augmented reality scene with
one or more virtual objects. By contrast, in some cases, an
augmented reality experience includes generating or pre-
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senting one or more virtual sounds without rendering or
otherwise presenting virtual objects.

[0039] As just indicated, an augmented reality experience
can include an augmented reality scene. An “augmented
reality scene” refers to a composite 1mage or view Compris-
ing one or more virtual objects and physical (or real-world)
objects. In some cases, an augmented reality scene com-
prises a three-dimensional 1mage or environment compris-
ing both a virtual object and a physical object with which a
user can interact using computer detection or environmental
sensors. In one or more embodiments, an augmented reality
scene further includes or corresponds to one or more sounds
that further mnform or enhance the augmented reality scene.
For example, a sound for an augmented reality scene can
include music, sound eflfects, human speech, and any other
type of sound.

[0040] As used heremn, a “virtual object” refers to a
computer-generated-graphical object rendered as part of an
augmented reality scene or other augmented reality experi-
ence. For example, a virtual object may include an object
generated by a computing device for display within an
augmented reality scene or for use within an augmented
reality application. Such virtual objects may be, but are not
limited to, virtual accessories, animals, books, electronic
devices, vehicles, windows, or any other graphical object
created by a computer. A virtual object can have features,
characteristics, and other qualities (e.g., as defined by a
model, a file, a database).

[0041] As used herein, an “analogous virtual object™ 1s a
virtual object for an augmented reality experience that 1s
determined to be an analog of a corresponding physical
object in a physical environment. For example, an analogous
virtual object may or may not be 1dentical to a corresponding,
physical object. In at least one embodiment, an analogous
virtual object shares at least one feature and/or characteristic
ol a corresponding physical object.

[0042] In one or more embodiments, the augmented real-
ity system can modily acoustic features based on spectral
localization cues. As discussed below, “spectral localization
cues” refer cues that inform or stimulate how the human
brain localizes sound outside of the human head. Spectral
localization cues are generally individual to a user and
include how the user’s head and the intricacies of his or her
cars ellect the frequencies that eventually reach the user’s
car drums. For example, due to the complexities of the
human ear (e.g., the shape of the outer ear with 1ts concave
and asymmetrical folds), a person may only hear a subset of
the spectrum of frequencies within a single sound. A differ-
ent user may hear a different subset of spectrum of frequen-
cies within the same sound because of physical diflerences
in his or her ears. The way that the person hears and locates
sound 1s further affected by the size and shape of his or her
head, which sound must travel around to reach both ears. In
at least one embodiment, the augmented reality system
utilizes average spectral localization cues (e.g., based on an
average ear and head size) to modily the originating location
of a sound.

[0043] As used herein, a “physical environment™ refers to
a physical space surrounding or within proximity to a user
detected 1 whole or 1 party by an augmented-reality-
computing device. In some embodiments, a physical envi-
ronment includes physical objects located 1n a physical
space detected by a camera, microphone, or other sensor of
an augmented-reality-computing device. A physical envi-
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ronment can be indoors (e.g., a bedroom, and oflice, a
classroom) or outdoors (e.g., a park, a beach, a playground,
a shopping mall). A physical environment can include area
indicators (e.g., a floor, walls, a ceiling), which define the
area or confines of the physical environment, and physical
objects, which reside within the defined area or confines of
the physical environment.

[0044] As used herein, a “physical object” refers to a
real-world article i a physical area. Such physical objects
may be, but are not limited to, physical accessories, animals,
books, electronmic devices, vehicles, windows, or any other
tangible or physical object in the real world. In some cases,
physical objects may be free-standing or may be positioned
on other physical objects (e.g., as a lamp may be positioned
on desk). Physical objects can have classifications, types,
features, and characteristics, as discussed below.

[0045] As used herein, “acoustic features” refers to sound
components present 1n (or detected from) a sound. For
example, acoustic features of a sound may include an
amplitude for the sound, one or more frequencies that make
up the sound, the volume of the sound, timbre of the sound,
the reverberation of the sound, or the color or loudness of the
sound. In at least one embodiment, acoustic features of a
complex sound may include two or more audio streams that
represent sub-sounds within the complex sound.

[0046] As used herein, a “sound profile” refers to acoustic
istructions associated with a virtual object or other object.
For example, a sound profile associated with a virtual object
can mnform how sounds originating from the virtual object
should sound. As such, the virtual object’s sound profile may
include various acoustic features, such as a sound volume, a
level of sound degradation, a level of sound enhancement,
and various level specifications (e.g., associated with treble
levels, bass levels).

[0047] Asused herein, a “data stream” refers to a sequence
of data captured by an augmented-reality-computing device.
In one or more embodiments, a data stream can include an
image stream captured by a camera or other image-capturing
device, an audio stream captured by a microphone or other
audio input, or a data stream captured by one or more
environmental sensors associated with the augmented-real-
ity-computing device. For example, a data stream may
include optical data captured by an optical sensor or laser
data captured by a laser scanner. In either case, the data
stream may be captured as part of a simultaneous location
and mapping (“SLAM”). As a further example, an environ-
mental data stream from a gyroscope ol an augmented-
reality-computing device can include a stream of data 1ndi-
cating a real-time tilt and orientation associated with the
augmented-reality-computing device. A data stream may be
continuous or intermittent or have a starting point or capture
and ending point of capture. For example, an augmented-
reality-computing device may capture one or more mtermit-
tent sequences of data in response to detecting movement
(e.g., while the user 1s moving his or her head), and then
return to a passive mode where data sequences are no longer
captured. Alternatively, an augmented-reality-computing
device can capture one or more data streams continuously.

[0048] As noted above, a data stream may include an
image stream or an audio stream. As used herein, an “image
stream” refers to a sequence of images captured by (or
received from) a camera or other image-capturing device. In
some case, an 1mage stream includes a sequence of still
images captured by a camera divide (e.g., a micro-camera
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associated with an augmented-reality-computing device). In
at least one embodiment, an 1mage stream can be provided
by a camera 1n real time or near-real time. Additionally, as
used herein, an “audio stream™ refers to a sequence of data
comprising audio information. In some cases, an audio
stream 1ncludes a sequence of data captured by a micro-
phone that a computing device encodes or transforms 1nto
data packets comprising audio information (e.g., acoustic
tones and/or frequencies).

[0049] FIG. 1 illustrates an example block diagram of an
environment 100 for implementing an augmented reality
system 102. As 1illustrated in FIG. 1, the augmented reality
system 102 includes augmented-reality-computing devices
106a and 106b, and server(s) 104, which are communica-
tively coupled through a network 110. As shown in FIG. 1,
the augmented-reality-computing devices 106a and 1065
include augmented reality applications 108a and 1085,
respectively. Additionally shown in FIG. 1, the server(s) 104
includes an augmented reality system 102. Further shown 1n
FIG. 1, the augmented-reality-computing devices 106a and
1065 are associated with users 112a and 1125, respectively.

[0050] The augmented-reality-computing devices 106a
and 1065, and the server(s) 104 communicate via the net-
work 110, which may include one or more networks and
may use one or more communication platforms or technolo-
gies suitable for transmitting data and/or communication
signals. In one or more embodiments, the network 110
includes the Internet or World Wide Web. The network 110,
however, can include various other types of networks that
use various communication technologies and protocols, such
as a corporate intranet, a virtual private network (“VPN™), a
local area network (“LAN”), a wireless local network
(“WLAN”), a cellular network, a wide area network
(“WAN”), a metropolitan area network (“MAN™), or a
combination of two or more such networks.

[0051] Although FIG. 1 illustrates a particular arrange-
ment of the augmented-reality-computing devices 106a and
1066, the server(s) 104, and the network 110, various
additional arrangements are possible. For example, the aug-
mented-reality-computing devices 106a and 10656 may
directly communicate with the augmented reality system
102, bypassing the network 110. Further, the environment
100 can include any number of augmented-reality-comput-
ing devices communicating with the augmented reality
system 102. Additional details relating to the network 110
are explained below with reference to FIG. 10.

[0052] Although FIG. 1 illustrates the augmented reality
system 102 hosted by the server(s) 104, the functionality of
the augmented reality system 102 may reside elsewhere. For
example, some or all of the functionality of the augmented
reality system 102 may be performed by the augmented
reality applications 108a and 1085 on the augmented-real-
ity-computing devices 106a and 1065, respectively. Thus,
the augmented-reality-computing devices 106a and 1065
can generate and display or otherwise present augmented
reality experiences 1n the absence of a network connection
to the augmented reality system 102. Additionally or alter-
natively, the augmented-reality-computing devices 106a and
1065 can provide an 1mage stream of a physical environment
to the augmented reality system 102 via the network 110,
and then recerve and display data for an augmented reality
experience generated by the augmented reality system 102.
Additionally or alternatively, the augmented-reality-com-
puting devices 106a and 1065 may receive data comprising,
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computer-executable rendering instructions from the aug-
mented reality system 102 and generate a rendering of an
augmented reality experience based on the rendering
instructions.

[0053] As suggested above, the augmented-reality-com-
puting devices 106a and 10656 cach include an augmented
reality display, a video capturing device (e.g., a digital
camera), and an audio playback mechanism (e.g., head-
phones). For example, in one or more embodiments, the
augmented reality display of the augmented-reality-comput-
ing devices 106a and 1065 displays a virtual graphic overlay
displayed in connection with the wearer’s normal view. In at
least one embodiment, the augmented reality display oper-
ates as a pair of lenses (e.g., eye glass lenses, contact lenses)
positioned over the wearer’s eyes. Additionally, in one or
more embodiments, the video capturing devices associated
with the augmented-reality-computing devices 106a and
1066 are micro digital video cameras mounted (e.g., to an
carpiece, or over the bridge of the wearer’s nose) to the
augmented-reality-computing devices 106a and 1065,
respectively. Further, the audio playback mechanism of the
augmented-reality-computing devices 106a and 1066 may
include right and left headphones, ear buds, or speakers built
into a portion of the augmented-reality-computing devices
106a and 1065 (e.g., built into the earpieces). Thus, 1n some
embodiments, the augmented-reality-computing devices
106a and 1065 are similar to eyeglasses with all the com-
ponent parts built-in. In one or more embodiments, the
augmented-reality-computing devices 106a and 1065 also
include at least one processor capable of executing software
code.

[0054] As mentioned above, 1n some embodiments, the
augmented reality system 102 anchors acoustic or graphical
features of an augmented reality experience to a physical
object 1n a physical environment based on the physical
object being analogous to a virtual object 1n the augmented
reality experience. More specifically, the augmented reality
system 102 can render or otherwise present the augmented
reality experience without utilizing the analogous virtual
object, but rather utilizing the physical object. In accordance
with one or more embodiments, FIG. 2 1llustrates an over-
view ol the augmented reality system 102 determiming a
physical object from a physical environment corresponds to
an analogous virtual object for an augmented reality expe-
rience and presenting the augmented reality experience by
modilying one or more features of the experience to inte-
grate the physical object.

[0055] As depicted, FIG. 2 illustrates the augmented real-
ity system 102 capturing a data stream from an augmented-
reality-computing device 202. In one or more embodiments,
the augmented reality system 102 can capture an image
stream via a camera of the augmented-reality-computing
device. The augmented reality system 102 can receive the
image steam over a network connection with the augmented-
reality-computing device. Additionally or alternatively, the
augmented reality system 102 can capture and process the
image stream from the camera at the augmented-reality-
computing device.

[0056] The augmented reality system 102 can further
determine a physical object corresponds to an analogous
virtual object 204. More specifically, the augmented reality
system 102 can determine that a physical object 1n the
physical environment corresponds to an analogous virtual
object 1n the augmented reality experience. In one or more
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embodiments, the augmented reality system 102 makes this
determination in part by mapping the physical environment
to 1dentily the physical objects 1n the physical environment.
For example, the augmented reality system 102 can utilize
or implement a SLAM system to extract area indicators
(e.g., walls, floor, ceiling) and objects (e.g., windows, fur-
niture, books, dishes, toys, TVs) of the physical environ-
ment, determine a location of the augmented-reality-com-
puting device within the physical environment, and calculate
distances (e.g., horizontal, vertical, and angular) between the
augmented-reality-computing device and the extracted area
indicators and objects.

[0057] In one or more embodiments, the augmented real-
ity system 102 further inventories the physical objects 1n the
physical environment. For example, the augmented reality
system 102 can utilize image analysis, web-lookups, and
other techniques to 1dentily and classity the physical envi-
ronment objects.

[0058] For instance, utilizing any of these techniques, the
augmented reality system 102 determines (1) that a particular
shape or outline 1n the physical environment 1s an object and
(11) a category or classification associated with the object
based on broad categories or classifications, such as “furni-
ture,” “book.” “decor.” Based on the broad classification of
the object, the augmented reality system 102 can further
determine additional features and characteristics of the
object, such as the functionality of the object, the physical
limitations of the object, and so forth. In at least one
embodiment, the augmented reality system 102 can store all
this information 1n association with the identified physical
object for later use 1 generating and presenting an aug-
mented reality experience.

[0059] Similarly, the augmented reality system 102 can
inventory virtual objects associated with an augmented
reality experience. For example, the augmented reality sys-
tem 102 can access an augmented reality scene of an
augmented reality experience to determine one or more
virtual objects associated with the augmented reality scene.
In one or more embodiments, the augmented reality system
102 can analyze metadata, display instructions, and other
information associated with the augmented reality scene to
identify virtual objects included 1n the augmented reality
scene. The augmented reality system 102 can further 1den-
tify a type or classification of the virtual objects based on
image analysis, metadata, or other display instructions asso-
ciated with the augmented reality scene. Based on the
identified type or classification, the augmented reality sys-
tem 102 can further determine features and characteristics of
the virtual objects.

[0060] The augmented reality system 102 can then deter-
mine that one or more physical objects of the physical
environment correspond to one or more virtual objects of the
augmented reality experience based on the identified char-
acteristics and features of both the virtual objects of the
augmented reality experience and the physical objects of the
physical environment. For example, the augmented reality
system 102 can calculate an object-matching score between
cach physical object and each virtual object imndicating a
degree to which one or more features or characteristics of
cach physical object match one or more features or charac-
teristics ol each virtual object.

[0061] Brietly, in some cases, the augmented reality sys-
tem 102 can calculate the object-matching score between a
physical object and a virtual object by adding a point or
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value to the object-matching score for each matching char-
acteristic and/or feature identified between the two objects.
In at least one embodiment, the augmented reality system
102 can further weight the point or value based on a
relevancy associated with the matching characteristic and/or
feature (e.g., as with a characteristic and/or feature indicat-
Ing appearance or function).

[0062] In one or more embodiments, the augmented real-
ity system 102 determines that a particular physical object
corresponds to a particular virtual object when the object-
matching score between the two objects satisfies an object-
matching threshold. If the object-matching score associated
with a particular physical object and a particular virtual
object satisfies the object-matching threshold, the aug-
mented reality system 102 can determine that the physical
object corresponds to the analogous virtual object.

[0063] As further shown in FIG. 2, the augmented reality
system 102 can generate or modily various acoustic or
graphical features for the augmented reality experience
based on the physical object corresponding to the analogous
virtual object. For example, 1n one or more embodiments,
the augmented reality system 102 can modify one or more
acoustic features of a sound for the augmented reality
experience to simulate that the sound originates from the
physical object 206. In at least one embodiment, the aug-
mented reality system 102 can modity the acoustic features
of the sound based on horizontal, vertical, and angular
distances between the location of the physical object and the
augmented-reality-computing device, as well as on other
spectral localization cues. The augmented reality system 102
can further modily the acoustic features based on charac-
teristics of the physical object. In some cases, the overall
ellect of modifying the acoustic features 1s to simulate, from
the perspective of the user of the augmented-reality-com-
puting device, that the sound originates from the physical
object, even though the physical object 1s not actually
producing the sound.

[0064] In additional or alternative embodiments, the aug-
mented reality system 102 can generate or modify virtual
objects based on tracking user interactions with the physical
object 208. For example, the augmented reality system 102
can track user interactions with the physical object as part of
a game or other augmented reality experience. To 1llustrate
but one example, the augmented reality system 102 can track
user interactions with a physical remote control to change
the television channel displayed on a wvirtual television
screen within the augmented reality experience.

[0065] In an additional or alternative embodiment, the
augmented reality system 102 can generate a virtual graphic
overlay associated with the virtual object 210. For example,
the augmented reality system 102 can generate the virtual
graphic overlay based on the analogous virtual object to
cover or obscure all or a portion of the physical object when
the virtual graphic overlay 1s positioned at the location of the
physical object. The augmented reality system 102 can
generate the virtual graphic overlay based on visual char-
acteristics of the analogous virtual object, such that the
overlay causes the physical object to appear diflerently to the
user ol the augmented-reality-computing device. Addition-
ally or alternatively, the augmented reality system 102 can
generate the virtual graphical overlay based on a diflerence
between the physical object and the analogous virtual object
by rendering only a portion of a virtual object that differs
from an analogous physical object. In at least one embodi-
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ment, the augmented reality system 102 can update or
replace the virtual graphic overlay based on further user
interactions with an area of the physical object on which the
virtual graphic overlay 1s superimposed.

[0066] As further shown in FIG. 2, the augmented reality
system 102 can further present the augmented reality expe-
rience without the analogous virtual object 212. As sug-
gested above, 1n some cases, the augmented reality system
102 presents the augmented reality experience using the
physical object rather than an analogous virtual object. For
example, 1n response to determining the object-matching
score between the two objects 1s greater than or equal to the
object-matching threshold, the augmented reality system
102 can determine that the virtual object 1s analogous to the
physical object and anchor one or more features of the
augmented reality scene to the physical object rather than
rendering the analogous virtual object. For instance, the
augmented reality system 102 can associate the one or more
features of the augmented reality experience with the loca-
tion of the physical object, as determined via SLAM or a
similar algorithm. In at least one embodiment, the aug-
mented reality system 102 can present the augmented reality
experience for display via the augmented-reality-computing
device without the analogous virtual object. In some cases,
the augmented reality system 102 can present the augmented
reality experience comprising virtual audio (e.g., sound
cllects) via the augmented-reality-computing device without
the analogous virtual object or other virtual objects.

[0067] FIGS. 3A and 3B 1llustrate additional detail with
regard to the augmented reality system 102 rendering an
augmented reality experience and moditying features of the
augmented reality experience. For example, FIG. 3A 1llus-
trates the augmented reality system 102 determining objects
and locations within a physical environment. FIG. 3B 1llus-
trates the augmented reality system 102 modifying acoustic
features of a sound for an augmented reality experience to
simulate that the sound originates from a particular physical
object 1n the physical environment.

[0068] As shown in FIG. 3A, the user 112a can view a
physical environment 302 through a display of the aug-
mented-reality-computing device 106a. As further shown in

FIG. 3A, the physical environment 302 includes physical
objects 304a, 3045, 304¢, 3044, and other area indicators

such as a tloor 306, walls 308a, 3085, and a ceiling 310. In
one or more embodiments, prior to rendering or providing an
augmented reality experience including virtual objects, the
augmented reality system 102 maps the physical environ-
ment 302 utilizing an 1mage stream captured by the aug-
mented-reality-computing device 106a. For example, the
augmented reality system 102 can utilize a mapping proto-
col, such as SLAM to determine: (1) the three-dimensional
position of the augmented-reality-computing device 1064
within the physical environment 302 and (11) the spatial
relationships between the augmented-reality-computing
device 106a and the area indicators and objects 1n the
physical environment 302.

[0069] In one or more embodiments, the augmented real-
ity system 102 utilizes environmental sensor data to map the
physical environment 302 and localize the augmented-real-
ity-computing device 106a. For example, the augmented
reality system 102 can utilize the image stream captured by
one or more cameras ol the augmented-reality-computing
device 106a. Additionally, the augmented reality system 102
may utilize additional environmental sensor data originating,

Feb. 1, 2024

from the augmented-reality-computing device 106a includ-
ing, but not limited to, gyroscopic data, accelerometer data,
light sensor data, depth sensor data, and GPS data.

[0070] Based on this environmental sensor data, the aug-
mented reality system 102 can identify the area indicators of
the physical environment 302. For example, the augmented
reality system 102 can identify the walls 308a, 3085, the
floor 306, and the ceiling 310 based on an analysis of the
captured 1mage stream in connection with the additional
environmental sensor data. In one or more embodiments, the
augmented reality system 102 can further differentiate the
physical objects 304a-3044 from the area indicators of the
physical environment 302. For example, utilizing the image
stream and other environmental sensor information, the
augmented reality system 102 can identify and further
classily the physical objects 304a-3044d within the physical
environment 302.

[0071] In one or more embodiments, the augmented real-
ity system 102 identifies the physical objects 304a-304d by
utilizing 1mage analysis techniques 1n connection with out-
lines within the physical environment 302 to determine an
object, object type, and/or object classification associated
with each outline. For example, the augmented reality
system 102 can utilize 1image comparison to find a closest
match between an area of the physical environment 302
(e.g., an outline within the physical environment 302) to a
known object. Based on metadata and other information
associated with the matched known object, the augmented
reality system 102 can extrapolate that the area within the
physical environment 302 i1s associated with a physical
object that has certain characteristics and/or features.

[0072] The augmented reality system 102 can also deter-
mine spatial relationships between the area indicators of the
physical environment 302, the physical objects 304a-3044
within the physical environment 302, and the augmented-
reality-computing device 106a. For example, the augmented
reality system 102 can determine distances between the
augmented-reality-computing device 106a and each of the
physical objects 304a-3044. In one or more embodiments,
based on the 1image stream and other environmental sensor
data, the augmented reality system 102 can determine one or
more of a vertical distance, a horizontal distance, and an
angular distance between the augmented-reality-computing

device 106a and each of the physical objects 304a-3044.

[0073] Based on these spatial relationships, the augmented
reality system 102 can generate a virtual map (e.g., a sparse
reconstruction, a dense 3D point cloud) of the physical
environment 302 relative to the augmented-reality-comput-
ing device 106a. For example, the augmented reality system
102 can generate the map including the locations of the
physical objects 304a-304d relative to the augmented-real-
ity-computing device 106a and each other. Based on this
map and continued movement tracking associated with the
augmented-reality-computing device 106a, the augmented
reality system 102 can maintain accurate positioning of the
physical objects 304a-3044d as well as the location of the
augmented-reality-computing device 112 within the physi-
cal environment 302. In one or more embodiments, the
augmented reality system 102 utilizes the continually
updated location of the augmented-reality-computing device
106a within the generated three-dimensional map of the
physical environment 302 to accurately anchor features of
an augmented reality experience to one or more physical
objects.
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[0074] As noted above, FIG. 3B illustrates the augmented
reality system 102 moditying acoustic features of a sound to
simulate the sound onginating from a particular physical
object 1n the physical environment. In one or more embodi-
ments, the augmented reality system 102 modifies acoustic
features of a sound 1n a way to stimulate the user 1124 to
identity the location or origin of the sound in direction and
distance. For example, FIG. 3B depicts the user 112a
localizing a sound 312 and the augmented reality system 102
leveraging this imnformation to successiully “slide” sounds
from the perspective of the user 112a. As discussed below,
the user 112a localizes the sound 312 based on time and
intensity differences between both ears, spectral localization
cues, and other signals.

[0075] In one or more embodiments, the user 112a local-
1zes the sound 312 1n three dimensions based on a horizontal
angle between the center of the head of the user 1124 and the
source of the sound 312, the vertical angle between the
center of the head of the user 112a and the source of the
sound 312, and the distance between the center of the head
of the user 112a and the source of the sound 312. But the
way the user 112q hears the sound 312 1s further altered by
the head of the user 112a, which acts as a barrier to change
the timbre, intensity, and spectral qualities of the sound
312—turther helping the user 112a determine the origin of

the sound 312.

[0076] In at least one embodiment, the augmented reality
system 102 quantifies and represents the way the user 112q
hears the sound 312 using a function, such as the Head-
Related Transfer Function (“HRTF”). For example, the
Head-Related Transfer Function can be represented as:

HL:HL(I?):G:(ppm:ﬂ)ZPL(B:e:m:mpﬂ)/PD(ﬁ:m)
HRZHR(ﬁ:e:(p:m:ﬂ): R(ﬁ:e:(p:m:ﬂ)/‘pﬂ(ﬁ:m)

Where L and R represent the left ear and right ear, respec-
tively, of the user 112a. P L and P R represent the amplitude
of sound pressure at the entrances of the left and right ear
canals of the user 112a. P, 1s the amplitude of sound pressure
at the center of the head of the user 112a (11 the user 112a
did not exist). More generally, as 1llustrated in FIG. 3B, the
Head-Related Transter Functions H, and H, are functions of
sound source angular position 0, elevation angle ¢, distance
between the sound source and the center of the head of the
user 112qa P, the angular velocity o (if the sound 1s moving,
rather than stationary), and the equivalent dimension of the
head of the user 112a «. Based on these functions, the user
112a can eflectively discern the approximate location of the
source ol the sound 312. Note that FIG. 3B illustrates the
sound 312 as stationary.

[0077] The augmented reality system 102 can exploit the
functions by which the user 112a hears the sound 312 to
simulate the sound 312 oniginating from a physical object 1n
a physical environment, rather than inside the head of the
user 112a. As indicated above, sounds appear to come from
inside the listener’s head unless those sounds are somehow
modified. For example, the augmented reality system 102
can modily the playback balance between left and right
headphones of the augmented-reality-computing device
106a, and/or the playback volume between left and right
headphones of the augmented-reality-computing device
106a. The augmented reality system 102 can further angle
one or more playback channels of the left and right head-
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phones of the augmented-reality-computing device 1064 to
alter the amplitude of sound pressure at the entrance to the
cars of the user 112a.

[0078] Moreover, the augmented reality system 102 can
change the timing of playback between the left and right
headphones of the augmented-reality-computing device
1064 to simulate the sound 312 originating from a physical
object or simulate an effect on the sound 312 by the physical
object. For example, the human auditory system utilizes
timing differences between when a sound arrives at the left
and at the night ear to determine a relative angle from which
the sound originates. To 1illustrate, because the sound 312
originates to the right of the user 112a, the sound 312 arrives
at the right ear of the user 112a before 1t arrives at the left
car of the user 112a—due at least 1n part to the fact that the
sound 312 has to travel around the user’s head. Thus, the
augmented reality system 102 can mimic this eflect by
changing the timing of when the sound 312 1s played out of
left and right headphones to eflectively fool the user 112qa
into thinking that the sound 312 originates at an angle
outside his or her head.

[0079] Additionally, in some embodiments, the aug-
mented reality system 102 can apply a filter to the sound 312
to mimic the localization of the sound 312 at the position of
the physical object. For example, the augmented reality
system 102 can apply a filter to the sound 312 that changes
one or more levels of the sound 312, that degrades or
enhances the sound 312, or alters or effects other qualities of
the sound 312 to simulate that the sound originates from the
physical object or to simulate an effect on the sound by the
physical object. In any of these ways, the augmented reality
system 102 leverages the ways that the human brain pro-
cesses and understands sound to cause the user 112a to
understand that the sound 312 originates at and/or 1s affected
by a physical object. For example, in some embodiments,
the augmented reality system utilizes work by Facebook
Reality Labs 1n sound propagation to generate spatial audio
and allows for volumetric and ambisonic sounds. Additional
information related to such work can be found at creator.
oculus.com/learn/spatial-audio/oroculus.com/blog/simulat-
ing-dynamic-soundscapes-at-facebook-reality-labs/.

[0080] In one or more embodiments, the augmented real-
ity system 102 can further account for a room impulse
response 1n modifying acoustic features of a sound. For
example, based on the map of the physical environment, the
augmented reality system 102 can identily and account for
echo and reverberation properties of the physical environ-
ment when moditying acoustic features of the sound. To
illustrate, the augmented reality system 102 can add rever-
beration to a sound i1n respond to determining that the
physical environment 1s 1n a six-sided room (e.g., a func-
tional cube) with a specific size. The augmented reality
system 102 may not add reverberation to a sound 1n response
to determining that the physical environment 1s outside 1n an
area with no walls or large objects off of which a sound
would bounce.

[0081] In one or more embodiments, the augmented real-
ity system 102 may consolidate or reduce a number of audio
streams to reduce a number of times HRTF 1s calculated. For
example, 11 a sound of an augmented reality experience
includes multiple audio streams or sound sources. To 1llus-
trates, a car might produce sound from the engine, from the
mufller, and from the internal stereo—thereby creating three
audio streams from three sound sources. A conventional
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system might calculate the HRTF for each audio stream to
turther modity the acoustic features of the corresponding
sounds. The augmented reality system 102, however, lever-
ages the fact that most human hearing 1s not fine-tuned
enough to tell the difference between each individual audio
streams (e.g., depending on how far apart the audio streams
are from each other).

[0082] Based on the HRTE, the augmented reality system
102 can consolidate or reduce two or more of the audio
streams without degrading the overall auditory experience
for user, while simultaneously generating various computa-
tional efliciencies. For example, 1f a sound of an augmented
reality experience (e.g., the sound of a car) includes three
audio streams (e.g., one for the engine, one for the mufiler,
one for the internal stereo), the augmented reality system
102 can combine the audio streams for the engine and
mufller. Thus, to modily various acoustic features of the
sound, the augmented reality system 102 only needs to
calculate the HRTF for two audio streams rather than three,

thereby saving any computing resources that may have been
spent 1n calculating the third HRFT.

[0083] As discussed above, the augmented reality system
102 can anchor acoustic or graphical features of an aug-
mented reality experience to a physical object 1n a physical
environment. FIGS. 4A-4D illustrate an example of the
augmented reality system 102 determining that a physical
object 1n the physical environment corresponds to an analo-
gous virtual object for an augmented reality experience and
anchoring acoustic features of a sound from the augmented
reality experience to the physical object. For example, as
shown 1n FIG. 4A, the user 112a may be in a physical
environment 402. As further shown 1n FIG. 4A, the physical
environment 402 includes various physical objects, includ-
ing a physical object 404. In contrast to FIG. 4A, 1n some
embodiments, FIGS. 4B-4D depict the augmented reality
system 102 both rendering augmented reality experiences
for display on the augmented-reality-computing device 106a
and generating music (or other sounds) associated with the
augmented reality scenes through headphones connected to
the augmented-reality-computing device 106a. Alterna-
tively, FIGS. 4B-4D can depict the augmented reality system
102 presenting augmented reality audio-only experiences
(e.g., as 1n FIG. 4B), and combined audio and wvisual
experiences (e.g., as mm FIGS. 4C and 4D) via the aug-
mented-reality-computing device 106a.

[0084] As shown in FIG. 4B, for instance, the user 112a

can wear the augmented-reality-computing device 106a. In
one or more embodiments, as discussed above, the aug-
mented-reality-computing device 106 may include one or
more micro-cameras, gyroscopes, accelerometers, proces-
sors, headphones, speakers, microphones, and so forth. In
response to the user activating the augmented-reality-com-
puting device 106a and/or selecting a particular augmented
reality experience (e.g., an experience that enables the user
to listen to music), the augmented reality system 102 can
capture and utilize an 1mage stream and other environmental
sensor data from the augmented-reality-computing device
106a to map the physical environment 402. The augmented
reality system 102 can further utilize the generated map to
determine the relative position of the augmented-reality-
computing device 106a to physical objects. For example, as
discussed above, the augmented reality system 102 can
utilize SLAM to determine the location of the augmented-
reality-computing device 106a, and the horizontal, vertical,
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and angular distance between the augmented-reality-com-
puting device 106a and the physical object 404.

[0085] The augmented reality system 102 can further
identify and classily the physical object 404. For example,
the augmented reality system 102 can analyze an image
frame from the 1mage stream captured by the augmented-
reality-computing device 1064 to determine that the physical
object 404 1s a smart speaker utilizing a wireless protocol.
Based on identifying the physical object 404 as a smart
speaker, the augmented reality system 102 can further utilize
web lookups, database lookups, and other info to determine
features and characteristics associated with the physical
object 404. For example, the augmented reality system 102
can determine that the physical object 404 can play audio
based on data transmitted via a wireless protocol and the
physical object 404 has a particular size. In some embodi-
ments, the augmented-reality-computing device 106a

detects a wireless broadcast signal from the physical object
404, such as a BLUETOOTH broadcast signal.

[0086] As indicated above, the augmented reality system
102 can determine an object-matching score indicating a
degree to which one or more of the features or characteristics
of the physical object 404 match those of various virtual
objects 1n an augmented reality experience. For example, 1n
response to detecting the user 1124 selecting an augmented
reality experience that includes music, the augmented reality
system 102 can further 1dentify the virtual objects corre-
sponding to the augmented reality experience for the music-
listening augmented reality experience. In some embodi-
ments, the augmented reality system 102 determines that a
selected augmented reality experience includes wvirtual
objects that match a particular music (e.g., virtual object for
a music video or video game). In other embodiments, the
augmented reality system 102 determines that an augmented
reality experience associated with the music-listening aug-
mented reality experience includes a single virtual object—
such as a 1990’s era virtual stereo that plays the music
corresponding to the augmented reality experience.

[0087] As a further example, in some embodiments, 1n
response to detecting the user 1124 selecting an augmented
reality experience that includes only music, the augmented
reality system 102 can utilize the physical object 404 based
on determimng that the characteristics of the physical object
404 (e.g., produces audio) match characteristics of the
audio-only augmented reality experience. In one or more
embodiments, the augmented reality system 102 can utilize
the physical object 404 by anchoring sounds of the audio-
only augmented reality experience to the physical object
404. For example, the augmented reality system 102 can
anchor or associate acoustic features of a sound of the
audio-only augmented reality experience with a location of
the physical object 404 relative to the augmented-reality-
computing device 106a. In one or more embodiments, the
augmented reality system 102 can store this association 1n
connection with the augmented reality experience until the
anchored features are triggered or required within the aug-
mented reality experience.

[0088] For example, 1 response to determiming that a
sound (e.g., music playback) associated with the augmented
reality experience should be heard by the user 112a via the
augmented-reality-computing device 1064 (e.g., in response
to the user 112a selecting a “play” option associated with the
augmented reality experience), the augmented reality system
102 can modily the anchored acoustic features to simulate
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that the sound orniginates from the physical object 404. In
one or more embodiments, the augmented reality system
102 can modify the acoustic features of the sound based on
the location of the physical object 404 relative to the
augmented-reality-computing device 106a.

[0089] For instance, as discussed above, the augmented
reality system 102 can modily the acoustic features of the
sound based on (1) the distance between the location of the
physical object 404 and the augmented-reality-computing,
device 106a, (11) other spectral localization cues associated
with the location of the physical object 404, and (111) any
visual characteristics of the physical object 404 (e.g., the
s1ze ol the physical object 404a, the direction the physical
object 404a 1s pointed). In at least one embodiment, the
augmented reality system 102 can modily the acoustic
teatures of the sound based on these considerations such that
the amplitude of sound pressure interacting with the ears of
the user 112a causes the user 1124 to think that the sound of
the augmented reality experience 1s originating from the
physical object 404. The augmented reality system 102 can
likewise modily acoustic features as described 1n this para-
graph when an augmented reality experience comprises
virtual objects.

[0090] In one or more embodiments, the augmented real-
ity system 102 can utilize metadata associated with the
augmented reality experience, alone or in connection with
image analysis of an image of the virtual stereo, to 1dentily
features and characteristics of the wvirtual stereo. For
example, the augmented reality system 102 can determine
that the characteristics of the virtual stereo include that the
virtual stereo can play sounds, and that the portable stereo
has a particular size, shape, and appearance. If the aug-
mented reality experience 1includes additional wvirtual
objects, the augmented reality system 102 can repeat this
process for each virtual object associated with the aug-
mented reality experience.

[0091] In at least one embodiment, the augmented reality
system 102 calculates object-matching scores based on the
teatures or characteristics of the physical object 404 and the
identified features or characteristics of each virtual object 1n
the augmented reality experience. For example, the aug-
mented reality system 102 can calculate the object-matching
score between the physical object 404 and the virtual stereo
indicating a degree to which characteristics or features of the
physical object 404 match those of the virtual stereo. For
instance, the augmented reality system 102 can calculate the
object-matching score for the physical object 404 and the
virtual stereo by adding an amount or point to the object-
matching score for each identified match between the fea-
tures or characteristics of the physical object 404 and
features or characteristics of the virtual stereo.

[0092] In one or more embodiments, the augmented real-
ity system 102 can further weight the amount or point added
to the score based on a relevance of a feature that matches
between the two objects. For example, 11 the matched feature
goes to the functionality of the objects (e.g., as with the
feature indicating that both objects play sounds), the aug-
mented reality system 102 can add an extra weight to the
amount or point added to the object-match score for the
physical object 404a and the virtual stereo.

[0093] In one or more embodiments, the augmented real-
ity system 102 can determine that the virtual stereo in the
augmented reality experience 1s analogous to the physical
object 404 based on the object-matching score. For example,
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the augmented reality system 102 can determine that the
virtual stereo represents the virtual object associated with
the highest calculated object-matching score 1s analogous to
the physical object 404. In the current example, the aug-
mented reality system 102 can determine that the virtual
stereo 1s analogous to the physical object 404 based on the
object-matching score between the two objects being the
highest score calculated 1in connection with the wvirtual
objects 1n the augmented reality experience. As further
indicated above, in some embodiments, the augmented
reality system 102 determines that the virtual object 1s
analogous to the physical object 404 based on the object-
matching score between the two objects satisiying an object-
matching threshold.

[0094] For example, the object-matching threshold for the
current augmented reality experience may be an object-
matching score of 5. The augmented reality system 102 may
calculate an object-matching score between the physical
object 404 and the virtual stereo of the augmented reality
experience to be at least 5 based on various weighted and
unweighted feature matches. For instance, the augmented
reality system 102 may determine that certain appearance
features match between the two objects because both objects
have speaker covers or grills and playback buttons. The
augmented reality system 102 may further determine that
there 1s a functionality match between the two objects
because both include speaker cones and gaskets for produc-
ing sound. The augmented reality system 102 may further
weight either or both of these matches because they are
related to the relevancy of both objects. Accordingly,
because the resulting object-matching score satisfies the
object-matching threshold, the augmented reality system
102 can determine the virtual stereo i1s analogous to the
physical object 404 1n the physical environment 402.

[0095] Returning to FIG. 4B, 1n response to determining
that the virtual stereo 1s analogous to the physical object 404,
the augmented reality system 102 can anchor one or more
acoustic or graphical features of the augmented reality
experience to the physical object 404. For example, and as
discussed above, the augmented reality system 102 can
anchor or associate acoustic features of a sound of the
augmented reality experience with a location of the physical
object 404 relative to the augmented-reality-computing
device 106a. In one or more embodiments, the augmented
reality system 102 can store this association in connection
with the augmented reality experience until the anchored
features are triggered or required within the augmented
reality experience.

[0096] In one or more embodiments, the augmented real-
ity system 102 can also modily the anchored acoustic
features to further save computing resources associated with
the augmented-reality-computing device 106a. As discussed
above, objects can create complex sounds that include
multiple audio streams, such as an engine that generates
different sounds from fan blades, belts, or pistons. In one or
more embodiments, the augmented reality system 102 can
modily one or more of the audio streams of a complex sound
by degrading, softening, or silencing one or more of the
audio streams.

[0097] Additionally or alternatively, the augmented reality
system 102 can consolidate or reduce two or more of the
audio streams to further save computing resources. In at
least one embodiment, the augmented reality system 102 can
moditly or consolidate the audio streams such that the sound,
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as heard by the user 1124, 1s not diminished. For example,
as discussed above, if a sound of an augmented reality
experience (e.g., the sound of a car) includes three audio
streams (e.g., one for the engine, one for the muliller, one for
the mternal stereo), the augmented reality system 102 can
combine the audio streams for the engine and mufiler. The
human auditory system 1s generally not fine-tuned enough to
determine any loss of audio quality based on this consoli-
dation of audio streams.

[0098] Thus, as shown 1n FIG. 4B, the augmented reality
system 102 can anchor acoustic features of music playback
in the augmented reality experience to the physical object
404. When the music playback 1s triggered, requested, or
otherwise mnitiated, the augmented reality system 102 modi-
fies the acoustic features of the music playback to simulate
that the music playback originates from the physical object
404. Accordingly, from the perspective of the user 1124, the
smart speaker physical object 404 is the source of the music
playback within the augmented reality experience, even
though the physical object 404 1s not making any sound
within the physical environment 402.

[0099] In one or more embodiments, the augmented real-
ity system 102 can anchor graphical features of the aug-
mented reality experience to the physical object 404. For
example, as shown 1n FIG. 4C, 1n response to determining
that the virtual stereo 1s analogous to the physical object 404,
the augmented reality system 102 can generate a virtual
graphic overlay 406. The augmented reality system 102 can
turther render the virtual graphic overlay 406 within the
augmented reality experience at a position relative to the
augmented-reality-computing device 106a such that the
physical object 404 1s partially or totally covered or
obscured by the virtual graphic overlay 406.

[0100] For example, in response to determining that the
virtual stereo 1s analogous to the physical object 404, the
augmented reality system 102 can identily one or more
visual characteristics of the virtual stereo. More specifically,
the augmented reality system 102 can identify visual char-
acteristics that indicate a size, a color, an appearance, a
surface texture, and/or other visual characteristics of the
virtual stereo. Utilizing the 1dentified visual characteristics,
the augmented reality system 102 can generate the virtual
graphic overlay 406. In at least one embodiment, the aug-
mented reality system 102 can then overlay the physical
object 404 with the generated virtual graphic overlay 406.
As shown 1n FIG. 4C, the augmented reality system 102 can
render the virtual graphic overlay 406 such that the physical
object 404 1s completely obscured from the user 112a via the
augmented-reality-computing device 106a.

[0101] In one or more embodiments, the augmented real-
ity system 102 can further modify the anchored acoustic
teatures of the augmented reality experience based on fea-
tures associated with the analogous virtual object. For
example, as shown 1n FIG. 4D, the augmented reality system
102 can i1dentify a sound profile associated with the virtual
stereo. The sound profile indicates a quality of sound and
other 1ntricacies of the sound produced by the virtual stereo.
To 1llustrate, the virtual stereo may approximate the appear-
ance and sound of a 1990’s era boom box that plays music
with a wide bass range and tinny high notes. In at least one
embodiment, the augmented reality system 102 can 1dentily
this sound profile and modily the acoustic features ol music
in simulated playback from the physical object 404 to
approximate the sound of music playing from a 1990°s era
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boom box—rather than from a smart speaker. Thus, the
augmented reality system 102 can degrade the acoustic
features of the sound, enhance the acoustic features of the
sound, and/or modily specific levels (e.g., treble, bass)
and/or volumes (e.g., indicated by the smaller music notes 1n
FIG. 4D) within the acoustic features of the sound to more
closely approximate the sound profile associated with the
virtual stereo.

[0102] As mentioned above, the augmented reality system
102 can modily anchored features of an augmented reality
experience based on a location or other characteristics of a
physical object 1n the physical environment. FIGS. 5A and
5B 1llustrate to the augmented reality system 102 modifying
anchored features of an augmented reality experience based
on characteristics of a physical object. For example, as
shown 1 FIG. 5A, the user 112a can be 1 a physical
environment 302 including physical objects, such as a
physical object 504. As shown in FIG. 5A, the physical
object 504 1s a physical or real-world window. In one or
more embodiments, the physical object 504 has various
physical characteristics, such as a size, a construction (e.g.,
including a number of sashes, casements, mullions, muntins,
panes), a configuration (e.g., open or closed), and a thick-
ness. In additional or alternative embodiments, physical
objects can have physical characteristics including, but not
limited to, a thuckness, a mass, a size, a shape, and/or a

density.

[0103] As shown in FIG. 5B, after the user 112a initiates
the augmented-reality-computing device 106a, the aug-
mented reality system 102 can map the physical environ-
ment 502 and determine the various characteristics of the
physical object 504. For example, the augmented reality
system 102 can determine the physical characteristics of the
physical object 504 utilizing 1image analysis (e.g., from the
image stream provided by the augmented-reality-computing
device 106a), image recognition, database lookups, or other
algorithms, as described above. As discussed above, the
augmented reality system 102 can further determine that a
virtual object (e.g., a virtual window) 1n an augmented
reality experience 1s analogous to the physical object 504. In
one or more embodiments, the augmented reality system
102 can store the correspondence between the virtual win-
dow and the physical object 504 (e.g., physical window),
along with the physical characteristics of the physical object
504 for later use.

[0104] As further shown in FIG. 5B, the augmented reality
system 102 renders the augmented reality experience to
include a virtual animal 506 (e.g., a virtual dinosaur) walk-
ing past the virtual or physical window. In rendering the
augmented reality experience for the augmented-reality-
computing device 106qa, the augmented reality system 102
can utilize the physical object 504 rather than rendering the
virtual window. In one or more embodiments, the aug-
mented reality system 102 can further modily acoustic
features of any sound eflects (e.g., dinosaur sound eflects)
within the augmented reality experience to simulate that the
sound eflects are originated from outside the window physi-
cal object 5304—thereby distorting or otherwise muilling the
sound eflects.

[0105] For mstance, depending on a pane thickness and
size of the window as the physical object 504, the aug-
mented reality system 102 can (1) decrease a volume of the
sound eflects, (1) reduce one or more specific levels (e.g.,
treble, mid-range, bass) of the sound eflects, (111) consolidate
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or modily various audio streams associated with the dino-
saur sound eflects (e.g., a breathing sound, a foot-fall sound,
a mouth opening sound), or (1v) otherwise distort the sound
ellects. By decreasing a volume, reducing a specific sound
level, consolidating or moditying audio streams, the aug-
mented reality system 102 can modily a sound for the
augmented reality experience to simulate an effect on the
sound by the physical object 504. As depicted in FIG. 3B,
the augmented reality system 102 modifies a sound to
simulate a filter effect on the sound (e.g., a dinosaur sound)
by a window. In at least one embodiment, the augmented
reality system 102 can modily the acoustic features of the
sound eflects based on the physical characteristics of the
physical object 504 such that, from the perspective of the
user 112a, the sound eflects appear to originate outside the
physical object 504, rather than orniginating at a location of

the physical object 504 within the physical environment
502.

[0106] FIGS. 6A-6F illustrate additional examples of the
augmented reality system 102 anchoring features of an
augmented reality experience to a physical object based on
a correspondence between the physical object and an analo-
gous virtual object from the augmented reality experience.
For example, 1n FIG. 6A, an augmented reality experience
602 may include a book as part of an augmented reality
experiences. For example, the augmented reality experience
602 may be from a treasure hunt augmented reality experi-
ence and may include a particular interactive book among a
collection of books, where the goal of the experience 1s to
help the user 112q 1dentity and interact with a particular
book to recerve a clue as to the next portion of the treasure
hunt.

[0107] As indicated by FIG. 6A, the augmented reality
system 102 can utilize SLAM in connection with an under-
lying physical environment to identify and classify a physi-
cal bookshelf 604 and a physical book 606. The augmented
reality system 102 can further anchor one or more acoustic
features of the augmented reality experience 602, such that
a sound of the augmented reality experience 602 (e.g.,
music, character speech, drumbeats), appears to originate
from a particular book from the physical bookshell 604.

[0108] In at least one embodiment, the augmented reality
system 102 can increase the volume of the sound of the
augmented reality experience 602 as the user 112a¢ moves
closer to the particular book. For example, the augmented
reality system 102 can analyze sequential images and other
environmental sensor data from the augmented-reality-com-
puting device 106a to determine a speed and direction of
movement. The augmented reality system 102 can further
use that speed and direction of movement 1n connection with
the generated virtual map of the underlying physical envi-
ronment to determine the relative distance between the user
112a and the particular book on the physical booksheltf 604.
For instance, the augmented reality system 102 can utilize
motion tracking algorithms, such as kernel-based tracking
and/or contour tracking to determine speed and direction of
motion associated with the augmented-reality-computing,

device 106a.

[0109] As further shown 1n FIG. 6 A, when the user 112a
opens the physical book 606, the augmented reality system
102 can generate and provide a virtual graphic overlay 608
to further the augmented reality experience. For example,
the augmented reality system 102 can generate the virtual
graphic overlay 608 to match or to retexture the physical
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book 606. The augmented reality system 102 can further
generate the virtual graphic overlay 608 to include material
specific to the augmented reality experience.

[0110] In one or more embodiments, the augmented reality
system 102 can further adapt the virtual graphic overlay 608
to physical characteristics of the physical book 606. For
example, the augmented reality system 102 can utilize
SLAM to determine a size of the physical book 606 relative
to the amount of augmented reality material that should be
provided via interactions with the physical book 606. For
example, 1f the augmented reality experience 602 includes
providing the user 112a with four chapters of material via
the book virtual object, the augmented reality system 102
can generate the virtual graphic overlay 608 to approximate
a reading position within the augmented reality material
when the user 112a opens the physical book 606.

[0111] 'To 1illustrate, when the augmented reality system
102 detects the user 112a opening the physical book 606 to
a half-way-through reading position, the augmented reality
system 102 can generate the virtual graphic overlay 608 to
display the beginning of chapter three of the augmented
reality materials (e.g., the augmented reality materials that
are half-way through the total amount of augmented reality
materials). As the augmented reality system 102 detects the
user 112a continuing to tlip through the physical pages of the
physical book 606, the augmented reality system can con-
tinue to update or re-render the virtual graphic overlay 608
to approximate the reading progress of the user 112a through

the corresponding augmented reality materials.

[0112] In one or more embodiments, the augmented reality
system 102 can update or alter an augmented reality expe-
rience based on user interactions in connection with a
physical object that corresponds to a virtual object in an
augmented reality experience. For example, as shown 1n
FIG. 6B, an augmented reality experience including the
augmented reality experience 610 may include the user 1124
typing input mto a computer to further some goal of the
augmented reality experience. In generating the augmented
reality experience 610, the augmented reality system 102
may accordingly utilize SLAM to i1dentily and localize a
physical keyboard 612. The augmented reality system 102
may further determine that a virtual keyboard associated
with the augmented reality experience 610 1s analogous to
the physical keyboard 612 and can anchor one or more
teatures of the augmented reality experience based on this
determination.

[0113] Once the features of the augmented reality experi-
ence are anchored to the physical keyboard 612, the aug-
mented reality system 102 can update or modify aspects of
the augmented reality experience 610 based on detecting
user interactions with the physical keyboard 612. For
example, as shown 1n FIG. 6B, the augmented reality system
102 can utilize motion tracking to detect the user 112a
typing on the physical keyboard 612. Based on the detected
user interactions, the augmented reality system 102 can
generate a virtual graphical overlay (e.g., positioned over a
physical computer monitor) or a virtual object (e.g., a virtual
computing monitor) including letters or other symbols cor-
responding to the detected typing, or can update or modily
other virtual objects 1n the augmented reality experience 610
based on the detected typing. Thus, the augmented reality
system 102 can utilize detected typing on the physical
keyboard 612 to further modify or update the augmented
reality experience 610, even though the physical keyboard
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612 1s not physically connected to, or otherwise interfaced
with, the augmented reality system 102 or any other com-
puting system. In additional or alternative embodiments, the
augmented reality system 102 can similarly track user
interactions with other types of physical mput devices such
as, but not limited to, game controllers, computer mice, TV
remote controllers, and touch screen displays.

[0114] In one or more embodiments, the augmented reality
system 102 can further generate or modily acoustic or
graphical features of an augmented reality experience based
on a correspondence between a virtual object of the aug-
mented reality experience and a physical object of the
physical environment. For example, in FIG. 6C, an aug-
mented reality experience 614 may comprise an augmented
reality scene 1n which the user 112a can listen to music from
a record player. In response to 1dentitying a physical record
player 616, the augmented reality system 102 can anchor
both visual and acoustic features of the augmented reality
experience 614 to the physical record player 616.

[0115] The augmented reality system 102 can also deter-
mine the sound profile associated with the physical record
player 616 (e.g., the type and quality of music playback of
which the physical record player 616 1s capable). The
augmented reality system 102 can then play music virtually
utilizing the physical record player 616. For example, the
augmented reality system 102 can modily the acoustic
features (e.g., both the localization features and sound
quality features) of the music to simulate that the music 1s
being played by the physical record player 616.

[0116] Additionally, the augmented reality system 102
anchor graphical features of the augmented reality experi-
ence 614 to the physical record player 616. For example, the
augmented reality system 102 can anchor graphical charac-
teristics of the augmented reality experience 614 by gener-
ating a partial virtual graphic overlay 618 and positioning
the partial virtual graphic overlay 618 over a portion of the
physical record player 616. More specifically, the aug-
mented reality system 102 can generate the partial virtual
graphic overlay 618 to include hovering text indicating a
song title associated with the music of the augmented reality
experience 614, and a record that appears to be spinning on
the physical reeerd player 616. Accordingly, 1n this scenario,
the augmented reality system 102 generates the augmented
reality experience 614 to simulate music originating from
the physical record player 616 while the physical record
player 616 spins a record, even though there 1s nothing
actually being played by the physical record player 616.

[0117] Simalarly, the augmented reality system 102 can
anchor additional graphical features of an augmented reality
experience to additional physical objects 1n a physical
environment. For example, as shown 1n FIG. 6D, an aug-
mented reality experience may include an augmented reality
experience 620 wherein the user 112a plays a video game on
a physical game system (that may be disabled). For example,
as shown in FIG. 6D, the user 112a may encounter a
physical game console 622 that may no longer function (e.g.,
due to age or disrepair) connected to a physical screen
display 624. In response to determining the type and capa-
bilities of the physical game console 622, the augmented
reality system 102 can anchor features of the augmented
reality experience 620 to both the physical game console
622 and the physical screen display 624.

[0118] For instance, the augmented reality system 102 can
generate and position the partial virtual graphic overlay 626,
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including hovering text detailing a game title and a portion
of game cartridge, on a portion of the physical game console
622. The augmented reality system 102 can further generate
a virtual graphic overlay 628 for a video display and position
the virtual graphic overlay 628 on the physical screen
display 624 to simulate that the video game 1s being played
by the physical game console 622 and displayed by the
physical screen display 624. As discussed above, the aug-
mented reality system 102 can also track user interactions
with a game controller so that the augmented reality system
102 can interface with a virtual machine (“VM”) system, or
similar, 1n order to accurately reflect the game play of the
user 112a within the augmented reality experience 620.

[0119] In one or more embodiments, the augmented reality
system 102 can also generate interactive augmented reality
experiences between two or more users within a physical
environment. For example, as shown in FIG. 6E, an aug-
mented reality experience may include users sharing an
interactive experience with shared augmented reality expe-
riences. As shown 1n FIG. 6E, the users 112a and 11256 may
be located 1n a physical train station. Each of the users 112a
and 1126 may be viewing an augmented reality experience
630 at the same time. In one or more embodiments, based on
both the augmented-reality-computing device 106a and the
augmented-reality-computing device 1065 being within the
same geographic area, the augmented reality system 102, via
the augmented-reality-computing device 106a can utilize
SLAM, BLUETOOTH, Wi-Fi, or a similar network connec-
tion, to detect the augmented-reality-computing device
1065, and/or vice versa.

[0120] In response to determiming that both the aug-
mented-reality-computing devices 106a and 1065 are gen-
erating the augmented reality experience 630 for the same or
shared augmented reality experience, the augmented reality
system 102 can generate and pesmen virtual ebjects as part
of the augmented reality experience. As shown 1n FIG. 6F,
for example, the augmented reality system 102 generates a
virtual message 634 for display on the augmented-reality-
computing device 1064 to identily the user 1125 as a co-user
within an augmented reality experience 630. The augmented
reality system 102 can also generate a virtual message 636
for display on the augmented-reality-computing device 1065
to 1dentily the user 1064 as a co-user within the augmented
reality experience 630. For example, the augmented reality
system 102 can generate the virtual messages 634 and 636
either at a central server or through a shared link between the
augmented-reality-computing devices 106a and 10654.

[0121] Furthermore, the augmented reality system 102 can
generate a virtual message 638 for display by both the
augmented-reality-computing devices 106a and 1065. In
some cases, the virtual message 638 indicates a physical
location or physical object as part of the same or shared
augmented reality experience. For instance, 1 some
embodiments, the augmented-reality-computing devices
106a and 1065 can respectively detect interactions by the
users 112a and 1126 with the virtual message 638—and
generate additional virtual objects—as the users 112a and
11256 cooperatively work theirr way through the same or
shared augmented reality experience.

[0122] FIG. 7 illustrates a detailed schematic diagram of
an embodiment of the augmented reality system 102
described above. In one or more embodiments, the aug-
mented reality system 102 includes a device communicator
702, a map generator 704, an object identifier 706, an
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object-matching score generator 708, an anchor generator
710, a AR experience renderer 712, a feature modifier 714,
an overlay generator 716, an interaction tracker 718, and a
data storage 720 including object data 722, physical envi-

ronment data 724, and augmented reality experience data
726.

[0123] As discussed above, the augmented reality system
102 can be hosted by a server (e.g., the server(s) 104 as
shown in FIG. 1) or can reside on any of the augmented-
reality-computing devices 106a and 1065. For example, 1
hosted by a server, the augmented reality system 102 can
communicate with the augmented-reality-computing
devices 106a and 1065 to receive 1mage streams and other
environmental sensor data, and to provide renderings or
rendering instructions for augmented reality experiences
including virtual objects. If the augmented reality system
102 1s contained by the augmented-reality-computing device
106a, the functionality of the augmented reality system 102
may be wholly contained by the augmented-reality-comput-
ing device 106a. Additionally or alternatively, the parts of
the functionality of the augmented reality system 102 may
be hosted by a server, while other parts of the functionality
of the augmented reality system 102 may be performed by
the augmented-reality-computing device 106a.

[0124] As shown 1n FIG. 7, and as mentioned above, the
augmented reality system 102 can include the device com-
municator 702. In one or more embodiments, the device
communicator 702 handles communications between the
augmented reality system 102 and the augmented-reality-
computing device 106a—if the augmented reality system
102 1s not located on the augmented-reality-computing
device 106a. For example, the device communicator 702 can
capture an 1image stream of a physical environment from the
augmented-reality-computing device 106a. The device com-
municator 702 can also receive environmental sensor infor-
mation from the augmented-reality-computing device 1064
indicating a position, location, movement, etc. of the aug-
mented-reality-computing device 106a. The device commu-
nicator 702 can further provide augmented reality experi-
ences and/or rendering instructions for augmented reality

experiences to the augmented-reality-computing device
106a.

[0125] Additionally, the device communicator 702 can
handle communications between two or more augmented-
reality-computing devices 106a and 1065. For example, 1n a
scenario where two users 112a and 11256 are cooperating
within an augmented reality experience toward a common
goal, the device communicator 702 can communicate infor-
mation between the augmented-reality-computing devices
106a and 10654. In one or more embodiments, the device
communicator 702 can communicate positional information,
image stream information, and other environmental sensor
information between the augmented-reality-computing

devices 106a and 1065.

[0126] As shown 1n FIG. 7, and as mentioned above, the
augmented reality system 102 also includes the map gen-
crator 704. In one or more embodiments, the map generator
704 utilizes the SLAM system, or any other appropriate
mapping system, to map a physical environment relative to
the augmented-reality-computing device 106a. For example,
the map generator 704 can utilize SLAM to extract features
of the physical environment and determine objects within
the physical environment. The map generator 704 can fur-
ther determine relative distances and angles between the
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features and objects of the physical environment and the
augmented-reality-computing device 106a. Based on all this
information, the map generator 704 can generate a three-
dimensional map of the physical environment and localize
the augmented-reality-computing device 106a within the
physical environment.

[0127] In one or more embodiments, the map generator
704 can turther update the location of the augmented-reality-
computing device 106a. For example, based on movement
signals received from the augmented-reality-computing
device 106a (e.g., from a gyroscope, an accelerometer, an
image stream), the map generator 704 can calculate an
updated location of the augmented-reality-computing device
106a within the three-dimensional map of the physical
environment. The map generator 704 can further update the
relative distances and locations of the physical objects from
the augmented-reality-computing device 106a based on the
movement signals.

[0128] As mentioned above, and as shown 1 FIG. 7, the
augmented reality system 102 includes the object 1dentifier
706. In one or more embodiments, the object identifier 706
identifies the one or more physical objects within a physical
environment. For example, the object i1dentifier 706 can
receive an indication of a physical object from the map
generator 704 and can utilize 1mage analysis and other
detection methods to determine what the indicated physical
object actually 1s. In at least one embodiment, the object
identifier 706 can utilize heat maps, machine learning, image
comparison, or any other suitable technique to identity
physical objects in the physical environment.

[0129] In one or more embodiments, the object 1dentifier
706 further determines a type or classification for each
identified physical object. For example, if the object 1den-
tifier 706 determines that a physical object 1s a lamp, the
object 1dentifier 706 can further determine that the lamp can
be classified as furniture, as decor, as living room furniture,
ctc. In at least one embodiment, the object 1dentifier 706 can
determine the type or classification of an 1dentified physical
object based on a web lookup, a database lookup, machine
learning, or other data repository techniques.

[0130] Inresponse to determining the type or classification
of the physical object, the object 1dentifier 706 can further
determine features and characteristics of the physical object.
For example, 1n response to 1dentitying the lamp and deter-
mining that it 1s furniture, the object identifier 706 can
further determine that features and characteristics of the
lamp include that 1t 1s stationary, that i1t emits light when
turned on, that 1t has a specific size, that certain interaction
(e.g., being switched on and ofl) eflect 1ts appearance, and
so forth. In at least one embodiment, the object identifier 706
can determine the features and characteristics of the physical
object based on machine learning, data lookups, or any other
appropriate technique.

[0131] In one or more embodiments, the object identifier
706 can similarly 1dentify and classify virtual objects 1n an
augmented reality experience. For example, 1n response to a
selection or other indication of an augmented reality expe-
rience (e.g., as selected by the user 112a, or as dictated by
the present augmented reality experience), the object 1den-
tifier 706 can retrieve or otherwise identily the wvirtual
objects required by the augmented reality experience. For
instance, the object identifier 706 can retrieve the required
virtual objects as three-dimensional image files or other
virtual object models from a location 1included 1n rendering,
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instructions associated with the augmented reality experi-
ence. For each identified virtual object, the object 1dentifier
706 can utilize machine learning, data lookups, image
analysis, or any other appropriate technique to determine the
teatures and characteristics of the virtual object.

[0132] As shown in FIG. 7, and as mentioned above, the
augmented reality system 102 includes the object-matching
score generator 708. In one or more embodiments, the
object-matching score generator 708 calculates an object-
matching score indicating a degree to which one or more
characteristics (e.g., physical appearance-based characteris-
tics, functionality characteristics, acoustic characteristics) of
a physical object of a physical environment match one or
more characteristics of a virtual object of an augmented
reality experience. For example, in response to determining,
the characteristics of an identified physical object and 1den-
tifying the virtual objects associated with an augmented
reality experience, the object-matching score generator 708
can calculate an object-matching score for between the
physical object and each of the 1dentified virtual objects.

[0133] In at least one embodiment, the object-matching
score generator 708 calculates the object-matching score
associated with the physical object and a particular virtual
object by identitying matches (e.g., character string matches,
threshold matches) between the characteristics of the physi-
cal object and characteristics of the particular virtual object.
For each identified match, the object-matching score gen-
crator 708 can add a value or point to a total score for the
object pair. Additionally, the object-matching score genera-
tor 708 can further weight the value or point based on the
relevancy of the matched characteristics. For example, i1 the
matched characteristics indicate an appearance similarity
between the objects and/or a functionality similarity
between the objects, the object-matching score generator
708 can add a weight to the value of point added to the total
score for the object patr.

[0134] Adfter calculating object-matching scores for every
combination of physical objects 1n the physical environment
and virtual objects 1n the augmented reality experience, the
object-matching score generator 708 can identily analogous
virtual objects. For example, for a particular physical object
in the physical environment, the object-matching score
generator 708 can 1dentily the highest object-matching score
associated with that physical object. The object-matching
score generator 708 can further determine that the virtual
object associated with that high score 1s analogous to the
physical object. In at least one embodiment, the object-
matching score generator 708 can determine that the virtual
object 1s analogous to the physical object when the object-
matching score associated with both 1s highest and when that
score 1s satisfles an object-matching threshold. The object-
matching score generator 708 can repeat this process for
every physical object identified 1n the physical environment.

[0135] As shown 1n FIG. 7, and as mentioned above, the
augmented reality system 102 also includes the anchor
generator 710. In one or more embodiments, the anchor
generator 710 anchors one or more features of an augmented
reality experience to a physical object determined to corre-
spond to an analogous virtual object of the augmented
reality experience. For example, the anchor generator 710
can 1dentily visual and acoustic features of an augmented
reality experience based on an analysis of rendering and
playback instructions associated with the augmented reality
experience.

Feb. 1, 2024

[0136] To illustrate, 1f the augmented reality experience 1s
one where the user 1s only meant to listen to music, the
anchor generator 710 can 1dentify acoustic features of the
music (e.g., the music file for playing, preset playback
levels, sound distortions and enhancements). The anchor
generator 710 can further anchor those acoustic features to
the physical object by associating those features with a
location of the physical object, as indicated by the three-
dimensional map of the physical environment. The anchor
generator 710 can repeat this process with other types of
features associated with the augmented reality experience.

[0137] As shown 1n FIG. 7, and as mentioned above, the
augmented reality system 102 also includes the AR experi-
ence renderer 712. In one or more embodiments, the AR
experience renderer 712 generates an augmented reality
experience for display via the augmented-reality-computing
device 106a. For example, the AR experience renderer 712
can access rendering instructions associated with the aug-
mented reality experience to render virtual objects including
texture, lighting, and shading according to the positioning of
the virtual objects within the augmented reality experience.

[0138] As further shown i FIG. 7, and as mentioned
above, the augmented reality system 102 includes the fea-
ture modifier 714. In one or more embodiments, the feature
modifier 714 modifies one or more features of an augmented
reality experience based on those features being anchored to
a particular physical object within the physical environment.
For example, the feature modifier 714 can modily acoustic
features of a sound of the augmented reality experience to
simulate that the sound oniginates from the physical object.
Additionally or alternatively, the feature modifier 714 can
modily the acoustic features of the sound to simulate an
ellect on the sound by the physical object. Additionally or
alternatively, the feature modifier 714 can modily or con-
solidate audio streams of the sound based on the acoustic
features being anchored to the physical object. Additionally
or alternatively, the feature modifier 714 can modity the
acoustic features of the sound based on a sound profile of the
analogous virtual object. As discussed above, the feature
modifier 714 can modily the acoustic features of the sound
based on: a distance between a location of the physical
object and the augmented-reality-computing device 1064,
spectral localization cues from the location of the physical
object relative to the augmented-reality-computing device
1064, and/or a visual characteristic of the physical object.

[0139] As mentioned above, and as shown 1 FIG. 7, the
augmented reality system 102 includes the overlay generator
716. In one or more embodiments, the overlay generator 716
identifies one or more visual characteristics of an analogous
virtual object and generates a virtual graphic overlay based
on the identified visual characteristics. In at least one
embodiment, the overlay generator 716 further provides the
generated virtual graphic overlay to the AR experience
renderer 712 for inclusion in the augmented reality experi-
ence along with rendering instructions to superimpose the
virtual graphic overlay at a position that overlays a portion
of the corresponding physical object or over the entire
corresponding physical object. In additional or alternative
embodiments, the overlay generator 716 can generate
updated or new virtual graphic overlays based on detected
user interactions.

[0140] As shown 1n FIG. 7, and as mentioned above, the
augmented reality system 102 includes an interaction tracker
718. In one or more embodiments, the interaction tracker
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718 detects and tracks user interactions with virtual graphic
overlays and physical objects. For example, the interaction
tracker 718 can detect user interactions with a wvirtual
graphic overlay, with an area of a physical object on which
the virtual graphic overlay 1s superimposed, and/or with the
physical object with no virtual graphic overlay superim-
posed. Based on the detected user interactions, the interac-
tion tracker 718 can request additional modifications be
performed by the feature modifier 714.

[0141] As further shown in FIG. 7, the augmented reality
system 102 includes the data storage 720 including the
object data 722, the physical environment data 724, and the
augmented reality experience data 726. In one or more
embodiments, the object data 722 includes information
associated with physical objects and/or virtual objects such
as described herein (e.g., 1dentifications, types, classifica-
tions, features, characteristics). In one or more embodi-
ments, the physical environment data 724 includes informa-
tion associated with physical environments such as
described herein (e.g., 3D maps, localizations, relative dis-
tances, anchors). In one or more embodiments, the aug-
mented reality experience data 726 includes information
associated with augmented reality experiences such as
described herein (e.g., required virtual objects, associated
augmented reality experience, positions, sounds).

[0142] FEach of the components 702-726 of the augmented

reality system 102 can include software, hardware, or both.
For example, the components 702-726 can include one or
more instructions stored on a computer-readable storage
medium and executable by processors of one or more
computing devices, such as a client device or server device.
When executed by the one or more processors, the com-
puter-executable instructions of the augmented reality sys-
tem 102 can cause the computing device(s) to perform the
methods described herein. Alternatively, the components
702-726 can include hardware, such as a special-purpose
processing device to perform a certain function or group of
functions. Alternatively, the components 702-726 of the
augmented reality system 102 can include a combination of
computer-executable instructions and hardware.

[0143] Furthermore, the components 702-726 of the aug-
mented reality system 102 may, for example, be 1mple-
mented as one or more operating systems, as one or more
stand-alone applications, as one or more modules of an
application, as one or more plug-ins, as one or more library
functions or functions that may be called by other applica-
tions, and/or as a cloud-computing model. Thus, the com-
ponents 702-726 may be implemented as a stand-alone
application, such as a desktop or mobile application. Fur-
thermore, the components 702-726 may be implemented as
one or more web-based applications hosted on a remote
server. The components 702-726 may also be implemented
in a suite of mobile device applications or “apps.”

[0144] FIGS. 1-7, the corresponding text, and the
examples provide a number of different methods, systems,
devices, and non-transitory computer-readable media of the
augmented reality system 102. In addition to the foregoing,
one or more embodiments can also be described 1n terms of
flowcharts comprising acts for accomplishing a particular
result, as shown in FIG. 8. FIG. 8 may be performed with
more or fewer acts. Further, the acts may be performed in
differing orders. Additionally, the acts described herein may
be repeated or performed in parallel with one another or
parallel with different instances of the same or similar acts.
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[0145] In accordance with one or more embodiments, FIG.
8 1llustrates a flowchart of a series of acts 800 for determin-
ing a physical object from a physical environment corre-
sponds to an analogous virtual object for an augmented
reality experience and modifying acoustic features of a
sound for the augmented reality experience to integrate the
physical object into the augmented reality experience. While
FIG. 8 illustrates acts according to one embodiment, alter-
native embodiments may omit, add to, reorder, and/or
modily any of the acts shown 1n FIG. 8. The acts of FIG. 8
can be performed as part of a method. Alternatively, a
non-transitory computer-readable medium can comprise
instructions that, when executed by one or more processors,
cause a computing device to perform the acts of FIG. 8. In

some embodiments, a system can perform the acts of FIG.
8

[0146] As shown in FIG. 8, the series of acts 800 1ncludes
an act 810 of capturing a data stream corresponding to a
physical environment. For example, the act 810 can imnvolve
capturing a data stream corresponding to a physical envi-
ronment utilizing an augmented-reality-computing device.
As further shown 1in FIG. 8, the series of acts 800 includes
an act 820 of determining that a physical object within the
physical environment corresponds to an analogous virtual
object of an augmented reality experience. For example,
determining that the physical object within the physical
environment corresponds to the analogous virtual object of
an augmented reality experience can be based on image
comparisons, description comparisons, heat maps, and/or
machine learning. In one or more embodiments, determining
that the physical object within the physical environment
corresponds to the analogous virtual object of the augmented
reality experience includes: generating an object-matching,
score indicating a degree to which one or more character-
istics of the physical object match one or more characteris-
tics ol the analogous virtual object; and determiming the
object-matching score satisfies an object-matching thresh-

old.

[0147] As shown in FIG. 8, the series of acts 800 1ncludes
an act 830 of modifying one or more acoustic features of a
sound for the augmented reality experience to simulate that
the sound originates from the physical object or to simulate
an eflect on the sound. For example, the act 830 can involve
moditying, by the augmented-reality-computing device, one
or more acoustic features of a sound for the augmented
reality experience to simulate that the sound originates from
the physical object or to simulate an eflect on the sound by
the physical object. In at least one embodiment, the series of
acts 800 further includes mapping the physical environment
to determine a location of the physical object relative to the
augmented-reality-computing device. For example, modity-
ing the one or more acoustic features of the sound can
include modifying the sound to simulate the sound originat-
ing from the location of the physical object relative to the
augmented-reality-computing device.

[0148] In one or more embodiments, modifying the one or
more acoustic features of the sound can include one or more
of: moditying an acoustic feature of the sound based on a
distance between a location of the physical object and the
augmented-reality-computing device; modifying the acous-
tic feature of the sound based on spectral localization cues
from the location of the physical object relative to the
augmented-reality-computing device; or modifying the
acoustic feature of the sound based on a visual characteristic
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of the physical object. In at least one embodiment, modify-
ing the one or more acoustic features of the sound includes
one or more of: modilying one or more audio streams
corresponding to the sound for the augmented reality expe-
rience; or consolidating two or more audio streams corre-
sponding to the sound for the augmented reality experience.
For example, moditying the one or more acoustic features of
the sound can include: 1dentifying a sound profile associated
with the analogous virtual object; and modifying an acoustic
feature of the sound based on the sound profile associated
with the analogous virtual object.

[0149] As shown 1n FIG. 8, the series of acts 800 includes
an act 840 of presenting the augmented reality experience
without utilizing the analogous virtual object. For example,
the act 840 can involve presenting, by the augmented-
reality-computing device, the augmented reality experience
without utilizing the analogous virtual object. For example,
presenting the augmented reality experience without utiliz-
ing the analogous virtual object can include rendering the
augmented reality experience utilizing the physical object
instead of the analogous virtual object.

[0150] In one or more embodiments, the series of acts 800
includes acts of: 1dentifying a visual characteristic of the
analogous virtual object; generating a virtual graphic over-
lay based on the visual characteristic; and presenting the
augmented reality experience by superimposing the virtual
graphic overlay over a portion of the physical object or over
an entirety of the physical object. In at least one embodi-
ment, the series of acts 800 includes: detecting a user
interaction with an area of the physical object on which the
virtual graphic overlay 1s superimposed; generating a new
virtual graphic overlay based on the user interaction; and
rendering the new virtual graphic overlay superimposed
over the portion of the physical object or over the entirety of
the physical object.

[0151] Additionally, 1n one or more embodiments, the
series of acts 800 includes: identifying that the sound
corresponds to an additional virtual object from the aug-
mented reality experience; identifying a sound etlect for the
sound based on the analogous virtual object; determining a
physical characteristic of the physical object; and modifying
the one or more acoustic features of the sound to simulate
the sound etlect based on the physical characteristic of the
physical object. For example, the series of acts 800 can
turther include determining the physical characteristic of the
physical object by determining one or more of: a thickness
of the physical object, a mass of the physical object, a size
of the physical object, a shape of the physical object, or a
density of the physical object. The series of acts 800 can also
include determining that the physical object displays one or
more 1mages or produces audio.

[0152] Embodiments of the present disclosure may com-
prise or utilize a special purpose or general-purpose com-
puter including computer hardware, such as, for example,
one or more processors and system memory, as discussed 1n
greater detail below. Embodiments within the scope of the
present disclosure also include physical and other computer-
readable media for carrying or storing computer-executable
instructions and/or data structures. In particular, one or more
of the processes described herein may be implemented at
least 1n part as istructions embodied 1n a non-transitory
computer-readable medium and executable by one or more
computing devices (e.g., any ol the media content access
devices described herein). In general, a processor (e.g., a
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microprocessor) recerves nstructions, from a non-transitory
computer-readable medium, (e.g., a memory), and executes
those instructions, thereby performing one or more pro-
cesses, mncluding one or more of the processes described
herein.

[0153] Computer-readable media can be any available
media that can be accessed by a general purpose or special
purpose computer system. Computer-readable media that
store computer-executable instructions are non-transitory
computer-readable storage media (devices). Computer-read-
able media that carry computer-executable instructions are
transmission media. Thus, by way of example, and not
limitation, embodiments of the disclosure can comprise at
least two distinctly different kinds of computer-readable
media: non-transitory computer-readable storage media (de-
vices) and transmission media.

[0154] Non-transitory computer-readable storage media
(devices) includes RAM, ROM, EEPROM, CD-ROM, solid
state drives (“SSDs”) (e.g., based on RAM), Flash memory,
phase-change memory (“PCM”), other types of memory,
other optical disk storage, magnetic disk storage or other
magnetic storage devices, or any other medium which can be
used to store desired program code means in the form of
computer-executable instructions or data structures and
which can be accessed by a general purpose or special
purpose computer.

[0155] A “network” 1s defined as one or more data links
that enable the transport of electronic data between com-
puter systems and/or modules and/or other electronic
devices. When information 1s transferred or provided over a
network or another communications connection (either
hardwired, wireless, or a combination of hardwired or
wireless) to a computer, the computer properly views the
connection as a transmission medium. Transmissions media
can include a network and/or data links which can be used
to carry desired program code means 1n the form of com-
puter-executable instructions or data structures and which
can be accessed by a general purpose or special purpose
computer. Combinations of the above should also be
included within the scope of computer-readable media.

[0156] Further, upon reaching various computer system
components, program code means in the form of computer-
executable instructions or data structures can be transterred
automatically from transmission media to non-transitory
computer-readable storage media (devices) (or vice versa).
For example, computer-executable instructions or data
structures received over a network or data link can be
buffered in RANI within a network interface module (e.g.,
a “NIC”), and then eventually transferred to computer
system RAM and/or to less volatile computer storage media
(devices) at a computer system. Thus, i1t should be under-
stood that non-transitory computer-readable storage media
(devices) can be included 1n computer system components
that also (or even primarly) utilize transmission media.

[0157] Computer-executable instructions comprise, for
example, instructions and data which, when executed at a
processor, cause a general-purpose computer, special pur-
pose computer, or special purpose processing device to
perform a certain function or group of functions. In some
embodiments, computer-executable instructions are
executed on a general-purpose computer to turn the general-
purpose computer mnto a special purpose computer 1mple-
menting elements of the disclosure. The computer execut-
able 1nstructions may be, for example, binaries, intermediate
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format instructions such as assembly language, or even
source code. Although the subject matter has been described
in language specific to structural features and/or method-
ological acts, 1t 1s to be understood that the subject matter
defined 1n the appended claims 1s not necessarily limited to
the described features or acts described above. Rather, the
described features and acts are disclosed as example forms
of implementing the claims.

[0158] Those skilled in the art will appreciate that the
disclosure may be practiced in network computing environ-
ments with many types of computer system configurations,
including, personal computers, desktop computers, laptop
computers, message processors, hand-held devices, multi-
processor systems, microprocessor-based or programmable
consumer electronics, network PCs, minicomputers, main-
frame computers, mobile telephones, PDAs, tablets, pagers,
routers, switches, and the like. The disclosure may also be
practiced in distributed system environments where local
and remote computer systems, which are linked (either by
hardwired data links, wireless data links, or by a combina-
tion of hardwired and wireless data links) through a network,
both perform tasks. In a distributed system environment,
program modules may be located 1n both local and remote
memory storage devices.

[0159] Embodiments of the present disclosure can also be
implemented 1 cloud computing environments. In this
description, “cloud computing” 1s defined as a model for
enabling on-demand network access to a shared pool of
configurable computing resources. For example, cloud com-
puting can be employed 1n the marketplace to offer ubiqui-
tous and convenient on-demand access to the shared pool of
configurable computing resources. The shared pool of con-
figurable computing resources can be rapidly provisioned
via virtualization and released with low management effort
or service provider interaction, and then scaled accordingly.

[0160] A cloud-computing model can be composed of
various characteristics such as, for example, on-demand
seli-service, broad network access, resource pooling, rapid
clasticity, measured service, and so forth. A cloud-comput-
ing model can also expose various service models, such as,
for example, Software as a Service (“SaaS”), Platform as a
Service (“PaaS™), and Infrastructure as a Service (“laaS™). A
cloud-computing model can also be deployed using different
deployment models such as private cloud, community cloud,
public cloud, hybnid cloud, and so forth. In this description
and 1n the claims, a “cloud-computing environment™ 1s an
environment 1n which cloud computing 1s employed.

[0161] FIG. 9 illustrates a block diagram of exemplary
computing device 900 that may be configured to perform
one or more of the processes described above. One will
appreciate that one or more computing devices such as the
computing device 900 may implement the augmented reality
system 102. As shown by FIG. 9, the computing device 900
can comprise a processor 902, a memory 904, a storage
device 906, an /O interface 908, and a communication
interface 910, which may be communicatively coupled by
way of a communication infrastructure 912. While an exem-
plary computing device 900 1s shown 1n FIG. 9, the com-
ponents 1llustrated 1n FIG. 9 are not intended to be limiting.
Additional or alternative components may be used 1n other
embodiments. Furthermore, in certain embodiments, the
computing device 900 can include fewer components than
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those shown 1n FI1G. 9. Components of the computing device
900 shown in FIG. 9 will now be described in additional
detail.

[0162] In one or more embodiments, the processor 902
includes hardware for executing instructions, such as those
making up a computer program. As an example and not by
way of limitation, to execute instructions, the processor 902
may retrieve (or fetch) the instructions from an internal
register, an internal cache, the memory 904, or the storage
device 906 and decode and execute them. In one or more
embodiments, the processor 902 may include one or more
internal caches for data, instructions, or addresses. As an
example and not by way of limitation, the processor 902
may include one or more mstruction caches, one or more
data caches, and one or more translation lookaside buflers
(TLBs). Instructions in the mstruction caches may be copies
ol istructions 1n the memory 904 or the storage device 906.

[0163] The memory 904 may be used for storing data,
metadata, and programs for execution by the processor(s).
The memory 904 may include one or more of volatile and
non-volatile memories, such as Random Access Memory

(“RAM”), Read Only Memory (“ROM?”), a solid-state disk
(“SSD”), Flash, Phase Change Memory (“PCM™), or other
types of data storage. The memory 904 may be internal or
distributed memory.

[0164] The storage device 906 includes storage for storing
data or instructions. As an example and not by way of
limitation, storage device 906 can comprise a non-transitory
storage medium described above. The storage device 906
may include a hard disk drive (HDD), a floppy disk drive,
flash memory, an optical disc, a magneto-optical disc, mag-
netic tape, or a Universal Serial Bus (USB) dnive or a
combination of two or more of these. The storage device 906
may include removable or non-removable (or fixed) media,
where appropriate. The storage device 906 may be internal
or external to the computing device 900. In one or more
embodiments, the storage device 906 1s non-volatile, solid-
state memory. In other embodiments, the storage device 906
includes read-only memory (ROM). Where appropriate, this
ROM may be mask programmed ROM, programmable

ROM (PROM), erasable PROM (EPROM), electrically
crasable PROM (EEPROM), clectrically alterable ROM
(EAROM), or flash memory or a combination of two or
more of these.

[0165] The I/O mterface 908 allows a user to provide input
to, receive output from, and otherwise transier data to and
receive data from computing device 900. The I/O interface
908 may include a mouse, a keypad or a keyboard, a touch
screen, a camera, an optical scanner, network interface,
modem, other known I/O devices or a combination of such
I/O interfaces. The I/O interface 908 may include one or
more devices for presenting output to a user, including, but
not limited to, a graphics engine, a display (e.g., a display
screen), one or more output drivers (e.g., display drivers),
one or more audio speakers, and one or more audio drivers.
In certain embodiments, the I/O interface 908 1s configured
to provide graphical data to a display for presentation to a
user. The graphical data may be representative of one or
more graphical user interfaces and/or any other graphical
content as may serve a particular implementation.

[0166] The communication interface 910 can include
hardware, software, or both. In any event, the communica-
tion 1nterface 910 can provide one or more interfaces for
communication (such as, for example, packet-based com-
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munication) between the computing device 900 and one or
more other computing devices or networks. As an example
and not by way of limitation, the communication interface
910 may include a network interface controller (NIC) or
network adapter for communicating with an Ethernet or
other wire-based network or a wireless NIC (WNIC) or
wireless adapter for communicating with a wireless net-

work, such as a WI-FIL.

[0167] Additionally or alternatively, the communication
interface 910 may facilitate communications with an ad hoc
network, a personal area network (PAN), a local area net-
work (LAN), a wide area network (WAN), a metropolitan
area network (MAN), or one or more portions of the Internet
or a combination of two or more of these. One or more
portions of one or more of these networks may be wired or
wireless. As an example, the communication interface 910
may Tfacilitate communications with a wireless PAN
(WPAN) (such as, for example, a BLUETOOTH WPAN), a
WI-FI network, a WI-MAX network, a cellular telephone
network (such as, for example, a Global System for Mobile
Communications (GSM) network), or other suitable wireless
network or a combination thereof.

[0168] Additionally, the communication interface 910
may facilitate communications various communication pro-
tocols. Examples of commumnication protocols that may be
used 1nclude, but are not limited to, data transmission media,
communications devices, Transmission Control Protocol
(““I'CP”), Internet Protocol (“IP”"), File Transier Protocol
(“F'TP”), Telnet, Hypertext Transier Protocol (“HTTP”),
Hypertext Transfer Protocol Secure (“HTTPS™), Session
Initiation Protocol (*“SIP”), Simple Object Access Protocol
(“SOAP”), Extensible Mark-up Language (“XML”) and
variations thereof, Smmple Mail Transier Protocol
(“SMTP”), Real-Time Transport Protocol (“RTP”), User
Datagram Protocol (“UDP”), Global System for Mobile
Communications (“GSM”) technologies, Code Division
Multiple Access (“CDMA”) technologies, Time Division
Multiple Access (“TDMA”) technologies, Short Message
Service (“SMS”), Multimedia Message Service (“MMS™),
radio frequency (“RF”) signaling technologies, Long Term
Evolution (*LTE”) technologies, wireless communication
technologies, in-band and out-of-band signaling technolo-
gies, and other suitable communications networks and tech-
nologies.

[0169] The communication infrastructure 912 may include
hardware, soitware, or both that couples components of the
computing device 900 to each other. As an example and not
by way of limitation, the communication infrastructure 912
may include an Accelerated Graphics Port (AGP) or other
graphics bus, an Enhanced Industry Standard Architecture
(EISA) bus, a front-side bus (FSB), a HYPERTRANSPORT
(HT) interconnect, an Industry Standard Architecture (ISA)
bus, an INFINIBAND interconnect, a low-pin-count (LPC)
bus, a memory bus, a Micro Channel Architecture (MCA)
bus, a Peripheral Component Interconnect (PCI) bus, a
PCI-Express (PCle) bus, a serial advanced technology
attachment (SATA) bus, a Video Flectronics Standards
Association local (VLB) bus, or another suitable bus or a
combination thereof.

[0170] As mentioned above, the augmented reality system
102 can be implemented as part of (or including) a network-
ing system. In one or more embodiments, the networking
system comprises a social networking system. In addition to
the description given above, a social networking system may
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enable 1ts users (such as persons or organizations) to interact
with the system and with each other. The social networking
system may, with input from a user, create and store in the
social networking system a user profile associated with the
user. The user profile may include demographic information,
communication-channel information, and information on
personal interests of the user. The social networking system
may also, with imput from a user, create and store a record
of relationships of the user with other users of the social
networking system, as well as provide services (e.g., posts,
photo-sharing, event organization, messaging, games, Or
advertisements) to facilitate social interaction between or
among users.

[0171] The social networking system may store records of
users and relationships between users 1n a social graph
comprising a plurality of nodes and a plurality of edges
connecting the nodes. The nodes may comprise a plurality of
user nodes and a plurality of concept nodes. A user node of
the social graph may correspond to a user of the social
networking system. A user may be an individual (human
user), an entity (e.g., an enterprise, business, or third party
application), or a group (e.g., of individuals or entities). A
user node corresponding to a user may comprise information
provided by the user and information gathered by various
systems, 1ncluding the social networking system.

[0172] Forexample, the user may provide his or her name,
profile picture, city of residence, contact information, birth
date, gender, marital status, family status, employment,
educational background, preferences, interests, and other
demographic mformation to be included in the user node.
Each user node of the social graph may have a correspond-
ing web page (typically known as a profile page). In
response to a request including a user name, the social
networking system can access a user node corresponding to
the user name, and construct a profile page including the
name, a profile picture, and other imformation associated
with the user. A profile page of a first user may display to a
second user all or a portion of the first user’s iformation
based on one or more privacy settings by the first user and
the relationship between the first user and the second user.

[0173] A concept node may correspond to a concept of the
social networking system. For example, a concept can
represent a real-world entity, such as a movie, a song, a
sports team, a celebrity, a group, a restaurant, or a place or
a location. An administrative user of a concept node corre-
sponding to a concept may create or update the concept node
by providing imformation of the concept (e.g., by filling out
an online form), causing the social networking system to
associate the information with the concept node. For
example and without limitation, information associated with
a concept can include a name or a title, one or more 1mages
(e.g., an 1mage of cover page of a book), a web site (e.g., an
URL address) or contact information (e.g., a phone number,
an email address). Fach concept node of the social graph
may correspond to a web page. For example, in response to
a request including a name, the social networking system
can access a concept node corresponding to the name, and
construct a web page including the name and other infor-
mation associated with the concept.

[0174] An edge between a pair of nodes may represent a
relationship between the pair of nodes. For example, an edge
between two user nodes can represent a friendship between
two users. For another example, the social networking
system may construct a web page (or a structured document)
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of a concept node (e.g., a restaurant, a celebrity), mcorpo-
rating one or more selectable option or selectable elements
(e.g., “like”, “check 1n”) 1n the web page. A user can access
the page using a web browser hosted by the user’s client
device and select a selectable option or selectable element,
causing the client device to transmit to the social networking
system a request to create an edge between a user node of the
user and a concept node of the concept, indicating a rela-
tionship between the user and the concept (e.g., the user
checks 1n a restaurant, or the user “likes” a celebrity).

[0175] As an example, a user may provide (or change) his
or her city of residence, causing the social networking
system to create an edge between a user node corresponding
to the user and a concept node corresponding to the city
declared by the user as his or her city of residence. In
addition, the degree of separation between any two nodes 1s
defined as the minimum number of hops required to traverse
the social graph from one node to the other. A degree of
separation between two nodes can be considered a measure
of relatedness between the users or the concepts represented
by the two nodes 1n the social graph. For example, two users
having user nodes that are directly connected by an edge
(1.e., are first-degree nodes) may be described as “connected
users” or “friends.” Similarly, two users having user nodes
that are connected only through another user node (1.e., are
second-degree nodes) may be described as “Iriends of
friends.”

[0176] A social networking system may support a variety
of applications, such as photo sharing, on-line calendars and
events, gaming, instant messaging, and advertising. For
example, the social networking system may also include
media sharing capabilities. Also, the social networking sys-
tem may allow users to post photographs and other multi-
media content items to a user’s profile page (typically
known as “wall posts” or “timeline posts™) or 1 a photo
album, both of which may be accessible to other users of the
social networking system depending upon the user’s con-
figured privacy settings. The social networking system may
also allow users to configure events. For example, a first user
may configure an event with attributes including time and
date of the event, location of the event and other users
invited to the event. The mvited users may receive invita-
tions to the event and respond (such as by accepting the
invitation or declining 1t). Furthermore, the social network-
ing system may allow users to maintain a personal calendar.
Similarly to events, the calendar entries may include times,
dates, locations and identities of other users.

[0177] FIG. 10 illustrates an example network environ-
ment 1000 of an augmented reality system. Network envi-
ronment 1000 includes a client system 1008, an augmented
reality system 1002 (e.g., the augmented reality system 102),
and a third-party system 1006 connected to each other by a
network 1004. Although FIG. 10 1illustrates a particular
arrangement of the client system 1008, augmented reality
system 1002, third-party system 1006, and network 1004,
this disclosure contemplates any suitable arrangement of the
client system 1008, augmented reality system 1002, third-
party system 1006, and network 1004. As an example and
not by way of limitation, two or more of client system 1008,
augmented reality system 1002, and third-party system 1006
may be connected to each other directly, bypassing network
1004. As another example, two or more of the client system
1008, augmented reality system 1002, and third-party sys-
tem 1006 may be physically or logically co-located with
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cach other in whole or 1n part. Moreover, although FIG. 10
illustrates a particular number of client systems 1008, net-
working systems 1002, third-party systems 1006, and net-
works 1004, this disclosure contemplates any suitable num-
ber of client systems 1008, augmented reality system 1002,
third-party systems 1006, and networks 1004. As an
example and not by way of limitation, network environment

1000 may include multiple client systems 1008, augmented
reality systems 1002, third-party systems 1006, and net-
works 1004.

[0178] This disclosure contemplates any suitable network
1004. As an example and not by way of limitation, one or
more portions ol network 1004 may include an ad hoc
network, an intranet, an extranet, a virtual private network
(VPN), a local area network (LAN), a wireless LAN
(WLAN), a wide area network (WAN), a wireless WAN
(WWAN), a metropolitan area network (MAN), a portion of
the Internet, a portion of the Public Switched Telephone
Network (PSTN), a cellular telephone network, or a com-
bination of two or more of these. Network 1004 may include
one or more networks 1004.

[0179] Links may connect the client system 1008, aug-
mented reality system 1002, and third-party system 1006 to
communication network 1004 or to each other. This disclo-
sure contemplates any suitable links. In particular embodi-
ments, one or more links mclude one or more wireline (such
as for example Digital Subscriber Line (DSL) or Data Over
Cable Service Interface Specification (DOCSIS)), wireless
(such as for example Wi-F1 or Worldwide Interoperability
for Microwave Access (W1IMAX)), or optical (such as for
example Synchronous Optical Network (SONET) or Syn-
chronous Dagital Hierarchy (SDH)) links. In particular
embodiments, one or more links each include an ad hoc
network, an intranet, an extranet, a VPN, a LAN, a WLAN,
a WAN, a WWAN, a MAN, a portion of the Internet, a
portion of the PSTN, a cellular technology-based network, a
satellite  communications technology-based network,
another link, or a combination of two or more such links.
Links need not necessarily be the same throughout network
environment 1000. One or more first links may differ 1n one
or more respects from one or more second links.

[0180] In particular embodiments, the client system 1008
may be an electronic device including hardware, software,
or embedded logic components or a combination of two or
more such components and capable of carrying out the
appropriate functionalities implemented or supported by the
client system 1008. As an example and not by way of
limitation, a client system 1008 may include a computer
system such as an augmented reality display device, a
desktop computer, notebook or laptop computer, netbook, a
tablet computer, e-book reader, GPS device, camera, per-
sonal digital assistant (PDA), handheld electronic device,
cellular telephone, smartphone, other suitable electronic
device, or any suitable combination thereof. This disclosure
contemplates any suitable client systems 1008. A client
system 1008 may enable a network user at the client system
1008 to access network 1004. A client system 1008 may
enable 1ts user to communicate with other users at other
client devices 1008.

[0181] In particular embodiments, the client system 1008

may include a web browser, such as MICROSOFT INTER-
NET EXPLORER, GOOGLE CHROME or MOZILLA
FIREFOX, and may have one or more add-ons, plug-ins, or

other extensions, such as TOOLBAR or YAHOO TOQOL-
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BAR. A user at the client system 1008 may enter a Uniform
Resource Locator (URL) or other address directing the web
browser to a particular server (such as server, or a server
associated with a third-party system 1006), and the web
browser may generate a Hyper Text Transier Protocol
(HITP) request and communicate the HTTP request to
server. The server may accept the HI'TP request and com-
municate to the client system 1008 one or more Hyper Text
Markup Language (HTML) files responsive to the HT'TP
request. The client system 1008 may render a webpage
based on the HI'ML files from the server for presentation to
the user. This disclosure contemplates any suitable webpage
files. As an example, and not by way of limitation, webpages
may render from HTML files, Extensible Hyper Text
Markup Language (XHTML) files, or Extensible Markup
Language (XML) files, according to particular needs. Such

pages may also execute scripts such as, for example and
without limitation, those written in JAVASCRIPT, JAVA,

MICROSOFT SILVERLIGHT, combinations of markup
language and scripts such as AJAX (Asynchronous
JAVASCRIPT and XML), and the like. Herein, reference to
a webpage encompasses one or more corresponding
webpage files (which a browser may use to render the
webpage) and vice versa, where appropnate.

[0182] In particular embodiments, augmented reality sys-
tem 1002 may be a network-addressable computing system
that can host an online augmented reality system. Aug-
mented reality system 1002 may generate, store, receive, and
send augmented reality data, such as, for example, aug-
mented reality scenes, augmented reality experiences, vir-
tual objects, or other suitable data related to the augmented
reality system 1002. Augmented reality system 1002 may be
accessed by the other components of network environment
1000 either directly or via network 1004. In particular
embodiments, augmented reality system 1002 may include
one or more servers. Each server may be a unitary server or
a distributed server spanning multiple computers or multiple
datacenters. Servers may be of various types, such as, for
example and without limitation, web server, news server,
mail server, message server, advertising server, file server,
application server, exchange server, database server, proxy
server, another server suitable for performing functions or
processes described herein, or any combination thereof. In
particular embodiments, each server may include hardware,
software, or embedded logic components or a combination
of two or more such components for carrying out the
appropriate functionalities 1mplemented or supported by
server. In particular embodiments, augmented reality system
1002 may include one or more data stores. Data stores may
be used to store various types of information. In particular
embodiments, the information stored in data stores may be
organized according to specific data structures. In particular
embodiments, each data store may be a relational, columnar,
correlation, or other suitable database. Although this disclo-
sure describes or 1llustrates particular types of databases, this
disclosure contemplates any suitable types of databases.
Particular embodiments may provide interfaces that enable
a client system 1008, an augmented reality system 1002, or
a third-party system 1006 to manage, retrieve, modily, add,
or delete, the information stored i1n data store.

[0183] In particular embodiments, augmented reality sys-
tem 1002 may store one or more social graphs 1n one or more
data stores. In particular embodiments, a social graph may
include multiple nodes—which may include multiple user
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nodes (each corresponding to a particular user) or multiple
concept nodes (each corresponding to a particular con-
cept)—and multiple edges connecting the nodes. Aug-
mented reality system 1002 may provide users of the online
social network the ability to communicate and interact with
other users. In particular embodiments, users may join the
online social network via augmented reality system 1002
and then add connections (e.g., relationships) to a number of
other users of augmented reality system 1002 that they want
to be connected to. Herein, the term “iriend” may refer to
any other user of augmented reality system 1002 with whom
a user has formed a connection, association, or relationship
via augmented reality system 1002.

[0184] In particular embodiments, augmented reality sys-
tem 1002 may provide users with the ability to take actions
on various types ol items or objects, supported by aug-
mented reality system 1002. As an example and not by way
of limitation, the items and objects may include groups or
social networks to which users of augmented reality system
1002 may belong, events or calendar entries in which a user
might be interested, computer-based applications that a user
may use, transactions that allow users to buy or sell items via
the service, interactions with advertisements that a user may
perform, or other suitable items or objects. A user may
interact with anything that 1s capable of being represented 1n
augmented reality system 1002 or by an external system of
third-party system 1006, which 1s separate from augmented
reality system 1002 and coupled to augmented reality sys-
tem 1002 via a network 1004.

[0185] In particular embodiments, augmented reality sys-
tem 1002 may be capable of linking a variety of entities. As
an example and not by way of limitation, augmented reality
system 1002 may enable users to interact with each other as
well as receive content from third-party systems 1006 or
other entities, or to allow users to interact with these entities
through an application programming interfaces (API) or
other communication channels.

[0186] In particular embodiments, a third-party system
1006 may include one or more types of servers, one or more
data stores, one or more interfaces, including but not limited
to APIs, one or more web services, one or more content
sources, one or more networks, or any other suitable com-
ponents, e.g., that servers may communicate with. A third-
party system 1006 may be operated by a diflerent entity from
an entity operating augmented reality system 1002. In par-
ticular embodiments, however, augmented reality system
1002 and third-party systems 1006 may operate 1n conjunc-
tion with each other to provide social-networking services to
users of augmented reality system 1002 or third-party sys-
tems 1006. In this sense, augmented reality system 1002
may provide a platform, or backbone, which other systems,
such as third-party systems 1006, may use to provide
social-networking services and functionality to users across
the Internet.

[0187] In particular embodiments, a third-party system
1006 may include a third-party content object provider. A
third-party content object provider may include one or more
sources of content objects, which may be communicated to
a client system 1008. As an example, and not by way of
limitation, content objects may include information regard-
ing things or activities of interest to the user, such as, for
example, movie show times, movie reviews, restaurant
reviews, restaurant menus, product information and reviews,
or other suitable information. As another example and not by
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way ol limitation, content objects may include incentive
content objects, such as coupons, discount tickets, giit
certificates, or other suitable incentive objects.

[0188] In particular embodiments, augmented reality sys-
tem 1002 also includes user-generated content objects,
which may enhance a user’s interactions with augmented
reality system 1002. User-generated content may include
anything a user can add, upload, send, or “post” to aug-
mented reality system 1002. As an example and not by way
of limitation, a user communicates posts to augmented
reality system 1002 from a client system 1008. Posts may
include data such as status updates or other textual data,
location information, photos, videos, links, music or other
similar data or media. Content may also be added to aug-
mented reality system 1002 by a third-party through a
“communication channel,” such as a newsieed or stream.

[0189] In particular embodiments, augmented reality sys-
tem 1002 may include a variety of servers, sub-systems,
programs, modules, logs, and data stores. In particular
embodiments, augmented reality system 1002 may include
one or more of the following: a web server, action logger,
API-request server, relevance-and-ranking engine, content-
object classifier, notification controller, action log, third-
party-content-object-exposure log, inference module, autho-
rization/privacy server, search module, advertisement-
targeting module, user-interface module, user-profile store,
connection store, third-party content store, or location store.
Augmented reality system 1002 may also include suitable
components such as network interfaces, security mecha-
nisms, load balancers, failover servers, management-and-
network-operations consoles, other suitable components, or
any suitable combination thereof. In particular embodi-
ments, augmented reality system 1002 may include one or
more user-profile stores for storing user profiles. A user
profile may include, for example, biographic information,
demographic iformation, behavioral information, social
information, or other types of descriptive information, such
as work experience, educational history, hobbies or prefer-
ences, interests, athinities, or location. Interest information
may include interests related to one or more categories.
Categories may be general or specific. As an example and
not by way of limitation, 1f a user “likes” an article about a
brand of shoes the category may be the brand, or the general
category of “shoes” or “clothing.” A connection store may
be used for storing connection information about users. The
connection information may indicate users who have similar
or common work experience, group memberships, hobbies,
educational history, or are in any way related or share
common attributes. The connection immformation may also
include user-defined connections between different users
and content (both internal and external). A web server may
be used for linking augmented reality system 1002 to one or
more client system 1008 or one or more third-party system
1006 via network 1004. The web server may include a mail
server or other messaging functionality for receiving and
routing messages between augmented reality system 1002
and one or more client systems 1008. An API-request server
may allow a third-party system 1006 to access information
from augmented reality system 1002 by calling one or more
APIs. An action logger may be used to receive communi-
cations from a web server about a user’s actions on or oif
augmented reality system 1002. In conjunction with the
action log, a third-party-content-object log may be main-
tained of user exposures to third-party-content objects. A
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notification controller may provide information regarding
content objects to a client system 1008. Information may be
pushed to a client system 1008 as notifications, or informa-
tion may be pulled from client system 1008 responsive to a
request received from client system 1008. Authorization
servers may be used to enforce one or more privacy settings
of the users of augmented reality system 1002. A privacy
setting of a user determines how particular information
associated with a user can be shared. The authorization
server may allow users to opt in to or opt out of having their
actions logged by augmented reality system 1002 or shared
with other systems (e.g., third-party system 1006), such as,
for example, by setting appropriate privacy settings. Third-
party-content-object stores may be used to store content
objects received from third parties, such as a third-party
system 1006. Location stores may be used for storing
location information received from client system 1008 asso-
ciated with users. Advertisement-pricing modules may com-
bine social information, the current time, location informa-
tion, or other suitable information to provide relevant
advertisements, 1n the form of notifications, to a user.

[0190] The foregoing specification 1s described with ret-
erence to specific exemplary embodiments thereof. Various
embodiments and aspects of the disclosure are described
with reference to details discussed herein, and the accom-
panying drawings illustrate the various embodiments. The
description above and drawings are 1illustrative and are not
to be construed as limiting. Numerous specific details are
described to provide a thorough understanding of various
embodiments.

[0191] The additional or alternative embodiments may be
embodied 1n other specific forms without departing from 1ts
spirit or essential characteristics. The described embodi-
ments are to be considered 1n all respects only as 1llustrative
and not restrictive. The scope of the invention 1s, therefore,
indicated by the appended claims rather than by the fore-
going description. All changes that come within the meaning
and range of equivalency of the claims are to be embraced
within their scope.

1. (canceled)
2. A system comprising;:

one or more processors, operably coupled to at least one
of the one or more processors;

a speaker, operably coupled to at least one of the one or
MOre Processors;

a display, operably coupled to at least one of the one or
MOre Processors;

a sensor, operably coupled to at least one of the one or
more processors; and

one or more non-transitory memories, operably coupled
to at least one of the one or more processors, compris-
ing instructions that, when executed by at least one of
the one or more processors, cause the system to:

identify a physical object, based on data from the
sensor, within a physical environment to represent a
virtual object of an augmented reality experience;

simulate that a sound of the augmented reality experi-
ence originates from a location of the physical object
or 1s allected by the physical object;

generate visual representation of at least a portion of
the virtual object; and
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present, utilizing the display and the speaker, the aug-
mented reality experience with the simulated sound
and the visual representation at the location of the
physical object.

3. The system as recited in claim 2, wherein:
the sensor comprises a depth sensor; and

the 1nstructions, when executed by at least one of the one
Or more processors, cause the system to identily the
physical object based on depth sensor data from the
depth sensor.

4. The system as recited in claim 2, wherein:
the sensor comprises a camera; and

the 1nstructions, when executed by at least one of the one
Or more processors, cause the system to identily the
physical object based on 1image data from the camera.

5. The system as recited 1n claim 2, wherein simulating
that the sound of the augmented reality experience originates
from the location of the physical object or 1s aflected by the
physical object comprises configuring an acoustic feature of
the sound based on a physical characteristic of the physical
object.

6. The system as recited in claim 5, wherein the physical
characteristic of the physical object comprises a size of the
physical object, a direction that the physical object 1s
pointed, a thickness of the physical object, a mass of the
physical object, a shape of the physical object, or a density
of the physical object.

7. The system as recited 1in claim 2, wherein the instruc-
tions, when executed by at least one of the one or more
processors, cause the system to:

identify a wvisual characteristic of the virtual object,
wherein the visual representation 1s generated based on
the visual characteristic.

8. The system as recited in claim 2, wherein the nstruc-
tions, when executed by at least one of the one or more
processors, cause the system to:

detect a user interaction with the location of the physical
object at which the visual representation 1s presented;

generate a new virtual graphic based on the user interac-
tion with the location of the physical object; and

render the new virtual graphic within the physical envi-
ronment.

9. The system as recited 1n claim 2, wherein simulating,
that the sound of the augmented reality experience originates
from the location of the physical object or 1s afiected by the
physical object comprises configuring acoustic features of
the sound to distort or muille the sound based on a location
ol a virtual source of the sound relative to the location of the
physical object.

10. The system as recited in claim 2, wherein simulating
that the sound of the augmented reality experience originates
from the location of the physical object or 1s aflected by the
physical object comprises configuring acoustic features of
the sound to cause the sound to appear to a user as origi-
nating outside of the physical object rather than originating,
at the location of the physical object.

11. The system as recited 1n claim 2, wherein simulating
that the sound of the augmented reality experience originates
from the location of the physical object or 1s aflected by the
physical object comprises configuring acoustic features of
the sound based on a location of a user relative to the
location of the physical object.
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12. The system as recited in claim 2, wherein the aug-
mented reality experience comprises a shared augmented
reality experience between multiple users or a game expe-
rience.

13. The system as recited in claim 2, wherein the mnstruc-
tions, when executed by at least one of the one or more
processors, cause the system to:

detect a user interaction with the location of the physical

object at which the visual representation 1s presented;
and

configure the simulated sound in response to the user

interaction with the location of the physical object.

14. A method comprising:

identifying, based on data from a sensor, a physical object

within a physical environment to represent a virtual
object of an augmented reality experience;

simulating that a sound of the augmented reality experi-

ence originates from a location of the physical object or
1s aflected by the physical object;

generating a visual representation of at least a portion of

the virtual object; and

presenting, utilizing a display and a speaker, the aug-

mented reality experience with the simulated sound and
the visual representation at the location of the physical
object.

15. The method as recited in claim 14, wherein simulating
that the sound of the augmented reality experience originates
from the location of the physical object or 1s aflected by the
physical object comprises configuring an acoustic feature of
the sound based on a physical characteristic of the physical
object.

16. The method as recited 1n claim 14, further comprising:

identifying a visual characteristic of the virtual object,
wherein generating the visual representation 1s based
on the visual characteristic.

17. The method as recited 1n claim 14, further comprising:

detecting a user interaction with the location of the

physical object at which the visual representation 1s
presented; and

configuring the simulated sound 1n response to the user

interaction with the location of the physical object.

18. A non-transitory computer-readable medium storing
instructions thereon that, when executed by at least one
processor, cause the at least one processor to:

identily, based on data from a sensor, a physical object

within a physical environment to represent a virtual
object of an augmented reality experience;

simulate that a sound of the augmented reality experience

originates from a location of the physical object or 1s
aflected by the physical object;

generate a visual representation of at least a portion of the

virtual object; and

present, utilizing a display and a speaker, the augmented

reality experience with the simulated sound and the
visual representation at the location of the physical
object.

19. The non-transitory computer-readable medium as
recited 1n claim 18, wherein the augmented reality experi-
ence comprises a shared augmented reality experience
between multiple users.

20. The non-transitory computer-readable medium as
recited 1n claim 18, wherein simulating that the sound of the
augmented reality experience originates from the location of
the physical object or 1s affected by the physical object
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comprises configuring acoustic features of the sound to
distort or mutiile the sound based on a location of a virtual
source ol the sound relative to the location of the physical
object.

21. The non-transitory computer-readable medium as
recited 1n claim 18, wherein simulating that the sound of the
augmented reality experience originates from the location of
the physical object or 1s affected by the physical object
comprises configuring acoustic features of the sound based
on a location of a user relative to the location of the physical
object.




	Front Page
	Drawings
	Specification
	Claims

