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(57) ABSTRACT

An 1nformation processing device includes: an outline
extraction unit extracting an outline of a subject from a
picked-up 1mage of the subject; a characteristic amount
extraction unit extracting a characteristic amount, by
extracting sample points from points making up the outline,
for each of the sample points: an estimation unit estimating
a posture of a high degree of matching as a posture of the
subject by calculating a degree of the characteristic amount
extracted 1n the characteristic amount extraction unit being
matched with each of a plurality of characteristic amolmts
that are prepared in advance and represent predetermined
postures different from each other; and a determination um
determining accuracy of estimation by the estimation uni
using a matching cost when the estimation unit carries ou
the estimation.
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INFORMATION PROCESSING DEVICE AND
METHOD, PROGRAM AND RECORDING
MEDIUM FOR IDENTIFYING A GESTURE
OF A PERSON FROM CAPTURED IMAGE

DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application 1s a continuation of U.S. applica-
tion Ser. No. 17/739,162, filed May 9, 2022, which 1s a
continuation of U.S. application Ser. No. 17/194,316, filed
Mar. 8, 2021 (now U.S. Pat. No. 11,360,571), which 1s a
continuation of U.S. application Ser. No. 16/801,265, filed
Feb. 26, 2020 (now U.S. Pat. No. 10,990,191), which 1s a
continuation of U.S. application Ser. No. 16/278,836, filed
Feb. 19, 2019 (now U.S. Pat. No. 10,599,228), which 1s a
continuation of U.S. application Ser. No. 15/923,975, filed
Mar. 16, 2018 (now U.S. Pat. No. 10,234,957), which 1s a
continuation of U.S. Application No. filed Jun. 6, 2016 (now
U.S. Pat. No. 9,952,678), which 1s a continuation of U.S.
application Ser. No. 13/756,977, filed Feb. 1, 2013 (now
U.S. Pat. No. 9,377,861), which 1s a continuation of U.S.
application Ser. No. 12/688,663, filed Jan. 15, 2010 (now
U.S. Pat. No. 8,395,676), which claims the benefit of priority
to Japanese Patent Application No. 2009-018179, filed Jan.
29, 2009. The entire contents of each of which are incor-
porated by reference herein.

BACKGROUND OF THE INVENTION

1. Field of the Invention

[0002] The present invention relates to an information
processing device, an information processing method, a
program, and a recording medium and, more particularly,
relates to an iformation processing device, an information
processing method, a program, and a recording medium that
can, for example, estimate a posture of a subject and
determine the accuracy of the estimation.

2. Description of the Related Art

[0003] As a technique for gesture recognition, techniques,
such as Eagle & Hawk Digital System™ of Motion Analysis
Corporation, U.S., and MX Motion Capture™ of Vicon
Peak, U.S., for example, are proposed. Such techmiques pick
up a plurality of images of a person by a plurality of cameras
alter attaching markers on the person’s body or putting
gloves with a special sensor built theremto on the person’s
hands and estimate a posture of the person from the plurality
ol picked-up images to recognize a gesture of the person.
[0004] In addition, motion region extraction techniques,
such as Eye Toy® system of Sony Computer Entertainment
Europe Limited for Playstation® of Sony Computer Enter-
tainment Inc. for example, are proposed. Such techniques
pick up an 1mage of a person by one camera and extracts a
region with the person’s motion in the picked-up image
using a difference between the picked-up image and a
background 1mage in which only a background 1s picked up
without including the person or a difference between frames
of the picked-up image.

[0005] Further, there also exists a techmque that detects,
when an incident image 1s introduced to a holographic
clement where a plurality of reference posture 1mages are
cach recorded using, for example, a reference light having a
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corresponding incident angle, the mtensity and direction of
light exiting from the holographic element, and determines
whether or not the incident image matches one of the
plurality of reference posture 1mages in accordance with the
detected intensity and direction of the light (for example,
refer to Japanese Unexamined Patent Application Publica-

tion No. 9-273920).

SUMMARY OF THE INVENTION

[0006] In the gesture recogmition techmiques described
above, however, when 1mages of a person are picked up,
markers are attached on a person’s body 1n a very large
studio equipped with a plurality of cameras, or gloves are
put on the person’s hands to pick up the images using the
plurality of cameras, which usually places a heavy burden on
the person.

[0007] Further, although the motion region extraction
techniques take no additional preparation, such as attaching
markers or the like on a person, functions of the techniques
have been limited to, for example, extraction of the region
of movement 1n a picked-up 1mage.

[0008] The present mnvention have been made in view of
such a situation. It 1s desirable to readily estimate a posture
of an estimation object without placing a burden on the
estimation object, such as a person.

[0009] An information processing device according to an
embodiment of the present invention includes: outline
extraction means for extracting an outline of a subject from
a picked-up mmage of the subject: characteristic amount
extraction means for extracting a characteristic amount, by
extracting sample points from points making up the outline,
for each of the sample points; estimation means for estimat-
ing a posture of a high degree of matching as a posture of the
subject by calculating a degree of the characteristic amount
extracted in the characteristic amount extraction means
being matched with each of a plurality of characteristic
amounts that are prepared 1n advance and represent prede-
termined postures different from each other: and determi-
nation means for determining accuracy of estimation by the
estimation means using a matching cost when the estimation
means carries out the estimation.

[0010] The estimation means may use characteristic
amounts, by regarding a sample point positioned at a pre-
determined position of the subject in the 1mage as a starting
point, which are extracted from sample points including the
starting point and positioned 1n the vicinity of the starting
point.

[0011] The characteristic amounts may be shape context
characteristic amounts.

[0012] The plurality of characteristic amounts prepared 1n
advance and representing predetermined postures ditfierent
from each other may be managed in a database of a tree
structure.

[0013] The device may further include silhouette extrac-
tion means for extracting a silhouette representing a region
in which the subject shows up from the picked-up image of
the subject. The outline extraction means may extract the
outline from the silhouette.

[0014] The device may further include calculation means
for calculating a distance, by executing a process of deform-
ing the posture estimated by the estimation means to be into
the silhouette, between a sample point making up an outline
after the fitting and a sample point of the silhouette. The
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determination means may carry out the determination using
at least one of the matching cost and the distance supplied
from the calculation means.

[0015] The determination means may include a discrimi-
nator learned by Boosting.

[0016] An mformation processing method according to an
embodiment of the present invention, being the method for
an information processing device estimating a posture of a
subject from a picked-up 1mage of the subject, the method
includes the steps of: extracting an outline of the subject
from the picked-up 1mage; extracting a characteristic
amount, by extracting sample points from points making up
the outline, for each of the sample points; estimating a
posture of a high degree of matching as a posture of the
subject by calculating a degree of the extracted characteristic
amount being matched with each of a plurality of charac-
teristic amounts that are prepared 1n advance and represent
predetermined postures different from each other; and deter-
mimng accuracy of the estimated posture of the subject
using a matching cost when the estimation 1s carried out.

[0017] A program according to an embodiment of the
present mnvention 1s a computer readable program causing an
information processing device, the device estimating a pos-
ture of a subject from a picked-up 1image of the subject, to
execute a process including the steps of: extracting an
outline of the subject from the picked-up 1mage; extracting
a characteristic amount, by extracting sample points from
points making up the outline, for each of the sample points;
estimating a posture of a high degree of matching as a
posture of the subject by calculating a degree of the
extracted characteristic amount being matched with each of
a plurality of characteristic amounts that are prepared in
advance and represent predetermined postures different
from each other; and determining accuracy of the estimated
posture of the subject using a matching cost when the
estimation 1s carried out.

[0018] A recording medium according to an embodiment
of the present invention has a computer readable program
recorded therein that causes an information processing
device, the device estimating a posture of a subject from a
picked-up 1mage of the subject, to execute a process 1nclud-
ing the steps of: extracting an outline of the subject from the
picked-up 1mage; extracting a characteristic amount, by
extracting sample points from points making up the outline,
for each of the sample points; estimating a posture of a high
degree of matching as a posture of the subject by calculating
a degree ol the extracted characteristic amount being
matched with each of a plurality of characteristic amounts
that are prepared in advance and represent predetermined
postures from each other; and determining accuracy of the
estimated posture of the subject using a matching cost when
the estimation 1s carried out.

[0019] In the information processing device, mnformation
processing method, the program, and the recording medium
according to the embodiments of the present invention, an
outline of a subject 1s extracted from a picked-up image of
the subject, sample points are extracted from points making
up the outline, a characteristic amount 1s extracted for each
of the sample points, a matching degree 1s calculated that
represents a degree of the characteristic amount being
matched with each of a plurality of characteristic amounts
prepared 1n advance and representing predetermined pos-
tures diflerent from each other, a posture of a high degree of
matching 1s estimated as a posture of the subject, and the
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estimation accuracy 1s determined. According to embodi-
ments of the present invention, a posture ol an estimation
object can be estimated easily without placing a burden on
the estimation object.

BRIEF DESCRIPTION OF THE DRAWINGS

[0020] FIG. 1 1s a block diagram 1illustrating a configura-
tion ol an information processing device to which an
embodiment of the present invention 1s applied;

[0021] FIG. 2 1s a flowchart 1llustrating processes relating
to estimation ol a posture;

[0022] FIG. 3 1s a flowchart 1llustrating processes relating
to extraction of sample points;

[0023] FIG. 4 illustrates an example of a silhouette 1image;
[0024] FIG. 5 illustrates an example of an outline 1image;
[0025] FIG. 6 1illustrates how a characteristic amount 1s

extracted;

[0026] FIG. 7 i1llustrates how the characteristic amount 1s
extracted;

[0027] FIG. 8 illustrates model posture image groups of a
tree structure;

[0028] FIG. 9 illustrates an example of an estimation
result;

[0029] FIG. 10 1llustrates a configuration of an informa-

tion processing device to which another embodiment of the
present 1nvention 1s applied;

[0030] FIG. 11 1s a flowchart to describe processes relating
to determination of estimation accuracy;

[0031] FIG. 12 illustrates performance evaluation; and
[0032] FIG. 13 illustrates a recording medium.
DESCRIPTION OF THE PREFERRED
EMBODIMENTS
[0033] Embodiments of the present invention are

described below with reference to the drawings.

EMBODIMENT

[0034] FIG. 1 illustrates a configuration of an information
processing device to which an embodiment of the present
invention 1s applied. An mformation processing device 10
illustrated 1n FIG. 1 can be applied to a device that picks up
an 1mage (captures a picked up image) and estimates a
posture of the subject appeared 1n the 1image.

[0035] The information processing device 10 illustrated 1n
FIG. 1 1s configured to include an image mput unit II, a
silhouette extraction unit 12, an outline extraction unit 13, a
characteristic amount extraction unit 14, a matching unit 15,
and a posture memory unit-16. The image mput umt 11 may
be configured with a camera that picks up an 1mage or may
be configured with a device that has a function of capturing
an 1mage picked up by an image pickup device, such as a
camera. The image mput unit 11 picks up an 1mage of, for
example, a person as a subject to deliver the picked-up
image obtained by the image pickup to the silhouette extrac-
tion unit 12.

[0036] The silhouette extraction unit 12 detects (extracts)
a silhouette representing a region 1n which the person in the
image shows up from the image input to the 1mage input unit
11 and generates a silhouette 1mage, which 1s an 1mage 1n
which the detected silhouette shows up to deliver to the
outline extraction unit 13. The outline extraction unit 13
carries out a process of extracting an outline of the subject
from within the silhouette image delivered from the silhou-
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ctte extraction umit 12. Because the silhouette image 1is
already binarized, the outline i1s extracted by extracting the
edge.

[0037] An outline image of the outline extracted in the
outline extraction unit 13 1s delivered to the characteristic
amount extraction unit 14. The characteristic amount extrac-
tion unit 14 extracts a predetermined characteristic amount
from the delivered outline image to deliver to the matching
unit 15. In the posture memory unit 16, the characteristic
amount obtained from an image when the subject 1s 1n a
predetermined posture (referred to as a model posture
image) 1s stored i advance for each of a plurality of
postures. By matching the characteristic amount extracted
by the characteristic amount extraction unit 14 with the
characteristic amount for each of the model posture images
stored in the posture memory unit 16, the matching unit 15
estimates a posture of the subject 1n the 1mage picked up.

[0038] The imnformation processing device 10 having such
a configuration can be applied to, for example, a device that
estimates a gesture of a subject and the like. When the
accuracy ol the estimation 1s at a predetermined threshold or
more, 1t 1s also possible to have a configuration of adding
parts of determining the accuracy of the estimation result (a
fitting umit 102 and an accuracy determination unit 103 1n
FIG. 10) as described later as another embodiment when, for
example, carrying out a process using the estimated posture
or when learning such that the accuracy itself becomes at a
predetermined threshold or more to seek the accuracy of
estimation.

[0039] With the information processing device 10 1llus-
trated 1n FI1G. 1, the silhouette extraction unit 12 1s provided
and an example of a configuration in which the silhouette of
the subject 1n the mmage i1s extracted in the silhouette
extraction unit 12 and then the outline 1s extracted in the
outline extraction unit 13 1s illustrated. In the description
that follows, the information processing device 10 with this
configuration 1s used as an example. As another configura-
tion of the information processing device 10, it 1s also
possible to have a configuration, though not shown, without
providing the silhouette extraction unit 12. That 1s, it may
also be a configuration 1n which the image from the image
iput unit 11 1s directly delivered to the outline extraction
unit 13 and a configuration i which the outline of the
subject 1n the 1mage 1s extracted from the image without
extracting the silhouette in the outline extraction unit 13.

[0040] As a method of extracting an outline from an 1nput
image, lor example, there 1s a method using a result of
learning as described below. In simple terms, some of the
pixels of a learming image are extracted from the input
learning 1mage as outline characteristic points used when
generating an outline discriminator to deliver the extracted
outline characteristic points and the learning image to a
processing unit calculating the characteristic amount of the
outline. Here, the outline discriminator 1s a relatively strong
discriminator generated by statistical learning and made
with a plurality of weak discriminators, and 1s a discrimi-
nator used when discriminating whether or not a region of a
person’s 1image exists among the mput images utilizing the
person’s outline.

[0041] Based on the delivered learning image, the pro-
cessing unit calculates an outline characteristic amount
representing the extracted outline for each of the outline
characteristic points by, for example, a filtering process
using a steerable filter to deliver the obtained outline char-
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acteristic amount and the learming 1image to a generation unit
that generates a discriminator for outlines. Based on the
delivered learning 1mage and outline characteristic amount,
the generation unit carries out a process of statistical learn-
ing using, for example, Adaboost to generate an outline
discriminator that recognizes a person, who 1s an object 1n
the image. By using the outline discriminator thus generated
as the outline extraction unit 13, an outline of the subject can
be extracted from the 1image 1nput to the image input unit 11.

[0042] However, as illustrated 1n FIG. 1, by extracting the
outline after extracting the silhouette 1n the silhouette extrac-
tion unit 12, 1t 1s considered that the outline of the subject
can be extracted more accurately. The outline of the subject
can also be extracted even without carrying out such learn-
ing 1n advance as described above for discriminator genera-
tion. That 1s, when obtaining a silhouette by the silhouette
extraction unit 12, a binarized image 1s generated that 1s
represented by black pixels and white pixels as described
later. Therefore, from such a binarized image, the parts 1n
which black pixels and white pixels are adjacent to each
other may be extracted as an outline, and the outline can be
extracted more accurately.

[0043] From such reasons, it may have a configuration
provided with the silhouette extraction unit 12 as the infor-
mation processing device 10 as illustrated in FIG. 1 when,
for example, accuracy 1n posture estimation 1s increased, and
it may also have a configuration not provided with the
silhouette extraction unit 12 when, for example, the accu-
racy may be low. It may also be a configuration provided
with the silhouette extraction unit 12 1n a case that the
posture 1s estimated with a higher accuracy by being pro-
vided with the silhouette extraction unit 12 in consideration
of the type, resolution, and the like of the image input to the
image input unit 11, and may also be a configuration not
provided with the silhouette extraction unit 12 1n a case that
the posture can be estimated with a high accuracy even
without being provided with the silhouette extraction umit

12.
[0044] [Process Relating to Posture Estimation]
[0045] Next, a description 1s given to a behavior of the

information processing device 10 illustrated i FIG. 1.
Firstly, with reference to the flowcharts 1n FIGS. 2 and 3, a
description 1s given to the processes relating to the posture

estimation carried out by the information processing device
10.

[0046] In step S101, the image input unit 11 captures an
image. In a case that the image mput unit 11 1s configured
to include, for example, a camera to pick up a still image, an
image picked up by the camera 1s captured, and 1n a case that
it 1s configured to include a camera to take a video, an 1mage
(one frame) 1s captured that 1s part of the video taken by the
camera. Alternatively, an image may also be captured that 1s,
for example, stored 1n another device through a network or

the like.

[0047] In step S102, the image captured by the image
input unit 11 1s delivered to the silhouette extraction unit 12
to extract a silhouette 1n the silhouette extraction unit 12.
That 1s, 1n the 1mage delivered to the silhouette extraction
unmt 12, the subject appears and such an 1mage 1s generated
that the subject and the parts excluding the subject are
clearly distinguished from each other. For example, an
image as illustrated 1n FIG. 4 1s generated by the silhouette
extraction unit 12.
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[0048] FIG. 4 shows an example of a silhouette image
generated from the image by the silhouette extraction unit
12. The silhouette 1mage 1s, for example, a binarized 1image
in which a pixel value of each pixel 1s binarized to O or 1.
The silhouette of the person in the silhouette image 1is
represented by pixels in white (white pixels) that indicate a
pixel value of O while the background 1n the silhouette image
1s represented by pixels i black (black pixels) that indicate
a pixel value of 1.

[0049] As amethod of detecting a silhouette of a person 1n
an 1mage, it 1s possible to use such a method that separates
the background and the person image with a threshold of a
distance by measuring the distance of the object 1n the image
utilizing, for example, “Stereo Vision” which calculates the
distance of the object from the disparity of two cameras or
“Laser Range Finder” which calculates the distance by
radiating a laser and then measuring the time period until the
reflection light 1s detected.

[0050] Alternatively, 1n such a case that the 1image 1nput
unit 11 1s configured with a camera and the camera 1s fixed,
the background 1n the 1mage picked up by the camera varies
little. In such a case, 1t may also be extracted using the
background differencing technique. That 1s, a method can be
employed that detects a silhouette of a person 1n the picked-
up 1mage by using the background differencing technique,
which takes a difference between a background image that
1s picked up and kept 1n advance where only a background
1s picked up without including a person and the image from
the image 1nput unit 11. In this case, an even more accurate
extraction can be expected by using the information of the
moving object extracted 1n the diflerencing process between
the frames.

[0051] Alternatively, the silhouette of the person in the
picked-up 1mage can be detected more accurately when
using a method of employing Graph Cut and Stereo Vision
(“Bi-Layer segmentation of binocular stereo video™ V.
Kolmogorov, A. Blake et al. Microsoit Research Ltd., Cam-
bridge, UK).

[0052] Coming back to the description for the processes of
the flowchart in FIG. 2, i step S103, the silhouette 1image
extracted by the silhouette extraction unit 12 1s delivered to
the outline extraction unit 13 to extract the outline 1n the
outline extraction unit 13. That is, the outline extraction unait
13 carries out a process of extracting the outline from within
the silhouette image delivered from the silhouette extraction
unit 12. Since the silhouette 1mage 1s already binarized, the
outline 1s obtained by extracting the edge. It 1s possible to
apply, for example, a first derivation technique (Sobel opera-
tor, Roberts operator), Laplacian of Gaussian, Canny tech-
nique, or the like to the approach for the edge extraction.
Here, the outline 1s given to be extracted from the silhouette
image using Laplacian of Gaussian to continue the descrip-
tion.

[0053] FIG. 5 illustrates an example of the outline image
generated from the silhouette image by the outline extraction
unit 13. The outline 1mage 1s, same as the silhouette 1mage,
a binarized image 1n which a pixel value of each pixel i1s
binarized to O or 1. The outline of the person in the outline
image 1s represented by white pixels that indicate a pixel
value of 0, while the background and the parts excluding the
outline of the person 1n the outline 1mage are represented by
black pixels that indicate a pixel value of 1.

[0054] Coming back to the description for the processes of
the tflowchart mn FIG. 2, the outline 1mage generated by the
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outline extraction unit 13 1n step S103 1s delivered to the
characteristic amount extraction unit 14. The characteristic
amount extraction unit 14 extracts a predetermined charac-
teristic amount from the delivered outline 1mage. To extract
the characteristic amount, sample points are extracted 1n step
5104 and characteristic amounts at the extracted sample
points are extracted 1n step S105. Firstly, a description 1s
given to the process relating to the extraction of the sample
points carried out 1n step S104.
[0055] The sample points are extracted 1n a certain number
from the outline 1mage. As the method of extracting a certain
number of sample points from an outline 1mage, there 1s a
method, for example, of extracting evenly one-dimension-
ally by defimng the number of steps as:

[0056] (Total number of points making up outline)/

(desired number of sample points)

and by sampling per number of steps from the predeter-
mined points (pixels) making up the outline. Although such
a method may be used, a description 1s given here to another
method with reference to the flowchart in FIG. 3.
[0057] In step S121, the distances among all points mak-
ing up the outline are calculated. For the distances, 1t 1s
possible to use the Euclidean distance, for example. Next, in
step S122, the minimum distance 1s detected among the
distances. Then, 1n step S123, one of the two points making
up the minimum distance 1s deleted. For example, a point 1s
climinated by temporarily storing data of the point and then
deleting the data of one of the two points making up the
minimum distance from the temporarily stored data. When
there are a plurality of candidates for the point to be
climinated 1n this way, any of the points 1s selected and
climinated.

[0058] In step S124, the distance data configured with the
climinated point 1s eliminated (cleared). In step S1235, it 1s
determined whether or not the number of remaining points
becomes a desired number of sample points. In a case that
the number of remaining points 1s not determined as the
desired number of sample points 1n step S125, the process
goes back to step S122 and the processes after that are
repeated. On the other hand, 1n a case that the number of
remaining points 1s determined as the desired number of
sample points 1n step S125, the process goes back to step
S105 (FI1G. 2) to carry out the processes after that.

[0059] By extracting the sample points used to extract the
characteristic amount 1n such a manner, 1t becomes possible
to extract the sample points evenly two-dimensionally. That
1s, although the sample points are concentrated in the area 1n
which the outline 1s complex 1n the above extraction tech-
nique with a constant number of steps, this method can
prevent such a phenomenon that the sample points come to
be concentrated.

[0060] A {further description 1s given below with an
example of extracting a shape context characteristic amount
as such a characteristic amount, and by extracting sample
points based on the processes of the tlowchart shown 1n FIG.
3, an improvement of the descriptive power of the shape
context characteristic amount 1s obtained and 1t becomes
possible to improve the accuracy of the estimation result.
Although not explained here, such a fact 1s substantiated as
a result of an experiment by the applicant of the present
invention.

[0061] When the distances between the points are calcu-
lated 1n step S121 to extract the sample points on the basis
of the processes of the flowchart shown i FIG. 3, 1t 1s
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desirable to perform as many calculations as the square of
the number of points. Therefore, 1n a case of a large number
of points making up the outline, 1t 1s considered to result 1n
an increase in the amount of calculation. In order to prevent
the amount of calculation from being increased, sample
points 1n several folds of the desired number of sample
points are firstly made to be extracted 1n a certain number of
steps. To the result of the extraction, the method using the
distances from each other described with reference to the
flowchart in FIG. 3 may also be applied to capture the finally
desired sample points.

[0062] After thus extracting the sample points, 1n step
S105 (FIG. 2), the characteristic amount extraction unit 14
extracts the characteristic amount from the outline 1image
using the sample points. Here, the shape context character-
1stic amount 1s given to be extracted as the characteristic
amount as described above to continue the description.
[0063] The characteristic amount extraction unit 14
extracts the sample points from the outline 1mage delivered
from the outline extraction unit 13 as described above, and
then generates a shape context characteristic amount (re-
terred to below as a shape context characteristic amount of
the outline) configured with a plurality of histograms rep-
resenting the characteristics of the outline configured with
the sample points.

[0064] Details of the method of generating the shape
context characteristic amount are described with reference to
FIG. 6. A more detailed method of generating the shape
context characteristic amount 1s described 1n, for example,
“Matching with shape contexts” (IEEE Workshop on Con-
tent based Access of Image and Video Libraries, 2000).

[0065] On the left side of FIG. 6, there are shown a
plurality of concentric circles with the center of a predeter-
mined white pixel (sample point) being part of the outline
and a plurality of regions 1n a generally sectorial form
formed by being surrounded by lines radially extended from
the predetermined white pixel.

[0066] On the night side of FIG. 6, a histogram 1s shown

that 1s defined by a horizontal axis and a vertical axis, where
the horizontal axis indicates a Bin number representing the
plurality of regions respectively and the vertical axis indi-
cates the number of sample points, making up the outline,
which exist 1n the region of a corresponding Bin number.

[0067] The characteristic amount extraction unit 14
sequentially focuses the sample points making up the outline
from the outline extraction umit 13. Then, histograms are
generated from the plurality of regions, as shown on the left
side of FIG. 6, formed with the focused sample point as the
center. The characteristic amount extraction unit 14 delivers
the plurality of histograms obtained in the number of
focused sample points making up the outline as the shape

context characteristic amount of the outline to the matching
unit 15.

[0068] For example, 1n a case that the number existing 1n
a region A 1s five as shown on the left side of FIG. 6, the
characteristic amount extraction unit 14 determines the
number of sample points corresponding to the Bin number
representing the region A as five points, and 1n a case that the
number existing in a region B 1s seven, it determines the
number of sample points corresponding to the Bin number
representing the region B a~seven points to generate such a
histogram as shown on the right side of FIG. 6. Then, the
histogram 1s delivered to the matching unit 15 as the shape
context characteristic amount.
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[0069] A further description 1s given to a procedure of
extraction processing ol a shape context characteristic
amount carried out by the characteristic amount extraction
umt 14. The characteristic amount extraction unit 14 focuses
a predetermined pixel among the sample points making up
the outline 1n the outline 1image from the outline extraction
unit 13 to regard 1t as a focus pixel. Then, the characteristic
amount extraction unit 14 establishes a plurality of regions
in a generally sectorial form as shown on the left side of FIG.
6 1n correspondence with the focus pixel.

[0070] By detecting the sample points included in the
region for each of the plurality of established regions, such
a histogram as shown on the right side of FIG. 6 1s generated.
The characteristic amount extraction unit 14 determines
whether or not all sample points making up the outline are
treated as focus pixels, and 1 a case of determining as not
all the sample points are treated as focus pixels yet, the
processes described above are repeated by giving a sample
point not yet treated as a focus pixel to be a new focus pixel.
Therefore, 1n a case that there are, for example, 100 sample
points, 100 histograms are generated.

[0071] Then, 1n a case of determiming that all the sample
points making up the outline are treated as focus pixels, the
characteristic amount extraction unit 14 regards the plurality
of histograms obtained i1n the number of focused sample
points making up the outline as the shape context charac-
teristic amount of the outline.

[0072] With reference to FIG. 7, 1t 1s described that a
predetermined histogram making up the shape context char-
acteristic amount uniquely represents the characteristics of
part of a line, such as the outline. On the upper left side and
the upper right side of FIG. 7, outline pixels are illustrated
respectively that are the pixels showing an outline as tracing,
the outline of a Roman character “A”.

[0073] Since either of a region 51 of “A” on the upper lett
side of FIG. 7 and a region 52 of “A” on the upper right side
of FIG. 7 1s a region in which a line exists that 1s configured
with a plurality of outline pixels extending from the diagonal
upper right towards the diagonal lower left, the region 51
and the region 52 are the regions similar to each other.

[0074] In this case, as shown on the lower side of FIG. 7,
it 1s found that a histogram 51a obtained from the region 51
and a histogram 52a obtained from the region 52 are similar
to each other. Since a region 53 of “A” on the left side of
FIG. 7 1s a region 1n which a line exists that 1s configured
with a plurality of outline pixels extending from the left
towards the right, it 1s a region completely different from the
regions 51 and 52. In this case, as shown on the lower side
of FIG. 7, 1t 1s found that a histogram 534 obtained from the
region 53 and the histogram 51a obtained from the region 51
(the histogram 52a obtained from the region 52) are different
from each other.

[0075] As shown in FIG. 7, 1n a case that graphics (ar-
rangements of outline pixels) existing in a region are similar
to each other, the histograms obtained from the region are
also similar to each other, and 1n a case that graphics existing
in a region are not similar to each other, the histograms
obtained from the region are also not similar to each other.
Accordingly, a histogram obtained from a region uniquely
expresses the graphic existing 1n the region.

[0076] The characteristic amount extraction unit 14 thus
extracts the shape context characteristic amount from the
outline 1mage to deliver the shape context characteristic
amount to the matching unit 15. The matching unit 13 carries




US 2023/0418389 Al

out a matching in step S106 (FIG. 2). The matching unit 15
carries out the matching by comparing the shape context
characteristic amount stored 1n the posture memory unit 16
and the shape context characteristic amount from the char-
acteristic amount extraction unit 14.

[0077] In the posture memory unit 16, a type of charac-
teristic amount same as the characteristic amount extracted
in the characteristic amount extraction unit 14, that 1s, a
shape context characteristic amount in this case 1s stored in
advance. The shape context characteristic amount 1s
extracted individually from a plurality of model posture
images in which a plurality of postures are picked up.
Further, the shape context characteristic amount 1s managed
in a database of a tree structure as described later.

[0078] The matching unit 15 carries out a process of a
characteristic amount matching that calculates a degree of
matching the shape context characteristic amount of the
outline from the characteristic amount extraction unit 14 and
the shape context characteristic amount of a model posture
image stored 1n the posture memory unit 16 for each of the
plurality of model posture 1mages (degree of matching the
shape context characteristic amounts) to calculate a degree
of matching the shape context characteristic amounts
obtained for each of the plurality of model posture images by
the characteristic amount matching process.

[0079] That 1s, the matching unit 15 determines a histo-
gram obtained at an xth sample point when, for example,
sequentially putting the sample points making up the outline
in order of raster scan and a histogram obtained at an xth
pixel when sequentially putting the pixels making up~he
model posture 1mage 1n order of raster scan. Then, an
evaluation 1s made using a chi-square distance of each
number of sample points of the Bin numbers corresponding
to the histogram obtained at the xth sample point among the
sample points making up the outhline and the histogram
obtained at the xth pixel among the pixels making up the
model posture 1mage to regard an integrated value of the
distance as the cost between the shape context characteristic
amounts.

[0080] A chi-square distance x~ between histograms P(k)
and Q(k) having each Bin number of k 1s obtained by the
following formula (1).

(P(k) — O(k))* (L
P(k) + Ok)

[

XZ
K

|l
-

[0081] For example, the histogram P(k) 1s a histogram at
a sample point being part of the outline, and the histogram
(QQ(k) 1s a histogram of a pixel being part of the model posture
image.

[0082] As a method of evaluating the matching degree
between the histograms, it 1s possible to use various stan-
dards other than the chi-square distance, such as the KL
divergence, the Bhattacharyya distance. In a case of using
the KL divergence (Kullback-Leibler information), a dis-
tance D, from the histogram P(k) to the histogram Q(k) 1s
obtained by the following formula (2).

P(k) (2)
Qi)

K
Dpg = ZP(k)lﬂg
K=1
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[0083] When the integrated value of the distance 1is
regarded as the shape context characteristic amount, a cost
minimization algorithm, such as the Hungarian Method,
may also be used for calculation. The Hungarian Method 1s
an approach to obtain a combination of sample groups for a
minimum 1ntegration cost in a case that there are certain
biserial samples and a cost calculated by a function of some
sort between the sample groups.

[0084] For example, the matching unit 15 calculates the
degree of matching the shape context characteristic amounts
for each of all combinations when matching the sample
points making up the outline and the pixels making up the
model posture 1mage respectively on one-to-one basis. Then,
the matching unit 15 calculates the minimum value among
the degree of matching the shape context characteristic
amounts calculated for each of all the combinations using a
cost minimization algorithm, such as the Hungarian Method,
for example, to employ as the final degree of matching the
shape context characteristic amounts.

[0085] In this case, 1n comparison with a case of, for
example, matching the sample points making up the outline
and the pixels making up the model posture 1image 1n order
of raster scan or the like on one-to-one basis, a more
appropriate degree of matching the shape context charac-
teristic amounts can be calculated. In this case, however,
when there are 100 sample points, for example, the shape
context characteristic amount 1s calculated by comparing
100 histograms for the respective sample points making up
the outline and histograms for 100 pixels making up the
model posture 1mage. That 1s, 1n this case, operations are
carried out 1n 100x100, totally ten thousand times.

[0086] In a case that a posture estimated by applying the
present embodiment 1s, for example, a posture of a human
being, there 1s a very high possibility that the head of the
subject 1n the image to be a processing object 1s on the upper
side 1n the 1mage and the feet are on the lower side.
Therefore, 1t 1s considered that operations do not make much
sense because of the long distance when comparing, for
example, a histogram of a sample point making up the
outline of the head part and a histogram of the model posture
image making up the outline of the foot.

[0087] In order to reduce the amount of calculations, an
approach may also be used that fixes the sequence of the
sample points 1n accordance with a certain rule to regard an
integration of a distance between preset corresponding
points as the cost. The applicant of the present invention has
confirmed that the accuracy of the estimation does not
decrease even when reducing the amount of calculations
using this approach. It 1s also confirmed that the throughput
1s remarkably improved by reducing the amount of calcu-
lations. Here, a further description 1s given to this approach.
For example, a sample point at the highest position (upper
position) in the outline 1mage 1s given as a starting point.
When omitting such a sitnation of raising the hand, the
sample point at the highest position 1n the outline 1image 1s
a point positioned at the top position of the head. By
comparing a histogram of such a sample point and, for
example, 100 histograms at 100 points making up a model
posture 1mage, the distances are calculated and evaluated to
use an integrated value of the distances as a cost between the
shape context characteristic amounts.

[0088] In this way, a cost may be calculated using only a
histogram of a sample point of the outline at a predetermined
position 1n the image. However, there 1s a possibility of not
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being able to keep the accuracy by only one point, so that the
sample points at the back and front of the sample point
regarded as the starting point are also included in the
comparison.

[0089] For example, five sample points positioned on the
right side of the starting point and five sample points
positioned on the left side are given as further comparison.
That 1s, by respectively comparing eleven histograms at the
cleven points including the starting point among the sample
points 1n the outline image and, for example, 100 histograms
at 100 points making up the model posture image, the
distances may also be calculated and evaluated to use an
integrated value of the distances as a cost between the shape
context characteristic amounts. In such a case, although
operations are carried out 1n 11x100, totally 1100 times, 1t 1s
understood that the number of operations can be remarkably
reduced compared to the above ten thousand operations.
[0090] The sample point to be a starting point 1s not
limited to the sample point positioned at the highest position
in the outline 1mage, but may be a sample point positioned
at a predetermined position. For example, the sample point
positioned at the upper left corner may also be a starting
point. The plurality of sample points including such a
starting point may be the sample points positioned at the left
and right of or the above and below the starting point. In
other words, the sample points are used which are positioned
in the vicinity of the starting point.

[0091] Even such an approach with a reduced amount of
operations can carry out estimation of a posture without
dropping the accuracy of estimation 1n a particular case of a
subject being a person or the like and also a case of such an
image having a certain rule for the position of the head or the
like 1n the 1image.

[0092] A further description 1s continuously given to the
manner of estimating a posture that reduces the amount of
operations without dropping the accuracy of estimation. The
matching unit 15 carries out matching for each of the model
posture 1mages stored in the posture memory unit 16. Here,
a description 1s given to groups of model posture 1mages
stored 1n the posture memory unit 16. FIG. 8 1llustrates an
example of groups of model posture 1mages stored 1n the
posture memory unit 16.

[0093] The model posture 1mages are managed 1n a data-
base of a tree structure. FIG. 8 1llustrates an example of the
database of a three-lever tree structure having a first level
through a third level. The first level 1s configured with L
pieces ol 1mages of model posture 1images 111-1 through
111-L. The model posture image 111-1 1n the first level 1s
associated with M pieces of images of model posture 1mages
121-1 through 121-M being part of the second level. Simi-
larly, the model posture image 121-1 1n the second level 1s

associated with N pieces of images of model posture images
131-1 through 131-N being part of the third level.

[0094] The model posture images 121-1 through 121-M
associated with the model posture image 111-1 are 1mages of
postures similar to (derived from) the model posture 1image
111-1. The model posture images 131-1 through 131-N
associated with the model posture image 121-1 are 1images
ol postures similar to the model posture image 121-1. In
other words, a deeper level (in the direction from the first
level towards the third level) has an image showing a posture
in more detail.

[0095] The example 1llustrated 1n FIG. 8 1s an example,
and the tree structure may have a structure in which postures
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in a close distance belong to a same branch according to
some sort of standards. It 1s possible to construct a group of
model posture 1mages configured with such a tree structure
by, for example, repeating database clustering in each level.
In addition, various approaches can be considered, such as
a top-down type constructing from the upper layers and a
bottom-up type constructing from the lower layers.

[0096] As an example, the distances between each posture
1s obtained using a two-dimensional coordinate of each joint
of the subject (model) in the model posture 1mage to regard
the distances as the standards. Then, using a clustering
approach to approximate 1nitial clusters configured using the
LBG algorithm to the Gaussian Mixture Model using the
EM algorithm, a posture closest to the average value of each
cluster 1s regarded as a representative posture of the cluster
and as one of the branches 1n the level. The tree structure 1s
constructed by repeating such a process.

[0097] By carrying out estimation using groups ol model
posture 1mages 1n such a tree structure in the present
embodiment, significant speedup 1s achieved compared to
tull search. Here, suppose that full search were carried out
for all the model posture images making up the tree struc-
ture' 1llustrated 1n FIG. 8. In a case of full search, there 1s no
reason to make a tree structure. In addition, as an assump-
tion, the number of the model posture images 121 making up
the second level associated with one of the model posture
images 111 being part of the first level were M pieces, and
the number of the model posture 1mages 131 making up the
third level associated with one of the model posture 1images
121 being part of the second level were N pieces. In such a
case, the full search 1s carried out for the model posture
images ol (LxMxN) pieces.

[0098] In contrast to full search, since a search using the
groups of model posture 1mages of the tree structure 1llus-
trated 1n FIG. 8 carries out the following processes, the
model posture 1mages for the search can be dramatically
reduced 1n contrast to those for full search. That 1s, the
search 1s first carried out for, for example, L pieces of the
model posture images 111-1 through 111-L making up the
first level. The next search 1s carried out for M pieces of the
model posture images 121-1 through 121-M 1n the second
level associated with, for example, the model posture image
111-1, which turns out as the minimum cost among the

model posture images 111-1 through 111-L.

[0099] Then, the next search 1s carried out for N pieces of
the model posture images 131-1 through 131-N 1n the third
level associated with, for example, the model posture image
121-1, which turns out as the minimum cost among the
model posture images 121-1 through 121-L. Then, for
example, the model posture image 131-1, which turns out as
the minimum cost among the model posture images 131-1
through 131-N 1s output as an estimation result.

[0100] By sequentially searching the model posture
images from the first level to the third level 1n such a manner,
the number of the model posture 1mages for the search turns
out to be (L+M+N) pieces. Therelore, the search can be
carried out with (L+M+N) pieces much less than the (LxMx
N) pieces for the full search. Therefore, as described above,
it becomes possible to speed up the process by using groups
of model posture 1mages of a tree structure.

[0101] The matching unit 15 carries out matching 1n step
S106 (FIG. 2) as described above. Therefore, since matching,
1s carried out for each level, whether or not the matching 1s
fimished until the lowermost layer 1s determined in step
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S107. That 1s, 1n a case of a three-level tree structure as
illustrated 1n FIG. 8, the search objects until the model
posture images 131 1n the third level and matching is carried
out to determine 1n step S107 whether or not a piece of the
mimmum cost 1s determined among the model posture
images 131.

[0102] In step S107, 1n a case of being determined that the
process 1s not fimshed matching until the lowermost layer,
the processes of step S106 and after that are repeated by
moving in the next level. On the other hand, 1n a case of
being determined that the process 1s finished matching until
the lowermost layer in step S107, the process 1s forwarded
to step S108. In step S108, a maximum likelithood posture 1s
extracted.

[0103] That 1s, the matching unit 15 estimates that the
posture represented by a model posture 1mage corresponding,
to the cost of a shape context characteristic amount having,
the maximum degree of matching (minimum cost) among,
the plurality of model posture 1mages, for example a model
posture 1mage corresponding to the minimum degree of
matching the shape context characteristic amounts among,
the plurality of degrees of matching the shape context
characteristic amounts as the posture of the subject 1n the
image input to the image mput unit 11 to output the
estimation result.

[0104] What 1s output as the estimation result 1s data
related to the positions of the joints in the model posture
image determined as the minimum cost. The description
above has explained that groups of the model posture images
ol such a tree structure illustrated i FIG. 8 are stored 1n the
posture memory umt 16; specifically, coordinates of sample
points, characteristic amounts (histograms) for each of the
sample points, and positions of the joints are stored for each
model posture image. For example, in the model posture
image 111-1, the coordinates of the sample points extracted
from the model posture image 111-1, the characteristic
amounts obtained respectively from the sample points, and
the positions (coordinates) of the joints of the subject of the
model posture image 111-1 are stored as the model posture
image 111-1.

[0105] Then, as a result of the estimation, 1n a case that the
result of comparing with the characteristic amount of the
model posture 1image 111-1, for example, 1s determined as
the minimum cost, the data of the positions of the joints in
the model posture image 111-1 1s output as data of the
estimated posture to a processing unit 1n a later stage.

[0106] By thus estimating the posture of the subject 1n the
input image by combining the shape context characteristic
amounts, which are resistant to noises and scale changes,
and the database of a tree structure, the estimation can be
carried out accurately and fast. Here, an example of the
estimation result 1s shown 1n FIG. 9.

[0107] What 1s shown on the left side of FIG. 9 1s a

silhouette 1mage generated from an mnput 1mage, and the
white part 1n the center 1s the image at the time of extracted
as the silhouette of the subject. What 1s shown on the right
side of FIG. 9 1s an image in which the input image and the
estimation result are overlapped. In the 1mage 1llustrated on
the right side of FIG. 9, the points and lines 1llustrates the
estimated positions of the joints. It can be confirmed from
the 1mage on the left side of FIG. 9 that the posture of the
subject 1in the 1mage and the positions of the estimated joints
match with each other and that the posture of the subject in
the 1mage can be accurately estimated.
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[0108] Since the posture 1s estimated as described above,
the subject 1tself 1n the 1mage can be simply picked up in an
image without putting on markers or the like. Therefore, 1t
becomes possible to perceive a posture of a person without
placing a burden on a subject (user) and also without any
special environment. Therefore, application of this embodi-
ment of the present invention facilitates estimation of ges-
tures and the like of a user even, for example, 1n an ordinary
household or the like and so development to applications, for

example, utilized 1n ordinary households and the like 1s
facilitated.

[0109] [Another Embodiment—Determining Accuracy of
Estimation]
[0110] By estimating a posture as described above, esti-

mation of a person’s posture can be carried out without any
special environment. For example, 1 such a case of using an
estimation result as an 1nitial position for tracking a position
ol each joint of a person, it 1s desirable to have a consider-
able quality 1n the estimation accuracy. In case that an 1nitial
position for tracking a position of each joint happens to use
an estimation result turned out to be of low accuracy, there
1s a high possibility that the initial position itself 1s wrong,
and therefore there 1s a possibility not to be able to accu-
rately carry out the processes afterwards.

[0111] By determining the accuracy of the estimation
result, it becomes possible to determine, for example,
whether or not to use as an 1nitial position for tracking the
position of each joint as described above based on the result
of the determination. By determining the accuracy of an
estimation result, the processes 1n the later stages using the
result are arranged not to be carried out when determined as
low 1n accuracy, thereby it becomes possible to carry out a
process with accuracy regularly kept at a certain quality or
above.

[0112] In a case of carrying out such determination, an
information processing device 100 having a configuration as
illustrated 1n FI1G. 10 1s prepared by adding a fitting unit 102
and an accuracy determination unit 103 to the information
processing device 10 i FIG. 1. The information processing
device 100 illustrated i FI1G. 10 15 configured by adding the
fitting unit 102 and the accuracy determination unit 103 to
the mformation processing device 10 1illustrated 1n FIG. 1,
and the configuration other than them 1s 1dentical to that of
the mnformation processing device 10 illustrated 1n FI1G. 1, so
that identical reference numerals are assigned to omit the
description. However, since the matching unit 15 shown 1n
FIG. 1 and a matching unit 101 shown 1n FIG. 10 include
different processes, the different reference numerals are
assigned to them.

[0113] Inthe information processing device 100 1llustrated
in FIG. 10, the accuracy of the posture estimated 1n the
matching unit 101 i1s determined by the fitting unit 102 and
the accuracy determination umt 103. In the information
processing device 100, estimation of a posture 1s carried out
by carrying out the processes as described above and the
estimation result 1s output from the matching unit 101, and
at that time, the cost for matching the shape context char-
acteristic amounts of the posture and the input 1image 1is
output as well as the maximum likelihood posture.

[0114] From the matching unit 101 to the fitting unit 102,
data of the positions of joints 1n the maximum likelihood
posture and data of sample points are delivered. In addition,
data of the sample points of the mput image 1s delivered
from the characteristic amount extraction unit 14. In the
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fitting unit 102, a morphing method of Bookstein, for
example, 1s used to carry out a process such that the data of
the positions of the joints 1n the maximum likelihood posture
1s 1it into the sample points of the mput image. Then, using
the fit data of the positions of the joints, the distances
between the maximum likelihood posture and the sample
points of the mput 1mage are calculated to be output.

[0115] The matching cost output from the matching unit
101 and the distances between the sample points output from
the fitting unit 102 are mput to the accuracy determination
unit 103, and a discriminator that have learned 1n advance by
Boosting carries out determination whether the estimation
accuracy 1s fair or not to output the result.

[0116] Then, with reference to a flowchart 1n FIG. 11, a

description 1s given to the processes for determining the
accuracy ol estimation. As a postulate to carry out the
processes of the flowchart in FIG. 11, 1n the image input unit
11 through the matching unit 101, the processes described
with reference to the flowcharts 1n FIGS. 2 and 3, that 1s, the
processes relating to the estimation of posture in the embodi-
ment described earlier are carried out to be in the condition
possible to obtain the estimation result. Since the processes
relating to the estimation are already described, the descrip-
tion 1s omitted here.

[0117] In step S151, the fitting unit 102 and the accuracy
determination unit 103 capture the data related to the posture
estimated from the matching unit 101. As described above,
in the matching unit 101, matching 1s carried out between
the shape context characteristic amount generated based on
a certain number of the sample points extracted from the
input image and the shape context characteristic amount of
model posture groups generated 1n accordance with the same
rule 1n advance to output a model posture with the lowest
matching cost as the maximum likelihood posture.

[0118] This matching (matching carried out by the match-
ing unit 15 shown i FIG. 1) 1s already described that the
distances of “histograms in each of the sample points”,
which are the elements making up the shape context char-
acteristic amounts, are used as the cost by calculated with
some sort of standards (chi-square distance, for example)
and integrated. However, the matching unit 101 does not
integrate the individual results of histogram calculations 1n
order to determine the accuracy of estimation, but the
information processing device 100 illustrated 1n FIG. 10
directly outputs the results to the accuracy determination
unit 103. Therefore, 1n a case that there are results of
calculations with 100 histograms, for example, 100 opera-
tion results are output.

[0119] On the other hand, the matching unit 101 delivers
data of the positions of the joints 1n the maximum likelihood
posture and data of the sample points to the fitting unit 102.
From the characteristic amount extraction unit 14 to the
fitting unit 102, the data of the sample points 1n the mput
image 1s delivered.

[0120] In step S152, the fitting unit 102 carries out a
process of fitting. The fitting unit 102 carries out a process
of fitting the positional data (coordinates) of the sample
points 1n the maximum likelithood posture delivered from the
matching unit 101 into the positional data of the sample
points 1n the mput image using a morphing method. There
exists an error between the posture of the model detected as
the maximum likelihood posture and the posture 1n the input
image, and in order to correct 1t, the process of fitting 1s
carried out.
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[0121] As the morphing method to be carried out by the
fitting unit 102, a method can be used that i1s called for by
Fred. L. Bookstein at the University of Michigan in “Prin-
cipal Warps: Thin-plate Splines and the Decomposition of
Deformations (IEEE Transaction on Pattern Analysis and
Machine Intelligence, Vol. II, No. 6, June 1989)”. According
to this morphing method, a conversion matrix 1s obtained
between the corresponding sample points, and the coordi-
nates fit into the input 1mage can be obtained by applying
this matrix to the coordinates of the joints.

[0122] The fitting unit 102 calculates the Euclidean dis-
tances between the fit sample points and the corresponding

sample points 1n the mput image for each of the points to
output the Euclidean distances to the accuracy determination

unit 103.

[0123] In step S153, determination of the estimation accu-
racy 1s carried out in the accuracy determination unit 103.
The accuracy determination unit 103 determines the quality
of the accuracy based on the distances between the matching
cost delivered from the matching unit 101 and the sample
points delivered from the fitting unit 102. For the determi-
nation, a discriminator can be used that 1s built by supervised
learning using a machine learning approach named Boost-
ing. The Boosting 1s an approach of making up one strong
discriminator by combimng a plurality of weak discrimina-
tors named Weak Learners. There are various types existing
due to the differences 1n learning methods and the like, and
for example, an approach named AdaBoost, which 1s called
for by Y. Freund et al. at AT&T 1n “A short Introduction to
Boosting™ (Journal of Japanese Society for Artificial Intel-
ligence, 1999) can be applied to the embodiment of the
present 1nvention.

[0124] Here, performance evaluation 1s shown in FIG. 12
in which the applicant of the present invention made up an
accuracy determination umt 103 as described below and
actually determined the accuracy. Firstly, the number of
sample points was given as 100. In this case, the matching
cost became 100-dimensional and the distances between the
sample points became 100-dimensional, so that learning was
carried out with the characteristic amounts of totally 200
dimensions. Then, approximately 200 pieces of positive
sample 1images (with a good estimation result) and approxi-
mately 1200 pieces of negative sample images (with a
not-good estimation result) were used for learning. As a
result, a discriminator was generated with 128 Weak Learn-
ers and the accuracy determination umt 103 was configured
with the discriminator.

[0125] As a result, a result of performance evaluation as
shown 1n FIG. 12 was obtained. The graph on the right side
in FIG. 12 has a horizontal axis, on which sample numbers
are plotted, and a vertical axis, on which outputs of the
discriminator are plotted; the first segment up to approxi-
mately the sample number 200 1s the result of the positive
samples and the remaining segment 1s the result of the
negative samples. The graph 1llustrates that a positive output
of the discriminator 1s determined as “good estimation
accuracy’ and a negative one 1s determined as “not-good
estimation accuracy”. The graph on the left side of FIG. 12
illustrates an ROC curve (receiver operating characteristic
curve). As understood from the ROC curve, 1t 1s found that
the discriminator have learned at a good level.

[0126] According to a result of the determination by the
accuracy determination unit 103 configured with such a
discriminator, whether the accuracy 1s fair or not 1s deter-
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mined 1n step S153. That 1s, an output of the discriminator
1s evaluated 1n step S153 to be determined as “good esti-
mation accuracy”’ when positive and determined as “not-
good estimation accuracy” when negative. In step S154,
whether or not the determination result has good estimation
accuracy 1s determined.

[0127] In step S154, 11 1t 1s determined that the estimation
accuracy 1s good, the process 1s forwarded to step S155 and
the estimation result from the matching unit 101 1s output.
IT 1t 1s determined that the estimation accuracy 1s not good
in step S154, 1n other words, 1t 1t 1s determined that the
estimation accuracy 1s not good, the process 1s forwarded to
step S156 and the estimation result 1s discarded without
being output.

[0128] Although the above accuracy determination unit
103 1s described that 1t determines the accuracy using the
matching cost from the matching unit 101 and the distance
data from the fitting unit 102, it may also determine the
accuracy only with either one of the matching cost or the
distance data. In a case of determiming the accuracy only
with the matching cost, the information processing device
100 has a configuration i which the fitting unit 102 1s
deleted. Here, the reason why the accuracy determination
unit 103 1s described to determine the accuracy using the
matching cost from the matching unit 101 and the distance
data from the fitting unit 102 1s that enables to carry out the
accuracy determination most accurately.

[0129] The accuracy of the estimation result 1s thus deter-
mined, and based on the result of the determination, the
estimation result can be determined to be used or not to be
used. Although such an example 1s given here, an alternative
may also, for example, regularly output the estimation result
itsell regardless of the accuracy and a flag indicating the
estimation result (accuracy) as well as the estimation result.
It then may also be configuration 1n which whether or not to
accept the estimation result can be determined on the side
where 1t 1s output based on the condition of the estimation
result.

[0130] Estimation of the posture may be further carried
out again based on the condition of the accuracy. In other
words, the information processing device 100 may also have
a configuration of applying a feedback based on the condi-
tion of the accuracy.

[0131] When the accuracy of the estimation 1s determined
to be low, the low accuracy may be considered to be caused
by that the image determined to be a processing object 1s not
appropriate to be a processing object. Then, a direction 1s
given so as to apply a feedback to the image mput unit 11
and capture an 1image again. Then, a silhouette 1image and the
like may also be generated from the 1mage captured again to
carry out estimation of the posture. In a case of applying a
teedback to the image input unit 11, not by capturing an
image again but by adding a process, such as pixel iterpo-
lation, for example, to the 1mage determined to be a pro-
cessing object, a process, such as increasing the resolution,
may also be added to process the image and a process may
also be carried out to the processed image for estimating the
posture again.

[0132] Alternatively, when the accuracy of the estimation
1s determined to be low, the low accuracy may be considered
to be caused at the time of generation of the silhouette image
in the silhouette extraction unit 12. Then, a feedback 1s
applied to the silhouette extraction unit 12 to direct genera-
tion of a silhouette image again. The silhouette extraction
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unmit 12 carries out, for the input image determined to be a
processing object, such a process of generating a silhouette
image again by using, for example, a threshold different
from a previous threshold. Then, a process may also be
carried out to the generated silhouette image for estimating
the posture again.

[0133] Altematively, when the accuracy of the estimation
1s determined to be low, the low accuracy may be considered
to be caused at the time of generation of the outline 1mage
in the outline extraction unit 13. Then, a feedback 1s applied
to the outline extraction unit 13 to direct generation of an
outline 1image again. The outline extraction unit 13 carries
out such a process of generating an outline 1mage again
using, for example, an approach for edge extraction different
from a previous approach to the silhouette image determined
to be a processing object. Then, a process may also be
carried out to the generated outline image for estimation of
the posture again.

[0134] Alternatively, when the accuracy of the estimation
1s determined to be low, the low accuracy may be considered
to be caused by the extraction of the characteristic amounts
in the characteristic amount extraction unmit 14. Then, a
teedback 1s applied to the characteristic amount extraction
unit 14 to direct extraction of characteristic amounts again.
The characteristic amount extraction unit 14 carries out a
process, for the outline image determined to be a processing
object, 1n which to, for example, extract a sample point
different from a previous sample point, in step 8123 (FIG.
3), for example, the data of a point different from the
previously eliminated point 1s eliminated to eliminate one of
the two points making up the minimum distance from the
point data or a point 1s eliminated by selecting a paint that
1s not previously selected to select anyone from a plurality
ol candidates for elimination.

[0135] Alternatively, when the accuracy of the estimation
1s determined to be low, the low accuracy may be considered
to be caused by the matching 1n the matching unit 101. Then,
a feedback 1s applied to the matching unit 101 to direct
matching again. To carry out matching again, the matching
umt 101 carrnies out matching by applying an approach
different from a previous matching approach. For example,
when extracting characteristic amounts again after using a
chi-square distance as an approach for evaluation of the
similarity of histograms, a reevaluation may also be made by
applying a different approach for evaluation, such as the KL
divergence and the Bhattacharyya distance.

[0136] Alternatively, when the matching 1s configured to
be carried out with less sample points for comparison in
order to reduce the amount of operations, matching may also
be carried out again with an increased number of sample
points for comparison. For example, although eleven sample
points are given for comparison 1n the example of the above
embodiment, matching may also be carried out by further
adding a plurality of sample points at the back and front (for
example, two points each, totally four points) to the eleven
points.

[0137] Alternatively, 1n a case of carrying out matching
using groups ol model posture 1images of the tree structure
illustrated 1 FIG. 8, although a description i1s given that
matching processes are carried out that 1s repeated until the
model posture 1images in the lowermost layer 1n such a way
that a model posture image with the minimum cost 1s
selected from the model posture images making up the first
level and then a model posture 1mage with the minimum cost
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1s selected from model posture images 1n the second level
associated with the firstly selected model posture image,
rematching 1s carried out by eliminating the model posture
images selected until the previous time among the model
posture 1mages making up the first level.

[0138] For example, when matching 1s carried out again
because of a low estimation accuracy for selecting the model
posture 1mage 111-1 being part of the first level, the model
posture 1mages 111-2 through 111-L making up the model
posture 1mage group 1n the first level, other than the model
posture 1mage 111-1, are the model posture images for
matching. In a case of carrying out such processes, the
model posture images with minimum costs in the three
upper places, for example, may be stored 1n the first match-
ing and the model posture 1mage with a second minimum
cost may undergo matching during rematching.

[0139] The process may also be carried out regularly to
make the model posture images until the upper three places,
for example, as the processing objects regardless of whether
or not configured to apply a feedback. In other words, 1t may
also have a configuration in which the minimum costs until
the upper three places are output as the estimation postures
when carrying out the first matching and the accuracy
determination umt 103 selects one most likely posture
among the estimation postures until the upper three places
for output.

[0140] The part to which a feedback 1s applied may also be
established depending on the installation site, the through-
put, and the like of the information processing device 100.
[0141] Although the result of the determination of the
estimation accuracy 1s described as whether the good esti-
mation accuracy or the not-good estimation accuracy in the
above embodiment, the result of the determination may also
be, for example, a percentage (%) indicating the likelihood.
[0142] Thus, according to the embodiments of the present
invention, not only estimation of a posture but also even the
estimation accuracy can be determined. In addition, by
determining such estimation accuracy, the estimation accu-
racy can be guaranteed and so a reliable 1nitial value can be
given even using the estimation result as an 1mitial value for
tracking a person. In addition, it becomes possible to be
applied to various usages, such as applications using precise
positions of the joints, for example, controllers for games
and operation interfaces for manipulators.

[0143] [Recording Medium]

[0144] The series of processing described above can be
carried out by hardware and also by software. In a case of
carrying out the series of processing by software, a program
making up the software 1s installed 1n a computer. Here, such
a computer includes a computer built 1n hardware for an
exclusive purpose, a—general purpose personal computer,
for example, possible to carry out various functions by
installing various programs, and the like.

[0145] FIG. 13 15 a block diagram 1llustrating an example
of a hardware configuration of a computer that carries out
the series of processing described above by a program. In the

computer, a CPU (Central Processing Unit) 301, a ROM
(Read Only Memory) 302, and a RAM (Random Access
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Memory) 303 are connected by a bus 304 with each other.
The bus 304 1s further connected to an mput/output interface
305. The input/output interface 305 1s connected to an mnput
unit 306, an output unit 307, a memory unit 308, a commu-
nication unit 309, and a drive 310.

[0146] The input unit 306 1s made with a keyboard, a
mouse, a microphone, and the like. The output unit 307 1s
made with a display, a speaker, and the like. The memory
umt 308 1s made with a hard disk, a non-volatile memory,
and the like. The communication unit 309 1s made with a
network interface and the like. The drive 310 drives a
removable media 311, such as a magnetic disk, an optical
disk, a magnetoptical disk, or a semiconductor memory.
[0147] In a computer configured as described above, the
CPU 301 executes, for example, a program stored in the
memory unit 308 via the mput/output interface 305 and the
bus 304 by loading in the RAM 303, thereby the series o
processing described above are carried out.

[0148] The program executed by the computer (CPU 301)
can be provided by being recorded in, for example, the
removable media 311 as a packaged media or the like. The
program can also be provided via a wired or non-wired
transmission medium, such as a local area network, the
internet, and digital satellite broadcasting.

[0149] Inthe computer, the program can be 1nstalled 1n the
memory unit 308 via the input/output interface 305 by
placing the removable media 311 1n the drive 310. The
program can also be received in the communication unit 309
via a wired or non-wired transmission medium to be
installed i the memory umt 308. Besides, the program can
be preinstalled 1n the ROM 302 or the memory unit 308.
[0150] The program executed by the computer may be a
program 1n which the processes are carried out in time series
according to the order in which the description 1s given
herein or may also be a program 1n which the processes are
carried out in parallel or at a desired timing, such as on call.
[0151] A system 1s defined herein to represent an entire
apparatus configured with a plurality of devices.

[0152] Embodiments of the present invention are not
limited to the embodiments described above, and various
modifications may be possible without departing from the
scope of the summary of the present invention.

1. An mformation processing apparatus, comprising:

circuitry configured to

capture an 1image ol a human subject;

output data indicating a position of at least one joint of an
upper body of the human subject, the position of the at
least one joint being a place at which two parts of the
human subject are joined;

output, as an output result, the captured image of the
human subject and the output data with a line that
overlaps the captured image of the human subject and
includes the position of the at least one joint of the
human subject; and

determine a posture of the human subject based on the
output result.
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