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(57) ABSTRACT

There 1s provided an information processing apparatus to
measure a distance 1n a real space with a simpler operation,
the information processing apparatus including: an acquisi-
tion section that acquires an 1mage captured by a predeter-
mined 1maging section, and position information based on at
least any of a position and a direction of the imaging section;
an estimation section that estimates a first position and a
second position 1n a real space, on a basis of a first image and
a second 1mage which are the image captured at each of a
first viewpoint and a second viewpoint, and first position
information and second position information which are the
position information about each of the first viewpoint and
the second viewpoint; and a measurement section that
measures a distance between the first position and the
second position on a basis of the estimation result.
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FIG. 17
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INFORMATION PROCESSING APPARATUS,
INFORMATION PROCESSING METHOD,
AND RECORDING MEDIUM

CROSS REFERENCE TO PRIOR APPLICATION

[0001] This application 1s a continuation of U.S. patent
application Ser. No. 17/144,572 (filed on Jan. 8, 2021),

which 1s a continuation of U.S. patent application Ser. No.
16/0°72,038 (filed on Jul. 23, 2018 and issued as U.S. Pat.
No. 10,942,024 on Mar. 9, 2021), which 1s a National Stage
Patent Application of PCT International Patent Application
No. PCT/JP2016/082841 (filed on Nov. 4, 2016) under 35
U.S.C. § 371, which claims priority to Japanese Patent
Application No. 2016-017623 (filed on Feb. 2, 2016), which

are all hereby incorporated by reference 1in their entirety.

TECHNICAL FIELD

[0002] The present disclosure relates to an information
processing apparatus, an information processing method,
and a recording medium.

BACKGROUND ART

[0003] Recently, as image recognition technology has
become more advanced, 1t has become possible to recognize
the position and attitude of a real object (that 1s, a body in
a real space) included 1n an 1mage captured by an 1imaging
apparatus. The technology called augmented reality (AR) 1s
known as one applied example of such body recognition. By
utilizing AR technology, 1t becomes possible to present, to a
user, virtual content (heremafter also designated a ““virtual
object”) 1n various modes such as text, icons, or animations,
superimposed onto a real object captured 1n an 1mage of a
real space. For example, Patent Literature 1 discloses one
example of AR technology.

[0004] Also, by an application of body recognition tech-
nology, 1t becomes possible to execute what 1s called 30
localization for recognizing the position in real space of an
imaging section (and by extension, the apparatus provided
with the 1maging section) that captures an image of an
object. The technology called simultaneous localization and
mapping (SLAM) 1s one example of technology for realizing,
such localization.

CITATION LIST

Patent Literature

[0005] Patent Literature 1: JP 2013-92964A
DISCLOSURE OF INVENTION
Technical Problem
[0006] On the other hand, there 1s demand for a mecha-

nism making it possible to achieve the measurement of a
distance 1n a real space by applying technologies such as AR
and SLAM described above, with a simpler operation.

[0007] Accordingly, the present disclosure provides an
information processing apparatus, an iformation process-
ing method, and a recording medium capable of measuring
a distance 1n a real space with a simpler operation,

Dec. 28, 2023

Solution to Problem

[0008] According to the present disclosure, there 1s pro-
vided an information processing apparatus including: an
acquisition section that acquires an i1mage captured by a
predetermined i1maging section, and position information
based on at least any of a position and a direction of the
imaging section; an estimation section that estimates a first
position and a second position 1n a real space, on a basis of
a lirst image and a second image which are the image
captured at each of a first viewpoint and a second viewpoint,
and first position information and second position informa-
tion which are the position mformation about each of the
first viewpoint and the second viewpoint; and a measure-
ment section that measures a distance between the first
position and the second position on a basis of the estimation
result.

[0009] In addition, according to the present disclosure,
there 1s provided an information processing method includ-
ing: acquiring an image captured by a predetermined 1mag-
ing section, and position information based on at least any
of a position and a direction of the imaging section; esti-
mating, by a processor, a {irst position and a second position
in a real space, on a basis of a first image and a second 1image
which are the image captured at each of a first viewpoint and
a second viewpoint, and first position information and
second position information which are the position infor-
mation about each of the first viewpoint and the second
viewpoint; and measuring, by the processor, a distance
between the first position and the second position on a basis
of the estimation result.

[0010] In addition, according to the present disclosure,
there 1s provided a recording medium storing a program
causing a computer to execute: acquiring an image captured
by a predetermined 1maging section, and position informa-
tion based on at least any of a position and a direction of the
imaging section, estimating a first position and a second
position 1n a real space, on a basis of a first image and a
second 1mage which are the image captured at each of a first
viewpoint and a second viewpoint, and first position infor-
mation and second position nformation which are the
position information about each of the first viewpoint and
the second viewpoint; and measuring a distance between the
first position and the second position on a basis of the
estimation result.

Advantageous Effects of Invention

[0011] According to the present disclosure as described
above, there are provided an iformation processing appa-
ratus, an information processing method, and a. recording
medium capable of measuring a distance 1n a real space with
a simpler operation.

[0012] Note that the eflects described above are not nec-
essarily limitative. With or in the place of the above eflects,
there may be achieved any one of the eflects described in
this specification or other eflects that may be grasped from
this specification.

BRIEF DESCRIPTION OF DRAWINGS

[0013] FIG. 1 1s an explanatory diagram for explaining an
example of a schematic configuration of an input/output
apparatus according to an embodiment of the present dis-
closure.
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[0014] FIG. 2 1s an overview of an information processing
system according to a first embodiment of the present
disclosure.

[0015] FIG. 3 illustrates an example of display informa-
tion presented according to a distance measurement result.
[0016] FIG. 4 1s ablock diagram illustrating an example of
a functional configuration of the information processing
system according to the embodiment.

[0017] FIG. 5 1s a flowchart 1llustrating an example of the
flow of a series of processes of an information processing
system according to the embodiment.

[0018] FIG. 6 1s an explanatory diagram for explaining an
overview ol an information processing system according to
a second embodiment of the present disclosure.

[0019] FIG. 7 1s a flowchart illustrating an example of the
flow of a series of processes of an information processing
system according to the embodiment.

[0020] FIG. 8 1s a flowchart, illustrating an example of the
flow of a series of processes of an iformation processing
system according to the embodiment.

[0021] FIG. 9 1s a flowchart 1llustrating an example of the
flow of a series of processes of an information processing
system according to the embodiment.

[0022] FIG. 10 1s an overview of an information process-
ing system according to a third embodiment of the present
disclosure.

[0023] FIG. 11 1s an explanatory diagram for explaining
an overview of an information processing system according
to the embodiment.

[0024] FIG. 12 1s a block diagram 1llustrating an example
of a functional configuration of an information processing
system according to the embodiment.

[0025] FIG. 13 1s a flowchart illustrating an example of the
flow of a series of processes of an iformation processing
system according to the embodiment.

[0026] FIG. 14 15 an overview of an information process-
ing system according to a fourth embodiment of the present
disclosure.

[0027] FIG. 15 15 a block diagram 1llustrating an example
of a functional configuration of an information processing
system according to the embodiment.

[0028] FIG. 16 1s a flowchart illustrating an example of the
flow of a series of processes of an mformation processing
system according to the embodiment.

[0029] FIG. 17 1s an explanatory diagram for describing
an overview of an information processing system according
to Modification 1.

[0030] FIG. 18 1s an explanatory diagram for describing
an overview of an information processing system according
to Modification 2.

[0031] FIG. 19 1s an explanatory diagram for describing
an overview of an information processing system according
to Modification 3.

[0032] FIG. 20 1s an explanatory diagram for explaining
an example of a method of presenting various information
utilizing a measurement result of a distance 1n a real space.

[0033] FIG. 21 1s an explanatory diagram for explaining
an example of a method of presenting various information
utilizing a measurement result of a distance 1n a real space.

[0034] FIG. 22 illustrates an example of a measurement
procedure 1n a case ol measuring area.

[0035] FIG. 23 illustrates an example of a measurement
procedure 1n a case of measuring volume.
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[0036] FIG. 24 1s a block diagram illustrating an exem-
plary hardware configuration of an information processing
apparatus according to an embodiment of the present dis-
closure.

MODE(S) FOR CARRYING OUT TH.
INVENTION

(L]

[0037] Heremafter, (a) preferred embodiment(s) of the
present disclosure will he described 1n detail with reference
to the appended drawings. Note that, 1n this specification and
the appended drawings, structural elements that have sub-
stantially the same function and structure are denoted with
the same reference numerals, and repeated explanation of

these structural elements 1s omitted.
[0038] Heremafter, the description will proceed 1n the

tollowing order.

[0039] 1. Introduction
[0040] 1.1. Configuration of mput/output apparatus
[0041] 1.2. Basic principle of localization
[0042] 2. First embodiment
[0043] 2.1. Measurement method
[0044] 2.2. Functional configuration
[0045] 2.3. Processes
[0046] 2.4. Evaluation

[0047] 3. Second embodiment

[0048] 3.1. Measurement method
[0049] 3.2. Processes
[0050] 3.3. Evaluation

[0051] 4. Third embodiment

[0052] 4.1. Measurement method
[0053] 4.2. Functional configuration
[0054] 4.3. Processes

[0055] 4.4. Evaluation

[0056] 5. Fourth embodiment
[0057] 35.1. Measurement method
[0058] 5.2. Functional configuration
[0059] 5.3. Processes
[0060] 5.4. Evaluation

[0061] 6. Modifications

[0062] 6.1. Modification 1: Measurement of length of
curve
[0063] 6.2. Modification 2: Example of measurement

method based on operation of virtual object

[0064] 6.3. Modification 3: Example of case of linking,
multiple apparatus

[0065] 7. Application examples

[0066] 8. Exemplary hardware configuration
[0067] 9. Conclusion

«]. Introduction»

<1.1. Configuration of Input/Output Apparatus>

[0068] First, an example of a schematic configuration of
an mput/output apparatus according to an embodiment of the
present disclosure will be described with reference to FIG.
1. FIG. 1 1s an explanatory diagram for explaining an
example of a schematic configuration of the input/output
apparatus according to the present embodiment.

[0069] The input/output apparatus 20 1s configured as
what 1s called a head-mounted device, which i1s used by
being worn on at least part of a user’s head. For example, in
the example illustrated 1n FIG. 1, the input/output apparatus
20 1s configured as what 1s called an eyewear (glasses-style)
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device, 1n which at least one of lenses 293¢ and 2935 1s
configured as a transmissive display (output section 211).
Also, the input/output apparatus 20 1s provided first imaging,
sections 201a and 2015, second imaging sections 203a and
203bH, an operating section 207, and a holding section 291
that corresponds to the frames of the glasses. When the
input/output apparatus 20 1s worn on the user’s head, the
holding section 291 holds the output section 211, the first
imaging sections 201a and 2015, the second 1imaging sec-
tions 203aq and 2035, and the operating section 207 in a
predetermined positional relationship with respect to the
user’s head. Additionally, although not illustrated 1n FIG. 1,
the 1put/output apparatus 20 may also be provided with a
sound collection section for collecting the user’s voice.

[0070] Herein, a more specific configuration of the mput/
output apparatus 20 will be described. For example, in the
example illustrated 1 FIG. 1. the lens 293a corresponds to
the lens on the right-eye side, while the lens 2935 corre-
sponds to the lens on the left-eye side, in other words, 1n the
case 1n which the mput/output apparatus 20 1s worn, the
holding section 291 holds the output section 211 such that
the output section 211 1s positioned 1n front of the user’s
eyes.

[0071] The first imaging sections 201a and 2015 are
configured as what is called a stereo camera, with each being
held by the holding section 291 to point 1n the direction that
the user’s head 1s facing (that is, the forward direction of the
user) when the iput/output apparatus 20 1s worn on the
user’s head. At this time, the first imaging section 201a 1s
held near the user’s right eye, while the first imaging section
2015 1s held near the user’s left-eye. On the basis of such a
configuration, the first 1maging sections 201a and 2015
capture a subject (in other words, a real object positioned 1n
a real space) positioned in front of the input/output apparatus
20 from mutually different positions. With this arrangement,
the input/output apparatus 20 becomes able to acquire
images ol the subject positioned 1n front of the user, and 1n
addition, on the basis of the parallax between the images
captured by each of the first imaging sections 201a and
2015, compute the distance from the mput/output apparatus
20 to the subject.

[0072] In addition, each of the second imaging sections
203a and 2035 i1s held by the holding section 291 so an
eyeball of the user 1s positioned mside the imaging range of
cach when the mput/output apparatus 20 1s worn on the
user’s head. As a specific example, the second imaging
section 203a 1s held such that the user’s right eye 1s
positioned inside the imaging range. On the basis of such a
configuration, 1t becomes possible to recognize the direction
in which the line of sight of the right eye 1s pointing, on the
basis of the image of the eyeball of the right eye captured by
the second 1maging section 203a, and the positional rela-
tionship between the second 1imaging section 2034 and the
right eye. Similarly, the second 1imaging section 2035 1s held
such that the user’s left eye 1s positioned inside the imaging
range. In other words, it becomes possible to recognize the
direction 1n which the line of sight of the left eye 1s pointing,
on the basis of the image of the eyeball of the left eye
captured by the second mmaging section 2035, and the
positional relationship between the second 1imaging section
2035 and the lett eye. Note that 1n the following description,
the direction 1n which the line of sight 1s pointing will also
be designated the “line-of-sight direction”. Also, although
the example illustrated in FIG. 1 illustrates a configuration
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in which the input/output apparatus 20 includes both second
imaging sections 203a and 2035, it 1s also possible to

provide only one of the second 1maging sections 203a and
2035.

[0073] The operating section 207 1s a configuration for
receiving operations from the user with respect to the
input/output apparatus 20. For example, the operating sec-
tion 207 may be configured by an mput device like a touch
panel, a button, or the like. The operating section 207 1s held
by the holding section 291 at a predetermined position on the
input/output apparatus 20. For example, in the example
illustrated in FIG. 1, the operating section 207 1s held at a
position corresponding to a temple of the glasses.

[0074] In addition, the input/output apparatus 20 accord-
ing to the present embodiment may also be provided with an
acceleration sensor and an angular velocity sensor (gyro
sensor), for example, and be configured to be able to detect
the motion of the head of the user wearing the input/output
apparatus 20 (1n other words, the motion of the input/output
apparatus 20 itsell). As a specific example, the input/output
apparatus 20 may detect the component in each of the yaw
direction, pitch direction, and roll direction as the motion of
the user’s head, and thereby recognize a change in at least
of the position and the attitude of the user’s head.

[0075] On the basis of a configuration like the above, the
input/output apparatus 20 according to the present embodi-
ment becomes able to recognize changes in the position and
attitude of itsellf 1n the real space corresponding to the
motion of the user’s head. Additionally, the nput/output
apparatus 20 also becomes able to present content on the
output section 211 on the basis of what 1s called AR
technology, such that virtual content (that 1s, a virtual object)
1s superimposed onto a real object positioned 1n the real
space. Note that an example of a method by which the
input/output apparatus 20 estimates the position and the
attitude of itself (that 1s, localization; will be described
separately 1n detail.

[0076] Note that examples of the head-mounted display
(HMD) applicable as the input/output apparatus 20 include

a see-through HMD, a video see-through HMD), and a retinal
projection HMD, for example.

[0077] A see-through HMD, for example, uses a half
mirror and a transparent light guide plate to hold a virtual
image optical system including a transparent light guide unit
and the like 1n front of the user’s eyes, and display an 1mage
on the mner side of the virtual image optical system. For this
reason, for the user wearing the see-through HMD, 1t 1s
possible for the outside scene to enter mto one’s field of
view, even while viewing the image displayed on the inner
side of the virtual image optical system. According to such
a configuration, on the basis of AR technology, for example,
the see-through HMD 1s capable of superimposing an image
of the virtual object onto an optical image of the real object
positioned 1n the real space, 1n accordance with a recognition
result of at least one of the position and the attitude of the
see-through HMD. Note that specific examples of the see-
through HMD 1include what 1s called a glasses-style wear-
able device, in which the part corresponding to the lenses of
a pair of glasses are configured as the virtual 1image optical
system. For example, the input/output apparatus 20 1llus-

trated 1 FIG. 1 corresponds to an example of a see-through
HMD.

[0078] In the case in which a video see-through HMD 1s
worn on the user’s head or face, the video see-through HMD
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1s worn to cover the user’s eyes, and a display unit such as
a display 1s held 1n front of the user’s eyes. Further, the video
see-through HMD 1ncludes an imaging unit for imaging the
surrounding scene, and causes the display unit to display an
image of the scale in front of the user imaged by the imaging
unit. With such a configuration, for the user wearing the
video see-through HMD, 1t 1s diflicult for the outside scene
to enter mto one’s field of view directly, but 1t becomes
possible to check the outside scene by an 1image displayed on
the display unit. In addition, on the basis of AR technology,
for example, the video see-through HMD at this time may
also superimpose a virtual object onto an i1mage of the
external scenery, 1n accordance with a recognition result of
at least one of the position and the attitude of the video
see-through HMD.
[0079] With a retinal projection HMD, a projection unit 1s
held 1 front of the user’s eyes, and an 1mage 1s projected
from the projection unit towards the user’s eyes so that the
image 1s superimposed onto the outside scene. More spe-
cifically, 1n a retinal projection HMD, an image 1s projected
directly from the projection unit onto the retina of the user’s
eyes, and the image 1s formed on the retina. With such a
configuration, the viewing of a clearer picture becomes
possible, even 1n the case of a near-sighted or a far-sighted
user. Also, for the user wearing the retinal projection HMD,
it becomes possible for the outside scene to enter into one’s
field of view, even while viewing the image projected from
the projection unit. According to such a. configuration, on
the basis of AR technology, for example, the retinal projec-
ion HMD 1s capable of superimposing an image of the
virtual object onto an optical 1mage of the real object
positioned in the real space, 1n accordance with a recognition
result of at least one of the position and the attitude of the
retinal projection HMD.

[0080] Note that for reference, besides the examples
described above, an HMD called an immersive HMD 1s also
possible. The immersive HMD 1s worn to cover the user’s
eyes, similarly to the video see-through HMD, and a display
unit such as a display 1s held 1n front of the user’s eyes. For
this reason, for the user wearing the immersive HMD, 1t 1s
difficult for the outside scene (that is, the scene of the real
world) to enter into one’s field of view directly, and only the
picture displayed on the display unit enters one’s field of
view. With such a configuration, the immersive HMD 1s
capable of imparting a sense of immersion to the user
viewling an image.

[0081] The above describes an example of the schematic
configuration of the mput/output apparatus according to the
embodiment of the present disclosure with reference to FIG.

1.

<1.2. Principle of Localization>

[0082] Next, when the input/output apparatus 20 superim-
poses a virtual object onto a real object, an example of the
principle of the technique for estimating the position and
attitude of 1tself 1n a real space (that 1s, localization) will be
described.

[0083] As a specific example of localization, the mput/
output apparatus 20 uses an i1maging section, such as a
camera provided on 1tsell, to capture a marker or the like of
known size presented on a real object imn the real space.
Additionally, by analyzing the captured image, the mmput/
output apparatus 20 estimates at least one of the relative
position and attitude of oneself with respect to the marker
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(and by extension, the real object on which the marker 1s
presented). Note that the following description focuses on a
case 1n which the mput/output apparatus 20 estimates the
position and the attitude of itself, but the nput/output
apparatus 20 may also estimate at least one of the position
and attitude of 1tself.

[0084] Specifically, 1t 1s possible to estimate the relative
direction of the imaging section (and by extension, the
input/output apparatus 20 in which the imaging section 1s
provided) with respect to the marker, 1n accordance with the
direction of the marker (for example, the direction of a
pattern or the like of the marker captured 1n the image. Also,
in the case in which the size of the marker 1s known, 1t 1s
possible to estimate the distance between the marker and the
imaging section (that 1s, the input/output apparatus 20 1n
which the 1maging section 1s provided), 1n accordance with
the size of the marker 1n the image. More specifically, 1t the
marker V10 1s captured from farther away, the marker 1s
captured smaller. Also, the range of the real space captured
in the 1mage at this time can be estimated on the basis of the
angle of view of the imaging section. By utilizing the above
characteristics, it 1s possible to back-calculate the distance
between the marker and the 1imaging section in accordance
with the size of the marker captured in the 1image (1n other
words, the proportion of the angle of view occupied by the
marker). According to a configuration like the above, the
input/output apparatus 20 becomes able to estimate the
relative position and attitude of itself with respect to the
marker.

[0085] In addition, the technology named simultaneous
localization and mapping (SLAM) may also be utilized for
localization of the mput/output apparatus 20. SLAM refers
to a technology that executes localization and the creation of
an environment map 1in parallel by utilizing an 1maging
section such as a camera, various sensors, an encoder, and
the like. As a more specific example, with SLAM (particu-
larly visual SLAM), the three-dimensional shape of a cap-
tured scene (or subject) 1s successively reconstructed on the
basis of a moving 1image captured by the imaging section.
Additionally, by associating the reconstruction result of the
captured scene with a detection result of the position and
attitude of the imaging section, the creation of a map of the
surrounding environment and the estimation of the position
and attitude of the imaging section (and by extension, the
input/output apparatus 20). Note that, for example, by pro-
viding the input/output apparatus 20 with various sensors,
such as an acceleration sensor and an angular velocity
sensor, 1t 1s possible to estimate the position and the attitude
of the 1imaging section as information indicating relative
change on the basis of the detection results of the sensors.
Obviously, as long as the position and the attitude of the
imaging section can be estimated, the method 1s not neces-
sarily limited only to a method based on the detection results
ol various sensors such as an acceleration sensor and an
angular velocity sensor.

[0086] Based on a configuration like the above, for
example, estimation results for the relative position and
attitude of the mput/output apparatus 20 with respect to the
known marker based on an imaging result of marker by the
imaging section may also be utilized in an mitialization
process and position correction i SLAM described above.
According to such a configuration, even under circum-
stances 1n which the marker 1s not included inside the angle
of view of the imaging section, by localization based on
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SLAM receiving the results of previously executed initial-
ization and position correction, the mput/output apparatus
20 1s able to estimate the position and attitude of oneself
with respect to the marker (and by extension, the real object
on which the marker 1s presented).

[0087] When the mput/output apparatus 20 superimposes
a virtual object onto a real object, an example of the
principle of the technique for estimating the position and
attitude of itself 1n a real space (that 1s, localization) has been
described. Note that 1n the following, the position and the
altitude of the mput/output apparatus 20 with respect to a
body (real object) 1n the real space will be described as being,
possible to estimate on the basis of the basic principle
described above, for example.

«2. First Embodiment»

[0088] Next, an example of an information processing
system according to the first embodiment of the present
disclosure will be described. The information processing
system according to the present embodiment, by applying
the technologies of AR and localization (such as SLAM)
described earlier, 1s capable of measuring the distance
between multiple positions 1n a real space, on the basis of an
operation through the iput/output apparatus 20. Accord-
ingly, in the following, for the information processing sys-
tem according to the present embodiment, each of a distance
measurement method using the system, the configuration of
the system, and processes of the system will be described.

<2.1. Measurement Method>

[0089] First, FIGS. 2 and 3 will be referenced to describe
an example of a method of measuring distance 1n a real
space using the information processing system according to
the present embodiment. For example, FIG. 2 1s an explana-
tory diagram for explaining an overview of the information
processing system according to the present embodiment, and
illustrates an example of a method of measuring distance 1n
a real space. Note that in FIG. 2, to make the features of the
information processing system according to the present
embodiment easier to understand, both a real object and a
virtual object are presented together.

[0090] In the information processing system according to
the present embodiment, the user first puts on the mmput/
output apparatus 20, and specifies a start point and an end
point of the measurement of a distance in the real space by
line of sight. At this time, on the basis of a measurement
result of the distance between the input/output apparatus 20
and a real object 90, and a recognition result of the user’s
line of sight, the system estimates the three-dimensional
positions of the start point and the end point specified on the
real object 90. More specifically, the system recognizes the
intersection point between a mesh surface based on a
measurement result of the distance (depth) between the
input/output apparatus 20 and the real object 90, and a vector
expressing the line-of-sight direction (hereinaiter also des-
ignated the “line-of-sight vector”), as a point (that 1s, the
start point or the end point) on the real object specified by
the user.

[0091] As a specific procedure, first, the user puts on the
input/output apparatus 20, and performs a predetermined
operation (for example, an operation on the operating sec-
tion 207) for registration of the start point while gazing at a
position on the real object 90 to set as the start point of the
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measurement of distance. Receiving the operation, the sys-
tem estimates the three-dimensional position in the real
space that the user 1s gazing at, and registers the estimated
position as the start point. Additionally, at this time, the
system may present a virtual object V11 indicating the start
point to the user through the 1nput/output apparatus 20 (for
example, the output section 211), such that the virtual object
V11 1s superimposed onto the position in the real space
registered as the start point.

[0092] Adter the registration of the start point 1s com-
pleted, the user performs a predetermined operation for
registration of the end point while gazing at a position on the
real object 90 to set as the end point of the measurement of
distance. Receiving the operation, the system executes reg-
istration of the end point, similarly to the case of the start
point. Additionally, at this time, the system may present a
virtual object V13 indicating the end point to the user
through the mmput/output apparatus 20, such that the virtual
object V13 i1s superimposed onto the position 1n the real
space registered as the end point.

[0093] Additionally, on the basis of the estimation result of
the three-dimensional position of each of the registered start
point and end point, the system measures (computes) the
distance between the start point and the end point, and
presents display information V17 indicating the measure-
ment result to the user through the input/output apparatus 20
(for example, the output section 211). For example, FIG. 3
illustrates an example of the display information presented
according to the distance measurement result. According to
such a configuration, the user becomes able to measure
distance in the real space by a simpler operation using the
input/output apparatus 20, without measuring the distance
by actually using a tool such as a ruler or a tape measure.

[0094] In addition, at this time, the system may also
present display information indicating the scale (dimen-
sions) 1n the real space. For example, in the example
illustrated in FIGS. 2 and 3, after the registration of the start
point, the system presents virtual objects V15a and V135
shaped like a tape measure between the start point and the
position where the user’s line of sight 1s pointed, in accor-
dance with the movement of the user’s line of sight. Spe-
cifically, by presenting the virtual object V15a correspond-
ing to the case of the tape measure, the system indicates the
position 1n the real space where the user’s line of sight 1s
pointed. Also, between the registered start point and virtual
object V15a, the system presents the virtual object V155,
which 1s band-shaped and denoted with scale marks in
accordance with the dimensions 1n the real space. According
to such control, the user becomes able to measure a distance
in the real space by an operation through the input/output
apparatus 20, with a feeling similar to the case of actually
measuring the distance using a tool such as a ruler or a tape
measure. Note that in the following description, the position
where the user’s line of sight 1s pointed 1s designated the
“gaze point”, and the position acting as the base point of the
line of sight (for example, the position corresponding to the
eyes, or 1 other words, the position of the input/output
apparatus 20) 1s designated the “viewpoint” in some cases.

[0095] The above references FIGS. 2 and 3 to describe an

example of a method of measuring distance in a real space
using the information processing system according to the
present embodiment.
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<2.2. Functional Configuration>

[0096] Next, FIG. 4 will be referenced to describe an
example of the functional configuration of the mnformation
processing system according to the present embodiment.
FIG. 4 1s a block diagram illustrating an example of the
functional configuration of the information processing sys-
tem according to the present embodiment.

[0097] Asillustrated in FIG. 4, the information processing
system 1 according to the present embodiment includes an
input/output apparatus 20 and an information processing
apparatus 10. for example. Note that the input/output appa-
ratus 20 corresponds to the input/output apparatus 20
described with reference to FIG. 1.

[0098] First, the description will focus on the configura-
tion of the input/output apparatus 20. As 1illustrated 1n FIG.
4, the input/output apparatus 20 includes a first 1maging
section 201, a second 1imaging section 203, an mput section
205, and an output section 211. In addition, the input section
205 1ncludes an operating section 207. In addition, the input
section 205 may include a sound collection section 209.
[0099] Note that the first imaging section 201 corresponds
to the first imaging sections 201a and 2015 illustrated in
FIG. 1. Also, the second imaging section 203 corresponds to
the second 1maging sections 203a and 2035 illustrated in
FIG. 1. Also, the operating section 207 and the output
section 211 respectively correspond to the operating section
207 and the output section 211 illustrated 1n FIG. 1.
[0100] The first imaging section 201 1s configured as what
1s called a stereo camera and captures 1mages of a subject
from multiple diflerent positions, or in other words, an
image of the subject from a viewpoint corresponding to the
right-eye side, and an 1image of the subject from a viewpoint
corresponding to the left-eye side. Note that 1n the following
description, the image captured from the viewpoint corre-
sponding to the right-eye side 1s also designated the “right-
eye 1mage”’, and the image captured from the viewpoint
corresponding to the left-eye side 1s also designated the
“left-eye 1image”. Subsequently, the first imaging section 201
outputs the captured right-eye image and left-eye image to
the information processing apparatus 10.

[0101] The second imaging section 203 captures an image
of the eyeball of the user wearing the mput/output apparatus
20, and outputs the captured image to the information
processing apparatus 10. Note that at this time, the second
imaging section 203 may capture an image of the eyeball of
cach of the user’s right and left eyes, and output each image
to the information processing apparatus 10.

[0102] In the case of receiving an operation from the user,
the operating section 207 outputs control information indi-
cating the content of the operation to the information pro-
cessing apparatus 10. Also, the sound collection section 209
collects sound such as the uses voice, and outputs a sound
signal based on the sound collection result of such sound to
the information processing apparatus 10.

[0103] The output section 211 1s configured as what 1is
called a display or the like, and displays display information,
such as 1images and the like, on the basis of control from the
information processing apparatus 10. For example, as
described earlier with reference to FIG. 1, the output section
211 may be configured as what 1s called a. transmissive
display.

[0104] Next, the description will focus on the configura-
tion of the information processing apparatus 10. As 1illus-
trated i FIG. 4, the information processing apparatus 10
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includes a depth detection section 101, a position and
attitude estimation section 103, a line of sight detection
section 105, a gaze point detection section 107, a trigger
detection section 109, a reference point estimation section
111, a distance computation section 113, and an output
control section 115.

[0105] The depth detection section 101 acquires, from the
first 1maging section 201, the right-eye image and the
left-eye 1image captured by the first imaging section 201. O
the basis of the parallax between the nght-eye image and the
left-eye 1mage, the depth detection section 101 computes the
distance (that 1s, the depth) between the 1mput/output appa-
ratus 20 and the subject captured 1n the nght-eye image and
the left-eye image. Subsequently, the depth detection section
101 outputs the acquired images of the subject (for example,
the night-eye 1image and the left-eye i1mage) and depth
information indicating the computed depth (for example,
information indicating a mesh surface based on the depth
measurement result) to the position and attitude estimation
section 103. In addition, the depth detection section 101
outputs the depth information to the gaze point detection
section 107.

[0106] The position and attitude estimation section 103 is
a configuration for executing a process related to the esti-
mation of the position and the attitude of the mput/output
apparatus 20 1n the real space (a process related to what 1s
called localization).

[0107] Specifically, the position and attitude estimation
section 103 acquires the images of the subject and the depth
information from the depth detection section 101. The
position and attitude estimation section 103, by performing
analysis processing on each acquired image, recognizes a
body (real object) captured as the subject 1n the 1image. At
this time, the position and attitude estimation section 103
may compute feature quantities on the basis of features (for
example, features such as the shape and pattern) of the body
captured 1n the images, for example, cross-reference with
information 1ndicating the feature quantities of known bod-
ies, and thereby recognize the body captured in the 1mage.

[0108] Next, the position and attitude estimation section
103 estimates the relative position and attitude of the mput/
output apparatus 20 with respect to the real object, on the
basis of the recognition result of the real object captured in
the acquired image. and the acquired depth information (that
1s, the information indicating the distance between the
input/output apparatus 20 and the real object). Note that at
this time, the position and attitude estimation section 103
may also estimate the relative position and attitude of the
input/output apparatus 20 with respect to the recognized real
object on the basis of SLAM. In this case, the position and
attitude estimation section 103 may acquire information
indicating changes in the position and the attitude of the
input/output apparatus 20 from a predetermined detection
section which 1s not illustrated (such as an acceleration
sensor and an angular velocity sensor provided in the
input/output apparatus 20, for example), and use the infor-
mation for localization (that 1s, estimation of the position

and the attitude of the input/output apparatus 20 with respect
to the real object) based on SLAM.

[0109] Subsequently, the position and attitude estimation
section 103 outputs information indicating the estimation
result of the position and the attitude of the input/output
apparatus 20 in the real space to the reference point estima-
tion section 111. Additionally, the position and attitude
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estimation section 103 outputs information indicating the
recognition result of the real object and information 1ndi-
cating the estimation result of the position and the attitude of
the input/output apparatus 20 1n the real space to the output
control section 115.

[0110] The line of sight detection section 1035 acquires,
from the second 1imaging section 203, an image of the user’s
eyeball captured by the second imaging section 203. The
line of sight detection section 105, by performing analysis
processing on the acquired image, recognizes the direction
in which the eyeball captured in the image 1s facing. On the
basis of the recognition result of the direction in which the
cyeball captured in the 1mage 1s facing, and the positional
relationship between the eyeball of the second imaging
section 203, the line of sight detection section 105 detects
the direction 1n which the eyeball 1s facing in the real space,
that 1s, the line-of-sight direction. Note that obviously 1t 1s
possible to recognize or estimate the positional relationship
between the eyeball and the second 1maging section 203 in
advance, on the basis of the anticipated wear state of the
input/output apparatus 20. In addition, the line-of-sight
direction detected at this time corresponds to a relative
direction based on the position and the attitude of the
input/output apparatus 20. Subsequently, the line of sight
detection section 103 outputs line-of-sight information indi-
cating the detection result of the line-of-sight direction to the
gaze point detection section 107.

[0111] The gaze point detection section 107 acquires the
depth information indicating the depth detection result from
the depth detection section 101. Also, the gaze point detec-
tion section 107 acquires the line-of-sight information 1ndi-
cating the line of sight detection result from the line of sight
detection section 105. Additionally, on the basis of the
acquired depth information and line-of-sight information,
the gaze point detection section 107 detects the position in
the real space at which the user’s line of sight 1s pointing,
(that 1s, the position 1n the real space of the gaze point) as
a relative position based on the position and the attitude of
the input/output apparatus 20.

[0112] Specifically, the gaze point detection section 107
detects a line-of-sight vector on the basis of the line-of-sight
information, and detects the intersection point between the
line-of-sight vector and a mesh surface based on the depth
information (that 1s, three-dimensional position information
about the surface of the real object) as the position 1n the real
space ol the gaze point. Note that, as described earlier, the
position detected at this time 1s a relative position based on
the position and the attitude of the mput/output apparatus 20.
Subsequently, the gaze point detection section 107 outputs
the detected position, that 1s, mmformation indicating the
position 1n the real space of the gaze point (hereimafter also
designated the *“‘gaze point position information™) to the
reference point estimation section 111.

[0113] The trigger detection section 109 acquires, from the
input section 205, mnformation indicating user input through
the input section 205. Additionally, 1n the case 1n which the
acquired information indicating user mput indicates prede-
termined operation content, the trigger detection section 109
treats the user mput as a trigger, and 1ssues an 1nstruction
associated with the operation content to the reference point
estimation section 111. As a specific example, 1n the case 1n
which the acquired information indicating user input indi-
cates the registration of a position 1n the real space to act as
a reference 1n the measurement of distance (hereinaiter also
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designated a “reference point”), like the start point and end
point described earlier or the like, the trigger detection
section 109 treats the user input as a trigger, and instructs the
reference point estimation section 111 to register the refer-
ence point.

[0114] As a specific example, the trigger detection section
109 acquires control information indicating operation con-
tent from the operating section 207, and 1n the case 1n which
the control information indicates an operation for registering,
a reference point, the trigger detection section 109 treats the
operation as a trigger, and instructs the reference point
estimation section 111 to register the reference point.

[0115] Also, as another example, the trigger detection
section 109 may also acquire a sound signal based on a
sound collection result from the sound collection section
209. In this case, the trigger detection section 109 recognizes
content spoken by the user by performing various types of
analysis processing based on what 1s called speech recog-
nition processing and natural language processing on the
acquired sound signal. Additionally, 1n the case in which the
content spoken by the user indicates the registration of a
reference point, the trigger detection section 109 may treat
the recognition result of the spoken content as a trigger, and
instruct the reference point estimation section 111 to register
the reference point.

[0116] The reference point estimation section 111
acquires, from the position and attitude estimation section
103, information indicating the estimation result of the
position and the attitude of the input/output apparatus 20 in
the real space. Also, the reference point estimation section
111 acquires gaze point position information from the gaze
point detection section 107. Additionally, 1n the case of
receiving an 1nstruction related to the registration of a
reference point from the trigger detection section 109, the
reference point estimation section 111 estimates the position
in the real space of a reference point, such as a start point,
end point, or the like, on the basis of the estimation result of
the position and the attitude of the input/output apparatus 20,
and the gaze point position information.

[0117] Specifically, on the basis of the gaze point position
information acquired from the gaze point detection section
107, the reference point estimation section 111 recognizes
the three-dimensional position 1n the real space of the gaze
point as a relative position based on the position and the
attitude of the mput/output apparatus 20. Also, the reference
point estimation section 111 recognizes the position and the
attitude of the input/output apparatus 20 in the real space on
the basis of information acquired from the position and
attitude estimation section 103. With this arrangement, the
reference point estimation section 111 becomes able to
estimate the three-dimensional position 1n the real space of
the gaze point as an absolute position, for example.

[0118] In addition, the reference point estimation section
111 registers a reference point, such as a start point, end
point, or the like, on the basis of an 1nstruction related to the
registration of a reference point from the trigger detection
section 109. For example, in the case of receiving an
instruction related to the registration of a reference point, the
reference point estimation section 111 may register a start
pomnt or an end point, depending on the reference point
registration conditions. More specifically, in the case in
which a start point has not been registered when the mnstruc-
tion 1s received, the reference point estimation section 111
registers the reference point estimated at that time (that 1s,
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the position 1n the real space of a gaze point) as the start
point. Also, in the case 1 which a start point has been
registered when the instruction 1s received, the reference
point estimation section 111 may register the reference point
estimated at that time as the end point.

[0119] Also, as another example, the reference point esti-
mation section 111 may also receive registration-related
instructions individually for each of the start point and the
end poimnt from the trigger detection section 109. For
example, 1n the case of the recognizing that the registration
ol the start point 1s indicated by the user on the basis of an
instruction from the trigger detection section 109, the ret-
erence point estimation section 311 registers the reference
point estimated at that time as the start point. Similarly, in
the case of recognizing that the registration of the end point
1s 1indicated by the user on the basis of an instruction from
the trigger detection section 109, the reference point esti-
mation section 111 may register the reference point esti-
mated at that time as the end point.

[0120] As above, the reference point estimation section
111 registers reference points, such as a start point, end
point, or the like, on the basis of istructions from the trigger
detection section 109, and outputs position nformation
indicating the position 1n the real space of each registered
reference point to the distance computation section 113.
With this arrangement, the distance computation section 113

becomes able to recognize the position 1n the real space of
cach registered reference point.

[0121] Additionally, the reference point estimation section
111 may also successively output information indicating the
position 1n the real space of a gaze point to the distance
computation section 113. With this arrangement, the dis-
tance computation section 113 becomes able to recognize in
real-time the position 1n the real space in which the user’s
line of sight 1s pointed (that 1s, the position 1n the real space
of the gaze point).

[0122] The distance computation section 113 acquires,
from the reference point estimation section 111, position
information indicating the position in the real space of each
registered reference point (for example, the start point and
the end point). On the basis of the position information about
cach registered reference point, the distance computation
section 113 computes the distance between multiple refer-
ence points, and outputs information indicating the distance
computation result to the output control section 115. Addi-
tionally, at this time, the distance computation section 113
may also output information indicating position information
about each registered reference point to the output control
section 115.

[0123] In addition, the distance computation section 113
may also successively acquire information indicating the
position 1n the real space of the gaze point from the reference
point estimation section 111. In this case, the distance
computation section 113 may compute the distance between
a registered reference point (for example, the start point) and
the gaze point, for example, and output mmformation indi-
cating the distance computation result to the output control
section 115. Additionally, at this time, the distance compu-
tation section 113 may also output information indicating the
position 1n the real space of the gaze point to the output
control section 115.
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[0124] The output control section 113 presents, to the user
through the output section 211, a virtual object on the basis
of AR technology such that the virtual object 1s superim-
posed onto the real space.

[0125] Specifically, the output control section 115 acquires
information indicating the recognition result of a real object
and information indicating the estimation result of the
position and the attitude of the input/output apparatus 20 in
the real space from the position and attitude estimation
section 103 With this arrangement, the output control sec-
tion 1135 becomes able to estimate the positional relationship
between the mput/output apparatus 20 and the recognized
real object 1n the real space.

[0126] Additionally, for example, according to the posi-
tional relationship in the real space between the input/output
apparatus 20 and the recognized real object, the output
control section 115 causes the output section 211 to display
a virtual object such that the virtual object 1s superimposed
onto a desired position 1n the real space.

[0127] Note that at this time, the output control section 115
may also execute various types of processing related to the
generation of display information, such as rendering and the
like, 1n order to present a virtual object as computer graphics
(CQG).

[0128] Additionally, the output control section 115 may
also acquire information indicating the distance computation
result from the distance computation section 113, and on the
basis of the information, cause the output section 211 to
display display information corresponding to the distance
computation result. In addition, at this time, the output
control section 115 may also acquire position information
about each registered reference point from the distance
computation section 113, i1n this case, on the basis of the
acquired position information, the output control section 115
may cause the output section 211 to display the display
information such that display information indicating each
reference point 1s superimposed onto the position 1n the real
space ol each reference point.

[0129] Inaddition, the output control section 115 may also
acquire mformation indicating a computation result of the
distance between registered reference points and the gaze
point from the distance computation section 113, and on the
basis of the information, cause the output section 211 to
display display information corresponding to the distance
computation result. Additionally, at this time, the output
control section 115 may also acquire information indicating
the position 1n the real space of the gaze point from the
distance computation section 113. In this case, for example,
the output control section 115 may cause the output section
211 to display display information corresponding to the each
positional relationship between the registered reference

points and the gaze point ({or example, the virtual objects
V15a and V135 as 1illustrated 1n FIGS. 2 and 3).

[0130] Note that the configuration illustrated 1n FIG. 4 1s
merely one example, and the configuration of the informa-
tion processing system 1 1s not necessarily limited to the
example 1illustrated 1n FIG. 4. As a specific example, the
input/output apparatus 20 and the information processing
apparatus 10 may also be configured 1n an integrated man-
ner. Also, as another example, part of the configuration of
the miformation processing apparatus 10 may also be pro-
vided 1n a different apparatus (such as the nput/output
apparatus 20 or an external server, for example) from the
information processing apparatus 10.
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[0131] Also, the above description focuses on a case 1n
which the mput/output apparatus 20 1s configured as what 1s
called a see-through HMD as illustrated in FIG. 1, but as
described earlier, the mput/output apparatus 20 may also be
configured as a video see-through HMD or a retinal projec-
tion HMD. Note that in this case, part of the configuration
and processing of the information processing apparatus 10
obviously may be substituted as necessary. As a specific
example, 1n the case 1n which the input/output apparatus 20
1s configured as a video see-through HMD, it 1s suflicient for
the output control section 115 to cause the output section 211
to display an 1mage in which a virtual object 1s superimposed
onto an 1mage captured by the first imaging section 201.
[0132] Also, in the example described above, an example
of acquiring an 1mage of a body (real object) 1n the real space
and depth information indicating the distance from the
input/output apparatus 20 to the body on the basis of images
captured by a. stereo camera 1s described. On the other hand,
insofar as 1t 1s possible to acquire an 1mage of the body 1n
the real space and depth information indicating the distance
from the input/output apparatus 20 to the body, the configu-
ration for acquiring the 1image and the depth information 1s
not particularly limited. For example, a distance measure-
ment section for measuring the distance may also be pro-
vided apart from the 1maging section for acquiring an image
of the body 1n the real space. Note that the configuration of
the distance measurement section obviously 1s not particu-
larly limited. As a more specific example, the distance from
the input/output apparatus to the body may be measured on
the basis of a methods such as motion parallax, time of tlight
(TOF), and structured light.

[0133] Herein, TOF refers to a method of projecting light
such as infrared rays onto the subject and measuring, for
cach pixel, the time for the contributed light to be reflected
by the subject and return, and thereby obtaining an image
(also called a depth map) including the distance (depth) to
the subject on the basis of the measurement results. Also,
structure light 1s a method of 1rradiating the subject with a
pattern by light such as infrared rays and capturing an image
and on the basis of changes in the pattern obtained from the
imaging result, obtaining a depth map including the distance
(depth) to the subject. Also, motion parallax refers to a
method of estimating the distance to the subject on the basis
of parallax, even with what 1s called a monocular camera.
Specifically, by moving the camera, the subject 1s captured
from mutually different viewpoints, and the distance to the
subject 15 measured on the basis of the parallax between the
captured 1mages. Note that by recognizing the motion dis-
tance and motion direction of the camera with various
sensors at this time, 1t 1s possible to measure the distance to
the subject more precisely. Note that the configuration of the
imaging section (such as a monocular camera or stereo
camera, for example) may be changed in accordance with
the distance measuring method.

[0134] The above references FIG. 4 to describe an
example of a functional configuration of the information
processing system according to the present embodiment.

<1.4. Processes>

[0135] Next, FIG. 5 will be referenced to describe an
example of the tlow of a series of processes of the infor-
mation processing system according to the present embodi-
ment, with particular focus on processes related to the
information processing apparatus 10. FIG. 5 1s a tlowchart
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illustrating an example of the tlow of a series of processes
ol the information processing system according to the pres-
ent embodiment.

[0136] First, on the basis of the right-eye image and the
left-eye 1image captured by the first imaging section 201, the
information processing apparatus 10 (depth detection sec-
tion 101) computes the distance (depth) between the mnput/
output apparatus 20 and the captured subject (that 1s, the real
object). With this arrangement, an 1image of the real object
and depth information indicating the distance between the

input/output apparatus 20 and the real object are acquired
(S101).

[0137] Next, on the basis of the acquired image and depth
information, the information processing apparatus 10 (posi-
tion and attitude estimation section 103) estimates the rela-
tive position and attitude of the mput/output apparatus 20
with respect to the real object captured 1n the 1mage. Also,
at this time, the position and attitude estimation section 103
may also estimate the relative position and attitude of the
input/output apparatus 20 with respect to the recognized real
object on the basis of SLAM (5103). Note that the method
of estimating the relative position and attitude of the mput/
output apparatus 20 with respect to the body 1s as described
carlier as a process of the position and attitude estimation
section 103.

[0138] In addition, the information processing apparatus
10 (line of sight detection section 105) detects the line-oi-
sight direction on the basis of an 1mage of the user’s eyeball
captured by the second imaging section 203, and the posi-
tional relationship between the eyeball and the second
imaging section 203 (5105).

[0139] Next, on the basis of detection result of the line-
of-sight direction and the acquired depth information, the
information processing apparatus 10 (gaze point detection
section 107) detects the position 1n the real space at which
the user’s line of sight 1s pointing (that 1s, the position 1n the
real space of the gaze point) as a relative position based on
the position and the attitude of the input/output apparatus 20.
In addition, on the basis of the detection result of the position
in the real space of the gaze point and estimation result of the
position and the attitude of the input/output apparatus 20 in
the real space, the information processing apparatus 10
(reference point estimation section 111) estimates the three-

dimensional position 1n the real space of the gaze point as an
absolute position (S107).

[0140] Note that as long as a predetermined trigger based
on user input through the input section 205 1s not detected
(5109, NO). the information processing apparatus 10 suc-
cessively executes the series of processes indicated by the
reference signs from S101 to S107. Additionally, 1n the case
in which the predetermined trigger based on user input 1s
detected (5109, YES), the information processing apparatus
10 executes a process related to the registration of the start
point and the end point.

[0141] Forexample, inthe case in which the start point has
not been registered (S111, NO), the information processing
apparatus 10 (reference point estimation section 111) regis-
ters the three-dimensional position in the real space of the
gaze point at the time the trigger 1s detected as the start point
(S113). After the registration of the start point, the informa-
tion processing apparatus 10 (distance computation section
113) computes the distance from the registered start point to
the current gaze point (S115).
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[0142] In addition, in the case in which the start point
already has been registered (S111, YES), the information
processing apparatus 10 (reference point estimation section
111) registers the three-dimensional position in the real
space of the gaze point at the time the trigger 1s detected as
the end point (S117). In this case, the mnformation processing,
apparatus 10 (distance computation section 113) computes
the distance from the registered start point to the end point.
Subsequently, the information processing apparatus 10 (out-
put control section 115) causes the output section 211 of the
input/output apparatus 20 to display display information
based on the distance computation result.

[0143] The information processing apparatus 10 executes
the series of processes described above (5121, NO) until
istructed by the user to end the process (for example, end
an application). Additionally, when instructed by the user to
end the process (S121, YES), the information processing
apparatus 10 ends the series of processes described above.

[0144] The above references FIG. 5 to describe an
example of the tlow of a series of processes of the infor-
mation processing system according to the present embodi-
ment, with particular focus on the processes of the infor-
mation processing apparatus 10.

<2.4. Evaluation>

[0145] As described above, 1n the information processing
system according to the present embodiment, the user first
puts on the mput/output apparatus 20, and specifies a start
point and an end point of the measurement of a distance in
the real space by line of sight. At this time, the information
processing apparatus 10 estimates the position in the real
space ol a reference point, such as a start point, end point,
or the like, on the basis of each image captured from
multiple different viewpoints by the mput/output apparatus
20, and the estimation result of the position and the attitude
ol the input/output apparatus 20 at each viewpoint. Also, on
the basis of the estimation result of the position in the real
space of each of the start pont and the end point, the
information processing apparatus 10 computes (measures)
the distance between the start pomnt and the end point.
Subsequently, the information processing apparatus 10 pres-
ents display information based on the computation result of
the distance between the start point and the end point to the
user through the mmput/output apparatus 20. According to
such a configuration, the user becomes able to measure
distance 1n the real space by a simpler operation using the
input/output apparatus 20, without measuring the distance
by actually using a tool such as a ruler or a tape measure.
[0146] In addition, in the information processing system
according to the present embodiment, during the series of
operations related to the measurement of distance 1n the real
space, the position and the attitude of the input/output
apparatus 20 are estimated successively on the basis of
localization technology such as SLAM or the like. Accord-
ing to such a configuration, in the case of registering each
reference point, such as the start point, end point, or the like,
it becomes possible to estimate the position in the real space
ol the reference point based on the position and the attitude
of the input/output apparatus 20 at the time of the registra-
tion (in other words, the viewpoint at the time of the
registration). For this reason, according to the system
according to the present embodiment, 1t becomes possible to
estimate the distance between the start point and the end
point, even 1n cases 1 which 1t 1s diflicult to keep each of the
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positions 1n the real space to register as the start point and
the end point contained at the same time inside the image
captured by the mput/output apparatus 20. Note that situa-
tions 1 which it 1s diflicult to keep each of the positions in
the real space to register as the start point and the end point
contained at the same time inside the image include, for
example, the case 1n which the start point and the end point
are relatively distant, the case 1n which an obstruction exists
between the start point and the end point, and the like.

[0147] Note that the example described above describes an
example of a case 1n which the distance between a start point
and an end point 1s measured by registering the start point
and the end point as reference points, but the configuration
1s not necessarily limited to only the same mode. As a
specific example, the information processing system accord-
ing to the present embodiment may also be configured such
that three or more reference points can be registered, and the
distance between each of the registered three or more
reference points can be measured. As a more specific
example, 1n the case 1n which, after an end point 1s regis-
tered, a different end point 1s newly registered, the informa-
tion processing apparatus 10 may treat the previously reg-
istered end point as a waypoint, and compute the distance
between the start point and the waypoint, and the distance
between the waypoint and the newly registered end point.
Also, the number of waypoints 1s not limited to one, and
multiple waypoints may be registered. The same applies to
the information processing system according to the other
embodiments and modifications described later.

«3. Second Embodiment»

[0148] Next, an example of an information processing
system according to the second embodiment of the present
disclosure will be described.

<3.]1. Measurement Method>

[0149] First, FIG. 6 will be referenced to describe an
example of a method of measuring distance 1n a real space
using the iformation processing system according to the
present embodiment. For example, FIG. 6 1s an explanatory
diagram for explamning an overview of the information
processing system according to the present embodiment, and
illustrates an example of a method of measuring distance 1n
a real space. Note that in FIG. 6, to make the features of the
information processing system according to the present
embodiment easier to understand, both a real object and a
virtual object are presented together.

[0150] The mnformation processing system according to
the present embodiment detects the line of sight of the user
wearing the mput/output apparatus 20, and on the basis of
the detection result of the line of sight, presents a virtual
object V19 for specilying a reference point, such as a start
point, end point, or the like, to the user through the input/
output apparatus 20. For example, in the example 1llustrated
1n

[0151] FIG. 6, arrow-shaped virtual objects V19a and
V19b that indicate the line-of-sight direction of the user are
presented. The user, by adjusting the direction and length of
the virtual object V19 presented in accordance with the
detection result of one’s Own line of sight on the basis of
operations through the input/output apparatus 20, specifies
the start point and the end point of a measurement of
distance in the real space.



US 2023/0417538 Al

[0152] Specifically, first, the user puts on the input/output
apparatus 20 and gazes at a position 1n the real space to
register as the start point, as 1llustrated by the reference sign
P11, and performs a predetermined operation related to the
placement of the wvirtual object V19 with respect to the
input/output apparatus 20. Receiving the operation, the
system detects the user’s line of sight, and presents a virtual
object V19a corresponding to the detected line-of-sight
direction (that 1s, line-of-sight vector) to the user through the
input/output apparatus 20 such that the virtual object V19a
1s superimposed onto the real space.

[0153] Subsequently, as illustrated as the reference sign
P12, the user references the virtual object V19a presented as
through superimposed onto the real space from a diflerent
viewpoint (for example, a diflerent angle), and by an opera-
tion via the mput/output apparatus 20, adjusts the direction
and the length of the virtual object V19a4. By such an
operation, the user specifies the position 1n the real space to
register as the start point with the virtual object V19a.
Receiving this operation, the system registers the position 1n
the real space specified by the virtual object V19q as the start
point. For example, 1n the example illustrated 1n FIG. 6, the
system registers the position in the real space that the
arrow-shaped virtual object V194 1s pointing to as the start
point.

[0154] In addition, the user registers an end point by a
similar method as the start point. For example, as illustrated
as the reference sign P13, the user gazes at a position in the
real space to register as the end point, and performs a
predetermined operation. Receiving the operation, the sys-
tem detects the user’s line of sight, and presents a virtual
object V195 to the user in accordance with the detection
result. Additionally, the user references the presented virtual
object V19b from a different viewpoint, and by an operation
via the mput/output apparatus 20, adjusts the direction and
the length of the virtual object V195 to thereby specily the
position 1n the real space to register as the end point.
Subsequently, the system registers the position 1n the real
space that the arrow-shaped virtual object V195 1s pointing
to as the end point.

[0155] Note that the operations after the registration of the
start point and the end point are similar to the first embodi-
ment described above. Namely, on the basis of the three-
dimensional position of each of the registered start point and
end point, the system measures (computes) the distance
between the start point and the end point, and presents
various display information according to the measurement
result to the user through the input/output apparatus 20.
According to such a configuration, the user becomes able to
measure distance in the real space by a simpler operation
using the input/output apparatus 20, without measuring the
distance by actually using a tool such as a ruler or a tape
measure.

[0156] Also, in the information processing system accord-
ing to the present embodiment, by adjusting the direction
and the length of the virtual object V19, the position 1n the
real space to register as a reference point, such as a start
point, end point, or the like, 1s specified. For this reason, in
the information processing system according to the present
embodiment, unlike the information processing system
according to the first embodiment, 1t 1s also possible to
register a position 1n the real space where a real object does
not exist as a reference point.
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[0157] The above references FIG. 6 to describe an
example of a method of measuring distance in a real space
using the information processing system according to the
present embodiment.

<3.2. Process>

[0158] Next, FIGS. 7 to 9 will be referenced to describe an
example of the flow of a series of processes of the infor-
mation processing system according to the present embodi-
ment, with particular focus on the processes of the infor-
mation processing apparatus 10. FIGS. 7 to 9 are tlowcharts
illustrating an example of the tlow of a series of processes
of the information processing system according to the pres-
ent embodiment. Note that the basic functional configuration
ol the information processing system according to the pres-
ent embodiment 1s similar to the system according to the first
embodiment described earlier (see FIG. 4), but the process-
ing 1n part of the configuration 1s different. Accordingly, 1n
this description, the characteristics of the information pro-
cessing system according to the present embodiment will be
described 1n further detail, with particular focus on the
processing that differs from the information processing
system according to the first embodiment described earlier.

[0159] Note that the processes illustrated by the reference
signs from S101 to S107 are similar to the information
processing system according to the first embodiment
described earlier (see FIG. 5), Namely, on the basis of the
right-eye 1mage and the left-eye image captured by the first
imaging section 201, the information processing apparatus
10 (depth detection section 101) acquires an image of a real
object and depth information indicating the distance
between the input/output apparatus 20 and the real object
(5101). Next, on the basis of the acquired image and depth
information, the information processing apparatus 10 (posi-
tion and attitude estimation section 103)estimates the rela-
tive position and attitude of the mput/output apparatus 20
with respect to the real object captured in the 1mage (S103).
In addition, the information processing apparatus 10 (line of
sight detection section 105) detects the line-of-sight direc-
tion on the basis of an 1image of the user’s eyeball captured
by the second imaging section 203, and the positional
relationship between the eyeball and the second 1maging
section 203 (S103). Also, on the basis of detection result of
the line-of-sight direction and the acquired depth informa-
tion, the mmformation processing apparatus 10 (gaze point
detection section 107) detects the position 1n the real space
of the gaze point as a relative position based on the position
and the attitude of the input/output apparatus 20. In addition,
on the basis of the detection result of the position in the real
space ol the gaze point and estimation result of the position
and the attitude of the input/output apparatus 20 1n the real
space, the information processing apparatus 10 (reference
point estimation section 111) estimates the three-dimen-
sional position in the real space of the gaze point as an
absolute position (S107). Also, at this time, the information
processing apparatus 10 (reference point estimation section
111) may also estimate the three-dimensional position and
direction 1 the real space of a vector connecting the
input/output apparatus 20 and the gaze point other words,
the line-of-sight vector) as an absolute position.

[0160] Note that as long as a predetermined trigger based
on user input through the input section 205 1s not detected

(5123, NO and S125, NO), the information processing
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apparatus 10 successively executes the series of processes
indicated by the reference signs from S101 to S107.

[0161] Also, in the case of detecting a trigger for adjusting
a reference point (S123. YES), the information processing
apparatus 10 executes each process related to the adjustment
ol a reference point, such as a start point, end point, or the
like (S150). For example, FIG. 8 1s a flowchart illustrating
an example of the flow of a series of processes related to the
adjustment of a reference point.

[0162] Specifically, the information processing apparatus
10 (display control section 115) presents a virtual object V19
for specilying a reference point to the user through the
output section 211 of the iput/output apparatus 20, 1n
accordance with the three-dimensional position and direc-
tion 1n the real space of a vector connecting the input/output
apparatus 20 and the gaze point (S151).

[0163] Next, in the case 1n which a start point has not been
registered (5153, NO), the information processing apparatus
10 (reference point estimation section 111) adjusts the
three-dimensional position of a reference point to be regis-
tered as the start point, 1n accordance with an adjustment
result of the direction and the length of the virtual object V19
based on user mput. In other words, the information pro-
cessing apparatus 10 recognizes the three-dimensional posi-
tion that the virtual object V19 of adjusted direction and
length 1s pointing to as the adjusted position of the reference
point (S155). After the adjustment of the position of the
reference point to be registered as the start point, the
information processing apparatus 10 (distance computation
section 113) computes the distance from the reference point
with the adjusted position to the current gaze point (S157).

[0164] Also, in the case 1n which a start point already has
been registered (S153, YES), the information processing
apparatus 10 (reference point estimation section 111) adjusts
the three-dimensional position of a reference point to be
registered as the end point, in accordance with an adjustment
result of the direction and the length of the virtual object V19
based on user mput. In other words, the information pro-
cessing apparatus 10 recognizes the three-dimensional posi-
tion that the virtual object V19 of adjusted direction and
length 1s pointing to as the adjusted position of the reference
point (S159), 1n this case, the information processing appa-
ratus 10 (distance computation section 113) computes the
distance from the start point to the reference point with the
adjusted position (that 1s, the reference point to be registered
as the end point), and causes the output section 211 of the
input/output apparatus 20 to display display information

based on the distance computation result.

[0165] Also, as illustrated 1n FIG. 7. 1n the case of detect-
ing a trigger for registering a reference point (S123, NO and
S125, YES), the information processing apparatus 10
executes processes related to the registration of a reference
point, such as a start point, end point, or the like, and the
measurement of the distance (5170). For example, FIG. 9 1s
a flowchart 1llustrating an example of the flow of a series of
processes related to the registration of a reference point and
the measurement of the distance.

[0166] Specifically, in the case 1n which the start point has
not been registered (S171, NO), the information processing,
apparatus 10 (reference point estimation section 111) regis-
ters the three-dimensional position in the real space of the
gaze point at the time the trigger 1s detected (that 1s, the
position that the virtual object V19 1s pointing to) as the start
point (S173). After the registration of the start, point, the
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information processing apparatus 10 (distance computation
section 113) computes the distance from the registered start
point to the current gaze point (S175).

[0167] Also, 1n the case in which the start point already
has been registered (8171, YES), the information processing
apparatus 10 (reference point estimation section 111) regis-
ters the three-dimensional position in the real space of the
gaze point at the time the trigger 1s detected (that 1s, the
position that the virtual object V19 1s pointing to) as the end
point (S177). In this case, the information processing appa-
ratus 10 (distance computation section 113) computes the
distance from the registered start point to the end point, and
causes the output section 211 of the mput/output apparatus
20 to display display information based on the distance
computation result.

[0168] Additionally, as illustrated in FIG. 7, the informa-
tion processing apparatus 10 executes the series of processes
described above (5127, NO) until instructed by the user to
end the process (for example, end an application). Addition-
ally, when 1nstructed by the user to end the process (S127,
YES), the information processing apparatus 10 ends the
series of processes described above.

[0169] The above references FIGS. 7 to 9 to describe an
example of the flow of a series of processes of the infor-
mation processing system according to the present embodi-
ment, with particular focus on the processes of the infor-
mation processing apparatus 10.

<3 3. Evaluation>

[0170] As described above, 1n the information processing
system according to the present embodiment, the informa-
tion processing apparatus 10 detects the line of sight. of the
user wearing the iput/output apparatus 20, and on the basis
of the detection result of the line of sight, presents a virtual
object V19 for specitying a reference point, such as a start
point, end point, or the like, to the user through the mmput/
output apparatus 20. The user, by adjusting the direction and
length of the virtual object V19 presented 1n accordance with
the detection result of one’s own line of sight on the basis of
operations through the input/output apparatus 20, specifies
the start point and the end point of a measurement of
distance in the real space. The information processing appa-
ratus 10 recognizes the three-dimensional positions of the
start point and the end point according to the position 1n the
real space that the virtual object V19 of adjusted direction
and length 1s pointing to, and computes (measures) the
distance between the start point and the end point. Subse-
quently, the information processing apparatus 10 presents
display information based on the computation result of the
distance between the start point and the end point to the user
through the input/output apparatus 20. According to such a
configuration, the user becomes able to measure distance 1n
the real space by a simpler operation using the mput/output
apparatus 20, without measuring the distance by actually
using a tool such as a ruler or a tape measure.

[0171] Also, 1n the information processing system accord-
ing to the present embodiment, by adjusting the direction
and the length of the virtual object V19, the position 1n the
real space to register as a reference point, such as a start
point, end point, or the like, 1s specified. For this reason, in
the information processing system according to the present
embodiment, unlike the information processing system
according to the first embodiment, 1t 1s also possible to
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register a position 1n the real space where a real object does
not exist as a reference point.

[0172] «4. Third Embodiment»

[0173] Next, an example of an information processing
system according to the third embodiment of the present
disclosure will be described.

[0174] <4.1. Measurement Method>

[0175] First, FIGS. 10 and 11 will be referenced to
describe an example of a method of measuring distance in a
real space using the information processing system accord-
ing to the present embodiment. For example, FIGS. 10 and
11 are explanatory diagrams for explaining an overview of
the information processing system according to the present
embodiment, and 1llustrates an example of a method of
measuring distance 1n a real space. Note that in FIGS. 10 and
11, to make the features of the imformation processing
system according to the present embodiment easier to under-
stand, both a real object and a virtual object are presented
together.

[0176] For example, as illustrated in FIG. 10, in the
information processing system according to the present
embodiment, the user causes the mput/output apparatus 20
to touch or approach a desired position on the real object 90,
and thereby specifies the start point and the end point of a
measurement of distance 1n the real space.

[0177] Specifically, first, as illustrated by the reference
sign P21, the user causes the mput/output apparatus 20 to
touch or approach a position 1n the real space to register as
the start point, and performs a predetermined operation
related to the registration of the start point with respect to the
input/output apparatus 20. Receiwving the operation, the
system estimates the three-dimensional position in the real
space that 1s touched or approached by the input/output
apparatus 20 on the basis of the position and the attitude of
the input/output apparatus 20 and the distance (depth)
between the mput/output apparatus 20 and the real object 90,
and registers the estimated position as the start point.

[0178] Also, the registration of the end point 1s similar to
the case of the start point. For example, as 1llustrated by the
reference sign P22, the user causes the input/output appa-
ratus 20 to touch or approach a position 1n the real space to
register as the end point, and performs a predetermined
operation related to the registration of the end point with
respect to the mnput/output apparatus 20. Receiving the
operation, the system estimates the three-dimensional posi-
tion 1n the real space that 1s touched or approached by the
input/output apparatus 20 on the basis of the position and the
attitude of the input/output apparatus 20 and the distance
(depth) between the input/output apparatus 20 and the real
object 90, and registers the estimated position as the end
point.

[0179] Note that the operations after the registration of the
start point and the end point are similar to each embodiment
described above. Namely, on the basis of the three-dimen-
sional position of each of the registered start point and end
point, the system measures (computes) the distance between
the start point and the end point, and presents various display
information according to the measurement result to the user
through the input/output apparatus 20. According to such a
configuration, the user becomes able to measure distance 1n
the real space by a simpler operation using the mnput/output
apparatus 20, without measuring the distance by actually
using a tool such as a ruler or a tape measure.
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[0180] Also, in the system according to the present
embodiment, a terminal apparatus 30 like what 1s called a
smartphone, a tablet terminal, or the like may also be used
instead of the input/output apparatus 20 as the apparatus for
measuring distance 1n the real space. For example, FIG. 11
illustrates an overview of a procedure 1n the case of using the
terminal apparatus 30 to measure distance in the real space
in the information processing system according to the pres-
ent embodiment. Note that 1n the mformation processing
system according to the present embodiment, similarly to
the input/output apparatus 20, 1t 1s assumed that the terminal
apparatus 30 1s configured to be capable of acquiring an
image of a real object, and depth information indicating the
distance between the terminal apparatus 30 and the real
object.

[0181] For example, in the example illustrated in FIG. 11,
as 1llustrated by the reference sign P31, the user causes the
terminal apparatus 30 to touch or approach a position 1n the
real space to register as the start point, and performs a
predetermined operation related to the registration of the
start point with respect to the terminal apparatus 30. Rece1v-
ing the operation, the system estimates the three-dimen-
sional position i the real space that 1s touched or
approached by the terminal apparatus 30 on the basis of the
position and the attitude of the terminal apparatus 30 and the
distance (depth) between the terminal apparatus 30 and the

real object 90, and registers the estimated position as the
start point.
[0182] Also, the registration of the end point 1s similar to

the case of the start point. For example, as 1llustrated by the
reference sign P32, the user causes the terminal apparatus 30
to touch or approach a position 1n the real space to register
as the end point, and performs a predetermined operation
related to the registration of the end point with respect to the
terminal apparatus 301 Receiving the operation, it 1s suili-
cient for the system to estimate the three-dimensional posi-
tion 1n the real space that 1s touched or approached by the
terminal apparatus 30 on the basis of the position and the
attitude of the terminal apparatus 30 and the distance (depth)
between the terminal apparatus 30 and the real object 90,
and register the estimated position as the end point.

[0183] FIGS. 10 and 11 has been referenced to describe an
example of a method of measuring distance 1n a real space
using the iformation processing system according to the
present embodiment.

<4.2. Functional Configuration>

[0184] Next, FIG. 12 will be referenced to describe an

example of the functional configuration of the information
processing system according to the present embodiment.
FIG. 12 1s a block diagram illustrating an example of the
functional configuration of the information processing sys-
tem according to the present embodiment. Note that 1n this
description, as illustrated 1n FIG. 11, the functional configu-
ration of the information processing system according to the
present embodiment will be described with focus on the case
of using the terminal apparatus 30 to measure distance 1n the
real space.

[0185] As illustrated 1n FIG. 12, the information process-
ing system 2 according to the present embodiment 1includes
a terminal apparatus 30 and an information processing
apparatus 40, for example. Note that the terminal apparatus
30 corresponds to the terminal apparatus 30 1llustrated 1n

FIG. 11.
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[0186] First, the description will focus on the configura-
tion of the terminal apparatus 30. As illustrated 1n FIG. 12,
the terminal apparatus 30 includes an 1maging section 301,
an 1put section 303, and an output section 303.

[0187] The imaging section 301 1s configured as what 1s
called a stereo camera and captures 1images of a subject from
multiple different positions, or 1n other words, an 1image of
the subject from a viewpoint corresponding to the right-eye
side (that 1s, a night-eye 1mage), and an image of the subject
from a viewpoint corresponding to the left-eye side (that 1s,
a left-eye 1mage). Subsequently, the imaging section 301
outputs the captured right-eye 1mage and left-eye 1mage to
the information processing apparatus 40.

[0188] Forexample, the imnput section 303 1s configured by
an 1nput interface like a. touch panel, a button, or the like.
In the case of receiving an operation from the user, the input
section 303 outputs control information indicating the con-
tent of the operation to the information processing apparatus
40. Note that, similarly to the input/output apparatus 20 (see
FIG. 4) according to the first embodiment described earlier,
the terminal apparatus 30 may also include a sound collec-
tion section for collecting the user’s voice.

[0189] The output section 305 1s configured as a display or
the like, and displays display information, such as 1mages
and the like, on the basis of control from the information
processing apparatus 40.

[0190] Note that the terminal apparatus 30 may also be
provided with a detection section (omitted from 1llustration)
for acquiring information that indicates changes in the
position and the attitude of the terminal apparatus 30. like an
acceleration sensor, an angular velocity sensor, and the like,
for example.

[0191] Next, the description will focus on the configura-
tion of the information processing apparatus 40, As 1llus-
trated 1n FIG. 12, the mformation processing apparatus 40
includes a depth detection section 401, a position and
attitude estimation section 403, a trigger detection section
405, a reference point estimation section 407, a distance
computation section 409, and an output control section 411.
Note that the depth detection section 401, the position and
attitude estimation section 403, and the trigger detection
section 405 correspond to the depth detection section 101,
the position and attitude estimation section 103, and the
trigger detection section 109 in the information processing,
apparatus 10 (see FIG. 4) according to the first and second
embodiments described earlier.

[0192] In other words, on the basis of the nght-eye image
and the left-eye image captured by the imaging section 301.
the depth detection section 401 acquires an 1mage of the
subject and depth information indicating the distance
between the terminal apparatus 30 and the subject. Subse-
quently, the depth detection section 401 outputs the acquired
image of the subject and depth information to the position
and attitude estimation section 403. Note that the depth
detection section 401 may also output the depth information
to the reference point estimation section 407.

[0193] The position and attitude estimation section 403 1s
a configuration for executing processes related to estimating
the position and the attitude of the terminal apparatus 30 in
the real space (also called localization-related processes). In
other words, the position and attitude estimation section 403
acquires the 1mage of the subject and the depth information
from the depth detection section 401, and on the basis of the
acquired 1mage and depth information, recognizes a real
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object captured as the subject 1n the image. Additionally, on
the basis of the recognition result of the real object and the
acquired depth information, the position and attitude esti-
mation section 403 estimates the relative position and atti-
tude of the terminal apparatus 30 with respect to the real
object. Note that at this time, the position and attitude
estimation section 403 may also estimate the relative posi-
tion and attitude of the terminal apparatus 30 with respect to
the recognized real object on the basis of SLAM. Subse-
quently, the position and attitude estimation section 403
outputs information indicating the estimation result of the
position and the attitude of the terminal apparatus 30 in the
real space to the reference point estimation section 407. In
addition, the position and attitude estimation section 403
may also output information indicating the estimation result
ol the position and the attitude of the terminal apparatus 30
in the real space to the output control section 411.

[0194] The trigger detection section 403 acquires, from
the input section 303, mformation indicating user input
through the mmput section 303. Additionally, 1n the case n
which the acquired information indicating user mput indi-
cates predetermined operation content, the trigger detection
section 405 treats the user mput as a trigger, and 1ssues an
instruction associated with the operation content to the
reference point estimation section 407. On the basis of such
a configuration, for example, the trigger detection section
4035 treats predetermined user input as a trigger, and instructs
the reference point estimation section 407 to register a
reference point such as a start point or an end point related
to the measurement of distance,

[0195] The reference point estimation section 407
acquires, from the position and attitude estimation section
403, information indicating the estimation result of the
position and the attitude of the terminal apparatus 30 1n the
real space. In addition, the reference point estimation section
407 may also acquire depth information from the depth
detection section 401. Additionally, 1n the case of receiving
an instruction related to the registration of a reference point
from the trigger detection section 405, the reference point
estimation section 407 estimates the position 1 the real
space ol a reference point, such as a start point, end point,
or the like, on the basis of the estimation result of the
position and the attitude of the terminal apparatus 30.

[0196] More specifically, in the case of receiving an
istruction related to the registration of a reference point
from the trigger detection section 405, the reference point
estimation section 407 may treat the position of a specific
spot on the terminal apparatus 30 at the time (1n other words,
the position of the terminal apparatus 30) as the gaze point
described 1n the first and second embodiments described
carlier, and register the gaze point as the reference point.
Also, on the basis of the estimation result of the position and
the attitude of the terminal apparatus 30 and the acquired
depth information, the reference point estimation section
407 may treat a position (that 1s, a position on the real object)
distanced in the imaging direction of the imaging section
301 from the position of the specific spot on the terminal
apparatus by the distance indicated by the depth information
as the gaze point, and register the gaze point as the reference
point.

[0197] As above, the reference point estimation section
407 registers reference points, such as a start point, end
point, or the like, on the basis of instructions from the trigger
detection section 405, and outputs position information
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indicating the position 1n the real space of each registered
reference point to the distance computation section 409.

[0198] The distance computation section 409 corresponds
to the distance computation section 113 1n the information
processing apparatus 10 (see FIG. 4) according to the first
and second embodiments described earlier. In other words,
the distance computation section 409 acquires, from the
reference point estimation section 407, position information
indicating the position 1n the real space of each registered
reference point. Also, on the basis of the position informa-
tion about each registered reference point ; the distance
computation section 409 computes the distance between
multiple reference points, and outputs information indicat-
ing the distance computation result to the output control
section 411. Additionally, at this time, the distance compu-
tation section 409 may also output information indicating,
position information about each registered reference point to
the output control section 411. Also, the distance computa-
tion section 409 may compute the distance between a
registered reference point ({or example, the start point) and
the gaze point, and output information indicating the com-
puted distance to the output control section 411.

[0199] The output control section 411 presents, to the user
through the output section 305, a virtual object on the basis
of AR technology such that the virtual object 1s superim-
posed onto the real space.

[0200] As a specific example, the output control section
411 acquires information indicating the recognition result of
a real object and information indicating the estimation result
ol the position and the attitude of the terminal apparatus 30
in the real space from the position and attitude estimation
section 103. With this arrangement, the output control
section 411 becomes able to estimate the positional relation-
ship between the terminal apparatus 30 and the recognized
real object 1n the real space. Subsequently, it 1s suflicient for
the output control section 411 to cause the output section 211
to display an 1mage 1n which a virtual object 1s superimposed
onto the image captured by the imaging section 301, in
accordance with the positional relationship between the
terminal apparatus 30 and the recognized real object 1n the
real space.

[0201] Additionally, the output control section 411 may
also acquire information indicating the distance computation
result from the distance computation section 409, and on the
basis of the information, cause the output section 305 to
display display information corresponding to the distance
computation result. This operation 1s similar to the output
control section 115 1n the information processing apparatus
10 according to the first and second embodiments described
carlier

[0202] Note that the configuration illustrated i FIG. 12 1s

merely one example, and the configuration of the informa-
tion processing system 2 1s not necessarily limited to the
example 1illustrated in FIG. 12. The same applies to the
information processing system 1 according to the first
embodiment described earlier. In addition, insofar as it 1s
possible to acquire an 1image of the body 1n the real space and
depth information indicating the distance from the terminal
apparatus 30 to the body, the configuration for acquiring the
image and the depth information 1s not particularly limited,
similarly to the information processing system 1 according
to the first embodiment described earlier.
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[0203] The above references FIG. 12 to describe an
example of a functional configuration of the information
processing system according to the present embodiment.

<4.3. Process>

[0204] Next, FIG. 13 will be referenced to describe an
example of the flow of a series of processes of the infor-
mation processing system according to the present embodi-
ment, with particular focus on the processes of the infor-
mation processing apparatus 40. FIG. 13 1s a flowchart
illustrating an example of the tlow of a series of processes
of the information processing system according to the pres-
ent embodiment.

[0205] First, on the basis of the right-eye image and the
left-eye 1mage captured by the imaging section 301, the
information processing apparatus 40 (depth detection sec-
tion 401) computes the distance (depth) between the termi-
nal apparatus 30 and the captured subject (that 1s, the real
object). With this arrangement, an 1image of the real object
and depth information idicating the distance between the
terminal apparatus 30 and the real object are acquired
(5201).

[0206] Next, on the basis of the acquired 1image and depth
information, the information processing apparatus 40 (posi-
tion and attitude estimation section 403) estimates the rela-
tive position and attitude of the terminal apparatus 30 with
respect to the real object captured in the 1image. Also, at this
time, the position and attitude estimation section 403 may
also estimate the relative position and attitude of the termi-
nal apparatus 30 with respect to the recogmized real object on
the basis of SLAM (5203).

[0207] Next, on the basis of the estimation result of the
position and the attitude of the terminal apparatus 30, the
information processing apparatus 40 (reference point esti-
mation section 407) treats the position of a specific spot on
the terminal apparatus 30 as the gaze point, and estimates the
three-dimensional position 1n the real space of the gaze point
as an absolute position (S205).

[0208] Note that as long as a predetermined trigger based
on user input through the input section 303 1s not detected
(5207, NO), the information processing apparatus 40 suc-
cessively executes the series of processes indicated by the
reference signs from S201 to S205. Additionally, 1n the case
in which the predetermined trigger based on user input 1s
detected (5207, YES), the information processing apparatus
40 executes a process related to the registration of the start
point and the end point.

[0209] For example, in the case 1n which the start point has
not been registered (S209, NO), the information processing
apparatus 40 (reference point estimation section 407) reg-
isters the three-dimensional position 1n the real space of the
gaze point at the time the trigger 1s detected as the start point
(S211). After the registration of the start point, the informa-
tion processing apparatus 40 (distance computation section
409) computes the distance from the registered start point to
the current gaze point (S213).

[0210] In addition, in the case in which the start point
already has been registered (5209, YES), the information
processing apparatus 40 (reference point estimation section
407) registers the three-dimensional position in the real
space of the gaze point at the time the trigger 1s detected as
the end point (S215). In this case, the information processing
apparatus 40 (distance computation section 409) computes
the distance from the registered start point to the end point.
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Subsequently, the information processing apparatus 40 (out-
put control section 411) causes the output section 305 of the
terminal apparatus 30 to display display information based
on the distance computation result.

[0211] The information processing apparatus 40 executes
the series of processes described above (S219, NO) until
instructed by the user to end the process (for example, end
an application). Additionally, when instructed by the user to
end the process (8219, YES), the information processing
apparatus 40 ends the series of processes described above.
[0212] The above references FIG. 13 to describe an
example of the flow of a series of processes of the infor-
mation processing system according to the present embodi-
ment, with particular focus on the processes of the infor-
mation processing apparatus 40.

<4 4. Evaluation>

[0213] As described above, 1n the imnformation processing
system according to the present embodiment, for example,
the user causes the terminal apparatus 30 to touch or
approach a desired position 1n the real space, and performs
a predetermined operation with respect to the terminal
apparatus 30, thereby specifying the start point and the end
point of a measurement of distance in the real space. At this
time, for example, the information processing apparatus 40
recognizes the estimated position in the real space of the
terminal apparatus 30 as the position of a reference point,
such as a start point, end point, or the like. Also, on the basis
of the recognition result of the position 1n the real space of
cach of the start point and the end point, the mnformation
processing apparatus 40 computes (measures) the distance
between the start point and the end point. Subsequently, the
information processing apparatus 40 presents display infor-
mation based on the computation result of the distance
between the start point and the end point to the user through
the terminal apparatus 30. According to such a configura-
tion, the user becomes able to measure distance in the real
space by a simpler operation using the terminal apparatus
30, without measuring the distance by actually using a tool
such as a ruler or a tape measure.

[0214] Particularly, according to the information process-
ing system according to the present embodiment, in a
situation 1n which 1t 1s possible to touch or approach a real
object whose distance 1s to be measured, the user becomes
able to execute the distance measurement with a simpler
procedure compared to the information processing system
according to the first and second embodiments described
carlier.

<5. Fourth Embodiment>

[0215] Next, an example of an information processing
system according to the fourth embodiment of the present
disclosure will be described.

<5.1. Measurement Method>

[0216] First, FIG. 14 will be referenced to describe an
example of a method of measuring distance in a real space
using the information processing system according to the
present embodiment. For example, FI1G. 14 1s an explanatory
diagram for explaining an overview of the information
processing system according to the present embodiment, and
illustrates an example of a method of measuring distance 1n
a real space. Note that 1n FIG. 14, to make the features of the
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information processing system according to the present
embodiment easier to understand, both a real object and a
virtual object are presented together.

[0217] The mnformation processing system according to
the present embodiment recognizes a body such as the
terminal apparatus 30 or the like, on the basis of an 1mage
captured by an 1maging section (the first 1maging section
201 configured as a stereo camera described earlier) pro-
vided 1n the input/output apparatus 20. Subsequently, in
accordance with the recognition result, the system presents
a virtual object V43 for specilying a reference point, such as
a start point, end point, or the like, to the user through the
input/output apparatus 20, such that the virtual object V43 1s
superimposed onto the recognized body (that 1s, the terminal
apparatus 30). For example, in the example 1llustrated 1n
FIG. 14, the system recognizes a marker V41 presented on
a display or the like of the terminal apparatus 30, and
recognizes the terminal apparatus 30 in accordance with the
recognition result of the marker V41. With this arrangement,
the system becomes able to recognize the position and the
attitude of the terminal apparatus 30 1n the real space on the
basis of the recognition result of the marker V41. In addi-
tion, 1n accordance with the recognition result of the termi-
nal apparatus 30, the system presents the virtual object V43
extending from the terminal apparatus 30 1n the direction 1n
which the terminal apparatus 30 1s pointing. The user, by
changing the position and the direction of the terminal
apparatus 30 while confirming the virtual object V43
through the input/output apparatus 20, uses the virtual object
V43 to specily positions 1n the real space to register as the
start point and the end point of a measurement of distance 1n
the real space.

[0218] Specifically, first, the user visually confirms the
terminal apparatus 30 on which the marker V41 1s presented
while wearing the mput/output apparatus 20. Receiving the
operation, on the basis of an 1image captured by the imaging
section of the input/output apparatus 20, the system recog-
nizes the position and the attitude of the terminal apparatus
30 on which the marker V41 1s presented, and on the basis
of the recognition result, presents the virtual object V43 to
the user through the input/output apparatus 20. Note that at
this time, the system may also control the display mode
(such as the length, for example) of the virtual object V43,
in accordance with a predetermined operation with respect
to the terminal apparatus 30 or the mnput/output apparatus 20.

[0219] Next, as 1llustrated by the reference sign P41, the
user adjusts the position and the direction of the terminal
apparatus 30 to thereby point to the position in the real space
to register as the start point with the presented virtual object
V43, and performs a predetermined operation related to the
registration of the start point with respect to the terminal
apparatus 30 or the input/output apparatus 20. Receiving this
operation, the system registers the position in the real space
specified by the virtual object V43 as the start point. For
example, 1n the example 1llustrated in FIG. 14, the system
registers the position 1n the real space that the arrow-shaped
virtual object V43 1s pointing to as the start point.

[0220] In addition, the user registers an end point by a
similar method as the start point. For example, as illustrated
by the reference sign P42, the user points to a position 1n the
real space to register as the end point with the presented
virtual object V43, and performs a predetermined operation
related to the registration of the end point with respect to the
terminal apparatus 30 or the nput/output apparatus 20.
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Receiving this operation, the system registers the position 1n
the real space that the arrow-shaped virtual object V43 1s
pointing to as the end point.

[0221] Note that the operations after the registration of the
start point and the end point are similar to the first to third
embodiments described above. Namely, on the basis of the
three-dimensional position of each of the registered start
point and end point, the system measures (computes) the
distance between the start point and the end point, and
presents various display information according to the mea-
surement result to the user through the mput/output appa-
ratus 20. According to such a configuration, the user
becomes able to measure distance 1n the real space by a
simpler operation using the iput/output apparatus 20, with-
out measuring the distance by actually using a tool such as
a ruler or a tape measure.

[0222] Note that the example illustrated 1n FIG. 14
describes an example of using the terminal apparatus 30 as
the body on which the virtual object V43 1s superimposed.
On the other hand, insofar as the user i1s able to specily a
reference point, such as a start point, end point, or the like
by the presented virtual object V43, the body on which the
virtual object V43 1s superimposed (in other words, the body
which 1s 1dentified to present the virtual object V43) 1s not
necessarily limited to the terminal apparatus 30 only. For
example, instead of the terminal apparatus 30, a card or the
like on which the marker V41 is printed may also be used.
The above references FIG. 14 to describe an example of a
method of measuring distance 1n a real space using the
information processing system according to the present
embodiment.

<5.2. Functional Configuration>

[0223] Next, FIG. 15 will be referenced to describe an
example of the functional configuration of the information
processing system according to the present embodiment.
FIG. 15 1s a block diagram illustrating an example of the
functional configuration of the information processing sys-
tem according to the present embodiment.

[0224] As illustrated in FIG. 135, the information process-
ing system 3 according to the present embodiment includes
an nput/output apparatus 20, a terminal apparatus and an
information processing apparatus 50, for example. Note that
the input/output apparatus 20 and the terminal apparatus 30
correspond to the input/output apparatus 20 and the terminal
apparatus 30 1illustrated 1in FIG. 14.

[0225] First, the description will focus on the configura-
tion of the input/output apparatus 20. As 1illustrated 1n FIG.
15, the input/output apparatus 20 according to the present
embodiment includes a first 1imaging section 201, an 1nput
section 205, and an output section 211. Note that the first
imaging section 201, the mput section 205, and the output
section 211 are substantially the same as the first imaging
section 201, the mnput section 205, and the output section 211
in the input/output apparatus (see FIG. 4) according to the
first embodiment described earlier, and a detailed descrip-
tion will be omatted.

[0226] Next, the description will focus on the configura-
tion of the terminal apparatus 30. As illustrated 1n FIG. 15,
the terminal apparatus 30 includes the mput section 303.
Note that the mput section 303 1s substantially the same as
the input section 303 in the terminal apparatus 30 (see FIG.
12) according to the third embodiment described earlier, and
a detailed description will he omatted.
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[0227] Next, the description will focus on the configura-
tion of the mformation processing apparatus 30. As illus-
trated in FIG. 15, the mformation processing apparatus 30
includes a depth detection section 501, a position and
attitude estimation section 503, a body recognition section
505, a trigger detection section 507, a reference point
estimation section 309, a distance computation section 311,
and an output control section 3513. Note that the depth
detection section 501 and the position and attitude estima-
tion section 503 correspond to the depth detection section
501 and the position and attitude estimation section. 303 1n
the information processing apparatus 10 (see FIG. 4) accord-
ing to the first and second embodiments described earlier.

[0228] In other words, on the basis of the right-eye 1image
and the left-eye image captured by the first imaging section
201, the depth detection section 501 acquires an 1image of the
subject and depth information indicating the distance
between the nput/output apparatus 20 and the subject.
Subsequently, the depth detection section 501 outputs the
acquired 1image of the subject and depth information to the
position and attitude estimation section 503.

[0229] The position and attitude estimation section 503 i1s
a configuration for executing a process related to the esti-
mation of the position and the attitude of the mput/output
apparatus 20 1n the real space (a process related to what 1s
called localization). In other words, the position and attitude
estimation section 303 acquires the image of the subject and
the depth information from the depth detection section 501,
and on the basis of the acquired 1image and depth 1informa-
tion, recognizes a real object captured as the subject 1n the
image. Additionally, on the basis of the recognition result of
the real object and the acquired depth information, the
position and attitude estimation section 503 estimates the
relative position and attitude of the input/output apparatu

20 with respect to the real object. Note that at this time, the
position and attitude estimation section 503 may also esti-
mate the relative position and attitude of the mput/output
apparatus 20 with respect to the recognized real object on the
basis of SLAM. Subsequently, the position and attitude
estimation section 303 outputs information ndicating the
estimation result of the position and the attitude of the
input/output apparatus 20 in the real space to the reference
point estimation section 509. In addition, the position and
attitude estimation section 503 may also output information
indicating the estimation result of the position and the
attitude of the input/output apparatus 20 in the real space to
the output control section 513.

[0230] The body recognition section 505 1s a configuration
for recognizing the position and the attitude of the terminal
apparatus 30 on the basis of an 1mage captured by the first
imaging section 201. For example, 1t 1s suflicient for the
body recognition section 505 to recognize the marker V41
presented on the terminal apparatus 30 as illustrated 1n FIG.
14 from an 1mage captured by the first imaging section 201,
and on the basis of the recognition result, recognize the
position and the attitude of the terminal apparatus 30. Note
that since the method of recognizing the terminal apparatus
30 1s substantially the same as the method by which the
position and attitude estimation section 503 recognizes a real
object captured as the subject 1n an i1mage, a detailed
description will be omitted, Subsequently, the body recog-
nition section 505 Outputs information indicating the rec-
ognition result of the position and the attitude of the terminal
apparatus 30 to the reference point estimation section 509.
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In addition, the body recogmition section 505 may also
output information idicating the recognition result of the
position and the attitude of the terminal apparatus 30 to the
output control section 513.

[0231] Note that, as described above, the processing of the
body recognition section 505 may resemble at least part of
the processing of the position and attitude estimation section
503 in some cases. For this reason, the position and attitude
estimation section 503 may also execute the processing of
the body recognition section 3505.

[0232] The trigger detection section 507 acquires, from
the input section 303, information indicating user input
through the input section 303. Also, the trigger detection
section 507 may acquire, from the mput section 205, infor-
mation indicating user input through the input section 205.
Additionally, i the case in which the acquired information
indicating user input indicates predetermined operation con-
tent, the trigger detection section 507 treats the user input as
a trigger, and 1ssues an nstruction associated with the
operation content to the reference point estimation section
509. On the basis of such a configuration, for example, the
trigger detection section 507 treats predetermined user input
as a trigger, and instructs the reference point estimation
section 309 to register a reference point such as a start point
or an end point related to the measurement of distance.

[0233] The reference point estimation section 509
acquires, from the position and attitude estimation section
503, information indicating the estimation result of the
position and the attitude of the input/output apparatus 20 in
the real space. Also, the reference point estimation section
509 acquires information indicating the recognition result of
the position and the attitude of the terminal apparatus 30
from the body recognition section 505. Additionally, 1n the
case of recerving an instruction related to the registration of
a reference point from the trigger detection section 507, the
reference point estimation section 509 estimates the position
in the real space of a reference point, such as a start point,
end point, or the like, on the basis of the estimation result of
the position and the attitude of the input/output apparatus 20,
and the recognition result of the position and the attitude of
the terminal apparatus 30.

[0234] More specifically, on the basis of the recognition
result of the position and the attitude of the terminal appa-
ratus 30, the reference point estimation section 509 recog-
nizes the position and the attitude of the terminal apparatus
30 1n the real space as a relative position based on the
position and the attitude of the mput/output apparatus 20.
Also, the reference point estimation section 509 recognizes
the position and the attitude of the input/output apparatus 20
in the real space on the basis of information acquired from
the position and attitude estimation section 503. With this
arrangement, the reference point estimation section 509
becomes able to estimate the three-dimensional position and
attitude 1n the real space of the terminal apparatus 30 as an
absolute position, for example.

[0235] Next, by the estimation result of the three-dimen-
sional position and attitude 1n the real space of the terminal
apparatus 30, the reference point estimation section 509
estimates the position 1n the real space that the terminal
apparatus 30 1s pointing to (that 1s, 1n FIG. 14, the position
in the real space specified by the virtual object V41). Note
that the position in the real space estimated by such a process
corresponds to the gaze point described in the first and
second embodiments described earlier. Accordingly, 1n this
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description, for the sake of convenience, the position 1n the
real space estimated by the above process (that 1s, the
position in the real space that the terminal apparatus 30 1s
pointing to) will be designated the “gaze point”. Note that at
this time, the reference point estimation section 509 may
also estimate the three-dimensional position 1n the real space
of the gaze point, 1n accordance with an operation result with
respect to the virtual object V41. More specifically, accord-
ing to a result of adjusting the length of the virtual object
V41, the reference point estimation section 509 may esti-
mate a position distanced by the length of the virtual object
V41 trom the position i the real space of the terminal
apparatus 30 1n the direction that the terminal apparatus 30
1s pointing as the position of the gaze point.

[0236] Additionally, the reference point estimation section
509 registers reference points, such as a start point, end
point, or the like, on the basis of instructions related to the
registration of a reference point from the trigger detection
section 307, and outputs position information indicating the
position 1n the real space of each registered reference point
to the distance computation section 511.

[0237] Additionally, the reference point estimation section
509 may also successively output information indicating the
position in the real space of a gaze point to the distance
computation section 511. With this arrangement, the dis-
tance computation section 511 becomes able to recognize in
real-time the position in the real space to which the terminal
apparatus 30 faces.

[0238] The process of the distance computation section
511 1s substantially similar to the process of the distance
computation section 113 1n the information processing appa-
ratus 10 according to the first and second embodiments
described above. In other words, the distance computation
section 311 acquires, from the reference point estimation
section 509, position information indicating the position 1n
the real space of each registered reference point. On the
basis of the position information about each registered
reference point, the distance computation section 511 com-
putes the distance between multiple reference points, and
outputs information indicating the distance computation
result to the output control section 511 Additionally, at this
time, the distance computation section 511 may also output
information indicating position information about each reg-
istered reference point to the output control section 513.

[0239] In addition, the distance computation section 511
may also successively acquire information indicating the
position 1n the real space of the gaze point from the reference
point estimation section 509. In this case, the distance
computation section 511 may compute the distance between
a registered reference point (for example, the start point) and
the gaze point, for example, and output mformation indi-
cating the distance computation result to the output control
section 513. Additionally, at this time, the distance compu-
tation section 511 may also output information indicating the
position 1n the real space of the gaze point to the output
control section 513.

[0240] The output control section 313 presents, to the user
through the output section 211, a virtual object on the basis
of AR technology such that the virtual object 1s superim-
posed onto the real space. Note that since the process related
to the presentation of a virtual object by the output control
section 313 1s substantially the same as the output control
section 1135 of the information processing apparatus 10 (see
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FIG. 4) according to the first and second embodiments
described earlier, a detailed description will be omitted.

[0241] For example, the output control section 513
acquires information indicating the recognition result of the
position and the attitude of the terminal apparatus 30 from
the body recognition section 505. Also, the output control
section 513 acquires, from the position and attitude estima-
tion section 503, information indicating the estimation result
of the position and the attitude of the 1nput/output apparatus
20 m the real space. Subsequently, on the basis of the
acquired information indicating the recognition result of the
position and attitude of the terminal apparatus 30 and the
acquired information indicating the estimation result of the
position and the attitude of the input/output apparatus 20 in
the real space, the output control section 513 may estimate
the three-dimensional position and attitude in the real space
of the terminal apparatus 30. Subsequently, for example, on
the basis of the estimation result, the output control section
513 may cause the output section 211 to output a virtual
object V41 such that the virtual object V41 1s superimposed
onto the terminal apparatus 30, as illustrated 1n FIG. 14.

[0242] Additionally, the output control section 513 may
also acquire information indicating the distance computation
result from the distance computation section 511, and on the
basis of the information, cause the output section 211 to
display display information corresponding to the distance
computation result. This operation 1s similar to the output
control section 115 1n the information processing apparatus

10 according to the first and second embodiments described
carlier.

[0243] Note that the configuration illustrated in FIG. 15 1s
merely one example, and the configuration of the informa-
tion processing system 3 1s not necessarily limited to the
example illustrated in FIG. 15. The same applies to the
information processing system 1 according to the first
embodiment described earlier. In addition, insofar as it 1s
possible to acquire an image of the body 1n the real space and
depth information indicating the distance from the mput/
output apparatus 20 to the body, the configuration for
acquiring the image and the depth mmformation i1s not par-
ticularly limited, similarly to the information processing
system 1 according to the first embodiment described earlier.
[0244] The above references FIG. 15 to describe an
example of a functional configuration of the information
processing system according to the present embodiment.

<5.3. Process>

[0245] Next, FIG. 16 will be referenced to describe an

example of the flow of a series of processes of the infor-
mation processing system according to the present embodi-
ment, with particular focus on the processes of the infor-
mation processing apparatus 30. FIG. 16 1s a flowchart
illustrating an example of the tlow of a series of processes
of the information processing system according to the pres-
ent embodiment.

[0246] First, on the basis of the right-eye image and the
left-eye 1image captured by the first imaging section 201, the
information processing apparatus 50 (depth detection sec-
tion 501) computes the distance (depth) between the mnput/
output apparatus 20 and the captured subject (that 1s, the real
object). With this arrangement, an 1mage of the real object
and depth information indicating the distance between the
input/output apparatus 20 and the real object are acquired

(S301).

Dec. 28, 2023

[0247] Next, on the basis of the acquired 1image and depth
information, the information processing apparatus 30 (posi-
tion and attitude estimation section 503) estimates the rela-
tive position and attitude of the put/output apparatus 20
with respect to the real object captured in the image. Also,
at this time, the position and attitude estimation section 503
may also estimate the relative position and attitude of the

input/output apparatus 20 with respect to the recognized real
object on the basis of SLAM (S303).

[0248] Also, the information processing apparatus 50
(body recogmition section 505) recognizes the position and
the attitude of the terminal apparatus 30 on the basis of the
right-eye 1mage and the left-eye image captured by the first
imaging section 201. Also, on the basis of the recognition
result of the position and the attitude of the terminal appa-
ratus 30, the information processing apparatus 50 (output
control section 513) presents a virtual object V41 to the user
through the mmput/output apparatus 20, such that the virtual
object V41 1s superimposed onto the terminal apparatus 30
(S305). Note that the method of recognizing the position and
the attitude of the terminal apparatus 30 1s as described
carlier as a process of the body recognition section 3505.

[0249] Next, on the basis of estimation result of the
position and the attitude of the input/output apparatus 20 and
the recognition result of the position and the attitude of the
terminal apparatus 30, the information processing apparatus
50 (reference point estimation section 509) estimates the
three-dimensional position 1n the real space that the terminal
apparatus 30 1s pointing to (that 1s, the position in the real
space ol the gaze point). Note that at this time, the infor-
mation processing apparatus 50 may also estimate the three-
dimensional position in the real space of the gaze point
according to the result of an operation with respect to the
virtual object V41 presented according to the recognition
result of the position and the attitude of the terminal appa-
ratus 30 (S307). Note that the method of estimating the
position of the gaze point 1s as described earlier as the
process of the reference point estimation section 509.

[0250] Note that as long as a predetermined trigger based
on user mput through the mput section 205 or the mput
section 303 1s not detected (5309, NO), the information
processing apparatus 50 successively executes the series of
processes 1ndicated by the reference signs from S301 to
S307. Additionally, in the case 1n which the predetermined
trigger based on user mput i1s detected (S309, YES), the
information processing apparatus 50 executes a process
related to the registration of the start point and the end point.

[0251] For example, 1n the case 1n which the start point has
not been registered (311, NO), the information processing
apparatus 50 (reference point estimation section 309) reg-
isters the three-dimensional position 1n the real space of the
gaze point at the time the trigger 1s detected as the start point
(313). After the registration of the start point, the informa-
tion processing apparatus 50 (distance computation section
511) computes the distance from the registered start point to
the current gaze point (S315).

[0252] In addition, in the case in which the start point
already has been registered (311, YES), the information
processing apparatus 50 (reference point estimation section
509) registers the three-dimensional position in the real
space of the gaze point at the time the trigger 1s detected as
the end point (S317). In this case, the information processing
apparatus 30 (distance computation section 511) computes
the distance from the registered start point to the end point.
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Subsequently, the information processing apparatus 50 (out-
put control section 513) causes the output section 211 of the
input/output apparatus 20 to display display information
based on the distance computation result.

[0253] The mnformation processing apparatus 30 executes
the series of processes described above (S321, NO) until
instructed by the user to end the process (for example, end
an application). Additionally, when instructed by the user to
end the process (8321, YES), the information processing
apparatus 50 ends the series of processes described above.
[0254] The above references FIG. 16 to describe an
example of the flow of a series of processes of the infor-
mation processing system according to the present embodi-
ment, with particular focus on the processes of the infor-
mation processing apparatus 50.

<5.4. Evaluation=

[0255] As described above, 1n the imnformation processing
system according to the present embodiment, the informa-
tion processing apparatus 50 recognizes a body such as the
terminal apparatus 30 or the like, on the basis of an 1mage
captured by an 1imaging section provided 1n the input/output
apparatus 20. Subsequently, 1n accordance with the recog-
nition result, the information processing apparatus 50 pres-
ents a virtual object V43 for specilying a reference point,
such as a start point, end point, or the like, to the user
through the mput/output apparatus 20, such that the virtual
object V43 1s superimposed onto the recognized body. Based
on such a configuration, the user, by changing the position
and the direction of the terminal apparatus 30 while con-
firming the virtual object V43 through the input/output
apparatus 20, uses the virtual object V43 to specity positions
in the real space to register as the start point and the end
point. At this time, for example, the information processing
apparatus 30 estimates the position 1n the real space speci-
fied by the virtual object V43 on the basis of the recognition
result of the position and the attitude of the terminal appa-
ratus 30, and registers the estimated position as the position
ol a reference point, such as a start point, end point, or the

like.

[0256] Also, on the basis of the registration result of the
position 1n the real space of each of the start point and the
end point, the information processing apparatus 50 com-
putes (measures) the distance between the start point and the
end point. Subsequently, the mformation processing appa-
ratus 50 presents display imnformation based on the compu-
tation result of the distance between the start point and the
end point to the user through the input/output apparatus 20.
According to such a configuration, the user becomes able to
measure distance in the real space by a simpler operation
using the mput/output apparatus 20 and the terminal appa-
ratus 30, without measuring the distance by actually using a
tool such as a ruler or a tape measure.

«5. Modifications»

[0257] Next, modifications of the information processing
system according to an embodiment of the present disclo-
sure will be described.

<6.1. Modification 1: Measurement ol Length of Curve>

[0258] First, an information processing system according
to Modification 1 will be described. Each embodiment
described earlier describes an example of a case of speci-
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tying reference points, such as a start point, end point, and
the like to measure the distance (that 1s, the linear distance)
between the multiple reference points. On the other hand,
the information processing system according to Modifica-
tion 1 1s not limited to linear distance, and 1s configured to
be capable of measuring the length of a curve, such as a
distance on a curved surface. For example, FIG. 17 1s an
explanatory diagram for describing an overview of the
information processing system according to Modification 1.
Note that in FIG. 17. to make the features of the information
processing system according to Modification 1 easier to
understand, both a real object and a virtual object are
presented together.

[0259] Specifically, in the mformation processing system
according to Modification 1, the user specifies a path (trail)
whose distance 1s to be measured through the mput/output
apparatus 20 or the terminal apparatus 30.

[0260] For example, in the example 1llustrated 1n FIG. 17,
like 1n the case of measuring distance by winding what 1s
called a tape measure around a body, the user sets a path
(trail) whose distance 1s to be measured in the real space by
placing a virtual object V51 on the surface of a real object
91 by an operation through the terminal apparatus 30. At this
time, for example, the system determines whether or not an
unplaced portion V51a of the virtual object V51 touches the
real object 91, according to the positional relationship
between the terminal apparatus 30 and the real object 91.
Note that i1t 1s suflicient for the system to recogmize the
positional relationship 1n the real space between the virtual
object V51 and the real object 91 according to an estimation
result of the position and the attitude of the terminal appa-
ratus 30 based on localization technology such as SLAM, for
example. Additionally, the system may also recognize the
portion determined to be touching the real object 91 among
the portion V51a of the virtual object V51 as a portion V515
set as the path whose distance 1s to be measured.

[0261] Also, as another example, the user may also se the
path whose distance 1s to be measured 1n a similar manner
as the case of specilying a position in the real space 1n each
embodiment described earlier, for example. As a more
specific example, the user may move one’s line of sight
while wearing the input/output apparatus 20, and by tracing
a path (trail) in the real space with the position that the line
of sight 1s pointing to (that 1s, the gaze point), specily the
path as the target of distance measurement. In this case, for
example, 1t 1s sullicient for the system to detect changes 1n
the user’s line of sight, and recognize the trail corresponding
to the changes 1n the gaze point that the line of sight 1s
pointing to as the path whose distance 1s to be measured.

[0262] In this way, the system recognizes a path (trail)
specified by the user through the mput/output apparatus 20
and the terminal apparatus 30, and measures the distance of
the path. According to such a configuration, the information
processing system according to Modification 1 1s not limited
to linear distance, and also becomes capable of measuring
the distance along a curved trail. Note that regarding the
method of measuring the length of a curve, since generally
known techniques are applicable, a detailed description will
be omitted.

[0263] The above references FIG. 17 to describe the
information processing system according to Modification 1.
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<6.2. Modification 2: Example of Measurement Method
Based on Operation of Virtual Object>

[0264] Next, an information processing system according
to Modification 2 will be described. In each embodiment and
the modification described above, the distance between
multiple reference points specified through the mnput/output
apparatus 20 and the terminal apparatus 30 or the distance
along a specified trail 1s measured. In contrast, Modification
2 describes an example of a procedure that measures a
distance 1n the real space on the basis of a procedure
different from each embodiment and the modification
described above, and control for achieving such a procedure.
For example, FIG. 18 1s an explanatory diagram for describ-
ing an overview ol the information processing system
according to Modification 2. Note that in FIG. 18, to make
the features of the information processing system according
to Modification 2 easier to understand, both a real object and
a virtual object are presented together.

[0265] Specifically, 1n the mnformation processing system
according to Modification 2, the user executes the measure-
ment of a distance in the real space by adjusting, by an
operation through the iput/output apparatus 20 and the
terminal apparatus 30, the size of a virtual object presented
superimposed 1n the real space by the system.

[0266] For example, FIG. 18 1llustrates an example of a
case of measuring the distance between a real object 934 and
a real object 93b. Speciﬁcally, in the example 1llustrated 1n
FIG. 18, the system receives a predetermined operation from
the user, and presents to the user a cuboid virtual object V61
through the output section 305 of the terminal apparatus 30,
such that the virtual object V61 1s superimposed onto a
desired position 1n the real space.

[0267] Also, the system presents, 1n association with the
virtual object V61, display information V63 indicating the
size (length) of a predetermined portion of the presented
virtual V61. For example, 1n the example illustrated 1n FIG.
18, the system presents display information Véda, V63b,
and V63c indicating the length of each of the length, width,
and depth of the cuboid virtual object V61. Note that 1t 1s
suilicient for the system to recognize the position in the real
space where the virtual object V61 i1s superimposed and the
s1ze 1n the real space of the virtual object V61 according to
an estimation result of the position and the attitude of the
terminal apparatus 30 based on localization technology such
as SLAM, for example.

[0268] Based on such a configuration, the user i1s able to
execute the measurement of a distance by adjusting the
position 1n the real space where the presented virtual object
V61 1s superimposed and the size of each part of the virtual
object V61 (such as the length, width, and depth, for
example) by an operation through the mput section 303
(such as a touch panel, for example) of the terminal appa-
ratus 30. For example, 1n the example illustrated in FI1G. 18,
the user adjusts the position and the width of the virtual
object V61 such that the width of the virtual object V61 just
fits between the real objects V93a and V93b. According to
such a procedure, the user becomes able to measure the
distance between the real object 93a and the real object 935
as the size of the width of the virtual object V61, and
recognize the measurement result by the display information

V63b.

[0269] Also, as another example, the user may also adjust
the size of each part of the cuboid virtual object V61, such
that a target real object 1s contained 1nside the virtual Obj ect
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V61. According to such an operation, for example, it also
becomes possible to measure the size of a box containing a
body (that 1s, a real object) which 1s not square, such as a
stulled toy or bag.

[0270] The above references FIG. 18 to describe the
information processing system according to Modification 2.

<6.3. Modification 3: Example of Case of Linking Multiple
Apparatus>

[0271] Next, an information processing system according
to Modification 3 will be described. Modification 3
describes an example of the configuration and control 1n a
case ol measuring the distance between multiple more
distant positions 1n the real space by linking multiple appa-
ratus such as the input/output apparatus 20, the terminal
apparatus 30, or the like. For example, FIG. 19 1s an
explanatory diagram for describing an overview of the
information processing system according to Modification 3.
Note that in FIG. 19. to make the features of the information
processing system according to Modification 3 easier to
understand, both a real object and a virtual object are
presented together,

[0272] In the example 1illustrated in FIG. 19, input/output
apparatus 20q and 205 and an information processing appa-
ratus 10 operate in a linked manner. The information pro-
cessing apparatus 10 1s configured to be capable of trans-
mitting and receiving information through a predetermined
communication path (such as a wireless communication
path, for example) with each of the mput/output apparatus
20a and 2054. Based on such a configuration, for example,
the start point of a measurement of a distance 1s specified by
an operation through the iput/output apparatus 20a, while
the end point i1s specified by an operation through the
input/output apparatus 20b.

[0273] At this time, the information processing apparatus
10 recognizes the positional relationship between the mput/
output apparatus 20a and 20/ on the basis of, for example,
a result of localization by each of the input/output apparatus
20a and 205, or a positioming result of the position of each
of the mput/output apparatus 20aq and 205 according to a
positioning system such as the Global Positioning System
(GPS) or the like. With this arrangement, on the basis of the
recognition result of the positional relationship between the
input/output apparatus 20a and 205, the information pro-
cessing apparatus 10 becomes able to recognize the posi-
tional relationship 1n the real space between the start point
specified through the input/output apparatus 20a and the end
point specified through the mput/output apparatus 201).
[0274] Subsequently, i1t 1s suflicient for the information
processing apparatus 10 to measure the distance between the
start point and the end point according to the recognition
result of the positional relationship 1n the real space between
the start point and the end point. Also, at this time, the
information processing apparatus 10 may present display
information corresponding to the distance measurement
result to the user through the input/output apparatus 20a and
the iput/output apparatus 205.

[0275] Note that the configuration illustrated in FIG. 19 1s
merely one example, and 1nsofar as the functions described
above can be realized, the configuration of the information
processing system according to Modification 3 is not nec-
essarily limited to the example 1llustrated 1n FIG. 19. As a
specific example, the functions handled by the information
processing apparatus 10 may also be handled by either of the
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input/output apparatus 20a and 205. Also, as another
example, the mput/output apparatus 20q and the mput/
output apparatus 206 may exchange information with each
other and thereby recognize the positional relationship with
cach other 1n the real space, and each may execute a process
related to the distance measurement independently.

[0276] The above references FIG. 19 to describe the
information processing system according to Modification 3.

«7. Application Examples»

[0277] Next, application examples of the information pro-
cessing system according to each embodiment of the present
disclosure will be described.

[0278] (Seclective switching of measurement method) As
described above, each measurement method described as
cach embodiment and each modification uses diflerent appa-
ratus and procedures. For this reason, the system may also
he configured such that at least some of the measurement
methods described above are usable selectively depending
on the situation.

[0279] As a more specific example, 1n cases such as when
the user and the target of measurement are apart from each
other, the measurement method described as the first
embodiment (see FIG. 2) 1s better suited to a situation of the
measuring the size of the target (a distance or the like). Also,
the measurement method described as the second embodi-
ment (see FIG. 6) 1s better suited to a situation 1n which the

user 1s able to approach the measurement target. Also, the
measurement method described as the third embodiment
(see FIGS. 10 and 11) 1s better suited to a situation 1n which
the user 1s able to make the mput/output apparatus 20 or the
terminal apparatus 30 touch or approach the measurement
target. For this reason, such differences of situation may be
anticipated, and the system may be configured to set a mode
(such as a “long-range mode”, and “short-range mode™, and
the like) corresponding to each measurement method, and 1n
accordance with the mode specified by the user, selectively
execute each measurement method described above.

[0280] Also, modes for selectively executing each mea-
surement method may also be set 1n accordance with dif-
ferences of procedure 1 each measurement method. As a
specific example, the measurement method described as the
first embodiment (see FIG. 2) 1s capable of executing the
measurement of a distance on the basis of a simpler proce-
dure, but 1s capable of registering only a position on the
surface of a real object as a reference point. In contrast, the
measurement method described as the second embodiment
(see FIG. 6) has more steps compared to the first embodi-
ment, but 1s also capable of registering a point 1n the real
space where a real object does not exist as a reference point.
For this reason, for example, the system may present the
measurement method described as the first embodiment as a
“stmple mode”, and present another measurement method
(for example, the measurement method described as the
second embodiment) as an “advanced mode”.

[0281] (Example of Method of Specilying Reference
Point)
[0282] Also, the method of setting a reference point, such

as a start point, end point, or the like, 1s not limited to the
examples 1llustrated 1n each measurement procedure
described above, and may also be switched appropnately
depending on the situation. As a specific example, a refer-
ence point may also he registered automatically by utilizing
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what 1s called body recognition based on image analysis,
such as face recognition, hand recognition, foot recognition,
or the like.

[0283] As a more specific example, the information pro-
cessing system according to an embodiment of the present
disclosure may also be utilized for the measurement of jump
distance 1n the long jump, for example. in this case, for
example, by capturing an 1mage of an athlete jumping with
the 1maging section of the mput/output apparatus 20, and
performing 1image analysis on the image, the system recog-
nizes the movements associated with the jumping and land-
ing of the jumping athlete. Subsequently, 1n the case of
recognizing the landing of the jumping athlete, 1t 1s suflicient
for the system to recognize the feet of the athlete at the time
of landing, and recogmize the position of the feet as the
landing point. With this arrangement, for example, by treat-
ing the position of the takeofl as the start point, treating the
recognized landing point as the end point, and measuring the
distance, the system also becomes capable of executing the
measurement of the jump distance 1n the long jump.

[0284] (Presentation of Various Information Utilizing Dis-
tance Measurement Result)

[0285] Also, the measurement result of a distance 1n the
real space may also be utilized in the presentation of various
information. For example, FIGS. 20 and 21 are explanatory
diagrams for explaining an example of a method of present-
ing various imformation utilizing the measurement result of
a distance 1n the real space, and illustrate an example of
presenting a representation of the placement of a tent and the
like according to the distance measurement result when
camping.

[0286] Specifically, first, as illustrated 1n FIG. 20, the user
uses the mput/output apparatus 20 to thereby measure the
dimensions of an area in which to set up a tent and the like,
on the basis of the various measurement methods described
above. At this time, the system estimates the position and the
attitude of the input/output apparatus 20 in the real space on
the basis of localization technology such as SLAM, and
recognizes the position and dimensions in the real space of

the area specified by the user on the basis of the estimation
result.

[0287] Also, the system stores in advance information
indicating the shapes and sizes of bodies to he placed, such
as a tent and the like. Additionally, on the basis of the
information indicating the shapes and sizes of the bodies,
and the recognition result of the position and dimensions 1n
the real space of the area specified by the user, the system
presents virtual objects V71 to V73 imitating the bodies such
as a tent and the like, superimposed onto the area at the sizes
in the real space. Based on such a configuration, for
example, as 1illustrated in FIG. 21, the system presents a
representation of the placement of bodies, such as a tent and
the like, 1n the area specified by the user as the virtual objects
V71 to V73 superimposed onto the real space. With this
arrangement, for example, the user also becomes able to
recognize a more suitable position 1n the real space for
hammering tent stakes and the like, on the basis of a
placement representation as illustrated 1n FIG. 21.

[0288] In addition, the scene 1 which the mechanism
described above with reference to FIGS. 20 and 21 1s used

1s not limited to only the usage example when camping
described above. For example, by utilizing a measurement
result of the dimensions of a room, 1t also becomes possible
to present a representation of furniture arrangement, Also, as
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another example, by using a measurement result of the
dimensions 1nside a suitcase, 1t 1s also possible to present a
representation of the storage of things contained inside the
suitcase. Also, as another example, by using a measurement
result of the size of body parts such as the arms and legs, a
representation of the case of wearing clothing may also be
presented.

[0289]

[0290] Also, although the above describes the measure-
ment of a one-dimensional size such as distance or the like,
it 1s also possible to execute the measurement of a two-
dimensional size, such as area, or the measurement of a
three-dimensional size, such as volume.

[0291] For example, FIG. 22 1llustrates an example of a
measurement procedure 1n a case of measuring area. In the
example 1llustrated in FIG. 22, the system registers three or
more reference points on the basis of specifications from the
user through the mput/output apparatus 20 or the terminal
apparatus 30, and measures the area of the region enclosed
by the three or more reference points.

[0292] Specifically, on the basis of operations through the
input/output apparatus 20, the user successively registers the
reference points illustrated by the reference signs V81 to
V83. At this time, for example, on the basis of an estimation
result of the position and the attitude in the real space of the
input/output apparatus 20, the system recognizes the posi-
tion in the real space of each of the registered reference
points V81 to V83, Additionally, 1t 1s suflicient fir the system
to compute the area of the region enclosed by the reference
points V81 to V83 on the basis of the recognized position in
the real segment of each of the reference points V81 to V83.
Also, at this time, the system may present display informa-
tion indicating the computation result of the area to the user
through the input/output apparatus 20.

[0293] Also, FIG. 23 illustrates an example of a measure-
ment procedure 1 a case of measuring volume. For
example, the system registers four or more reference points
on the basis of specifications from the user through the
input/output apparatus or the terminal apparatus 30, and
measures the volume of the three-dimensional region
formed on the basis of edges connecting each of the four or
more reference points.

[0294] Specifically, FIG. 23 illustrates an example of the
case ol measuring the volume of a real object having a
cuboid shape. In the example illustrated 1n FIG. 23, on the
basis of operations through the input/output apparatus 20,
the mput/output apparatus 20 successively specifies the
reference points 1llustrated by the reference signs V84 to
V88, and thereby registers the three edges of length, width,
and depth of the target real object. At this time, for example,
on the basis of an estimation result of the position and the
attitude 1n the real space of the input/output apparatus 20, the
system recognizes the position 1n the real space of each of
the registered reference points V84 to V88, Also, on the
basis of the recognition result of the position of each of the
reference points V84 to V88, the system computes the length
of each of the length, width, and depth of the real object to
be measured. Subsequently, 1t 1s suflicient for the system to
compute the volume of the real object on the basis of the
computation result of the length of each of the length, width,
and depth of the real object to be measured. Also, at this
time, the system may present the computation result of the
length of each of the length, width, and depth of the real

(Application to Measurement of Area and Volume)
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object to be measured, and display information indicating
the computation result of the volume, to the user through the
input/output apparatus 20.

[0295] The above describes application examples of the
information processing system according to each embodi-
ment of the present disclosure. Note that the examples
described above are merely one example, and do not limait
the range of application of the mnformation processing sys-
tem according to each embodiment of the present disclosure.
As a specific example, the information processing system
according to each embodiment of the present disclosure may
also be used to measure lengths at a work site or the like, for
example.

«8. Exemplary Hardware Configuration»

[0296] Next, FIG. 24 will be referenced to describe an
example of a hardware configuration of the information
processing apparatus 10, 40, and 50, as well as what may be
called an mformation processing apparatus like the terminal
apparatus 30, according to an embodiment of the present
disclosure, Note that this description will focus on the
information processing apparatus 10. For example, FIG. 24
1s a block diagram illustrating an exemplary hardware
configuration of the information processing apparatus 10
according to an embodiment of the present disclosure.
[0297] As illustrated 1n FIG. 24, the information process-
ing apparatus 10 includes a central processing unit (CPU)
901, a read only memory (ROM) 903, and a random access
memory (RAM) 905. In addition, the information processing
apparatus 10 may include a host bus 907, a bridge 909, an
external bus 911, an interface 913, an nput device 915, an
output device 917, a storage device 919, a drive 921, a
connection port 923, and a communication device 925.
Further, the information processing apparatus 100 may
include an 1imaging device 933 and a sensor 9335 as neces-
sary. The information processing apparatus 10 may include
a processing circuit such as a digital signal processor (DSP)
or an application specific integrated circuit (ASIC) instead
of or in addition to the CPU 901.

[0298] The CPU 901 serves as an operation processing
device and a control device, and controls all of or a part of
the operations in the information processing apparatus in
accordance with various programs recorded in the ROM
903, the RAM 905, the storage device 919 or a removable
recording medium 927. The ROM 903 stores programs and
operation parameters used by the CPU 901. The RAM 905
temporarily stores program used 1n the execution of the CPU
901 and parameters that changes as appropriate in the
execution. The CPU 901, ROM 903, and RAM 905 are
connected to each other by the host bus 907 including an
internal bus such as a CPU bus. In addition, the host bus 907
1s connected to the external bus 911 such as a peripheral
component interconnect/interface (PCI) bus via the bridge
909. Note that the depth detection section 101, the position
and attitude estimation section 103, the line of sight detec-
tion section 105, the gaze point detection section 107, the
trigger detection section 109, the reference point estimation
section 111, the distance computation section 113, the output
control section 115, and the like described earlier may be
realized by the CPU 901, for example.

[0299] The input device 915 1is, for example, a device
operated by a user with a mouse, a keyboard, a touch panel,
buttons, switches, a lever, and the like. The mput device 915
may include a mic that detects a sound of a user. The input
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device 915 may be, for example, a remote control unit using
inirared light or other radio waves, or may be an external
connection device 929 such as a portable phone operable 1n
response to the operation of the information processing
apparatus 10. The input device 9135 includes an input control
circuit that generates an mput signal on the basis of the
information input by a user and outputs the input signal to
the CPU 901. By operating the input device 915, a user can
input various types ol data to the immformation processing
apparatus 10 or 1ssue instructions for causing the informa-
tion processing apparatus 10 to perform a processing opera-
tion. For example, the operating section 207, the sound
collection section 209, and the like described earlier may be
realized by the mput device 915, for example. In addition,
the 1imaging device 933 to be described below can function
as an 1nput device by 1imaging a motion or the like of a hand
of the user.

[0300] The output device 917 includes a device capable of
visually or audibly notifying a user of the acquired infor-
mation. The output device 917 may be, for example, a
display device such as a liquid crystal display (LCD), a
plasma display panel (PDP), an organic electro-lumines-
cence (EL) display, and a projector, a hologram display
device, an audio output device, such as a speaker or a
headphone, and a printer. The output device 917 outputs the
results obtained from the process of the information pro-
cessing apparatus 10 1n a form of video such as text or an
image, and outputs voice or sound. In addition, the output
device 917 may include a light or the like to brighten the
surroundings. Note that, the above-described output unit 211
may be implemented by the output device 917, for example.

[0301] The storage device 919 1s a device for data storage
configured as an example of a storage unit of the information
processing apparatus 10. The storage device 919 includes,
for example, a magnetic storage device such as a hard disk
drive (HDD), a semiconductor storage device, an optical
storage device, or a magneto-optical storage device. The
storage device 919 stores programs to be executed by the
CPU 901, various data, and data obtained from the outside.

[0302] The drive 921 1s a reader/writer for the removable
recording medium 927 such as a magnetic disk, an optical
disk, a magneto-optical disk, or a semiconductor memory,
and 1s embedded 1n the information processing apparatus 10
or externally attached thereto. The drive 921 reads informa-
tion recorded 1n the attached removable recording medium
927 and outputs the mnformation to the RAM 905. Further,
the drive 921 writes record in the attached removable
recording medium 927.

[0303] The connection port 923 1s a port used to directly
connect devices to the information processing apparatus 10.
The connection port 923 may be, for example, a umiversal
serial bus (USB) port, an IEEE1394 port, a small computer
system 1nterface (SCSI) port, or the like. In addition, the
connection port 923 may be an RS-232C port, an optical
audio terminal, High-Definition Multimedia Interface
(HDMI) (registered trademark) port, or the like. By con-
necting the external connection device 929 to the connection
port 923, various data may be exchanged between the

information processing apparatus 10 and the external con-
nection device 929.

[0304] The communication device 925 1s, for example, a
communication interface including a communication device
or the like for connection to a communication network 931.

The communication device 925 may be, for example, a
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communication card for a wired or wireless local area
network (LAN), Bluetooth (registered trademark), wireless
USB (WUSB), or the like. In addition, the commumnication
device 925 may be a router for optical communication, a
router for asymmetric digital subscriber line (ADSL), a
modem for various kinds of communications, or the like.
The communication device 925 transmits and receives sig-
nals to and from, for example, the Internet or other com-
munication devices using a predetermined protocol such as
TCP/IP. In addition, the communication network 931 to be
connected to the communication device 925 1s a network
connected 1n a wired or wireless manner, and 1s, for
example, the Internet, a home LAN, inifrared communica-
tion, radio wave communication, satellite communication,
or the like.

[0305] The imaging device 933 15 a device that generates
an 1mage by imaging a real space using an image sensor such
as a charge-coupled device (CCD) or a complementary
metal oxide semiconductor (CMOS), as well as various
members such as one or more lenses for controlling the
formation of a subject image on the image sensor, for
example. The imaging device 933 may be a device that
captures still images and may also be a device that captures
moving i1mages. Note that, the above-described the first
imaging section 201 and the second imaging section 203
may be implemented by the imaging device 933, for
example.

[0306] The sensor 935 15 any of various sensors such as an
acceleration sensor, a gyro sensor, a geomagnetic sensor, an
optical sensor, or a sound sensor, for example.

[0307] The sensor 935 acquires information regarding the
state of the information processing apparatus 10, such as the
attitude of the case of the information processing apparatus
10, as well as mformation regarding the environment sur-
rounding the immformation processing apparatus 10, such as
brightness or noise surrounding the information processing
apparatus 10, for example. The sensor 935 may also include
a global positioning system (GPS) sensor that receives GPS
signals and measures the latitude, longitude, and altitude of
the device.

[0308] The foregoing thus illustrates an exemplary hard-
ware configuration of the information processing apparatus
10. Each of the above components may be realized with
general-purpose members or hardware specialized in the
function of each component. Such a configuration may also
be modified as appropriate 1n accordance with the techno-
logical level at the time of the implementation, Further, 1t 1s
also possible to create a program for causing hardware such
as a processor, a memory, and a storage incorporated into a
computer to exert a function equivalent to the structural
clements 1included in the above-described information pro-
cessing apparatus 10. In addition, 1t 1s also possible to
provide a computer readable storage medium 1n which the
program 1s recorded.

«9. Conclusion»

[0309] The preferred embodiment(s) of the present disclo-
sure has/have been described above with reference to the
accompanying drawings, whilst the present disclosure 1s not
limited to the above examples. A person skilled in the art
may find various alterations and modifications within the
scope of the appended claims, and 1t should be understood
that they will naturally come under the technical scope of the
present disclosure.
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[0310] Further, the eflects described 1n this specification
are merely 1llustrative or exemplified eflects, and are not
limitative. That 1s, with or 1n the place of the above eflects,
the technology according to the present disclosure may
achieve other effects that are clear to those skilled in the art
from the description of this specification.

[0311] Additionally, the present technology may also be
configured as below.
(1)
[0312] An information processing apparatus including:
[0313] an acquisition section that acquires an 1mage
captured by a predetermined i1maging section, and

position information based on at least any of a position
and a direction of the 1imaging section;

[0314] an estimation section that estimates a first posi-
tion and a second position in a real space, on a basis of
a first image and a second 1image which are the 1image
captured at each of a first viewpoint and a second
viewpoint, and first position information and second
position information which are the position information
about each of the first viewpoint and the second view-
point; and
[0315] a measurement section that measures a distance
between the first position and the second position on a
basis of the estimation result.
(2)
[0316] The information processing apparatus according to
(1), including:
[0317] a detection section that detects a line of sight of
a user, 1n which

[0318] the estimation section

[0319] estimates the first position on a basis of the
detection result of the line-of-sight at the first view-
point, the first image, and the first position information,
and

[0320] estimates the second position on a basis of the
detection result of the line-of-sight at the second view-
point, the second 1image, and the second position nfor-
mation.

(3)
[0321] The mnformation processing apparatus according to
(2), 1n which

[0322] the estimation section

[0323] estimates the first position on a basis of a speci-
fication by the line of sight from the first viewpoint, and

[0324] estimates the second position on a basis of a
specification by the line of sight from the second
viewpoint.

(4)
[0325] The information processing apparatus according to
(2), including:

[0326] a display control section that causes a predeter-
mined display section to display a virtual object in
accordance with the detection result of the line of sight,
in which

[0327]

[0328] estimates the first position on a basis of a speci-
fication by the virtual object displayed in accordance
with the line of sight from the first viewpoint, and

[0329] estimates the second position on a basis of a
specification by the virtual object displayed in accor-
dance with the line of sight from the second viewpoint.

the estimation section
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()
[0330] The information processing apparatus according to
(1), 1n which

[0331] the estimation section estimates at least any of
the first position and the second position on a basis of
a specification corresponding to a detection result of
touch or approach with respect to a real object 1n a real
space by a predetermined detection section.

(6)
[0332] The information processing apparatus according to
(1), including:

[0333] a display control section that causes a predeter-
mined display section to display a virtual object in
accordance with a recognition result of a real object 1n
the real space, 1n which

[0334] the estimation section estimates at least any of
the first position and the second position on a basis of
a specification by the virtual object.

(7)
[0335] The information processing apparatus according to
(1), 1n which

[0336] the estimation section estimates at least any of
the first position and the second position on a basis of
a specification corresponding to a recognition result of
a body 1n the real space.

(8)
[0337] The information processing apparatus according to
(1), including:

[0338] a display control section that causes a predeter-
mined display section to display display information on
a basis of the measurement result of the distance.

©)
[0339] The information processing apparatus according to
(8), 1n which

[0340] the display control section causes the display
information indicating the measurement result of the
distance to be displayed.

(10)
[0341] The information processing apparatus according to
(8) or (9), 1n which

[0342] the display control section causes the display
information indicating a scale in the real space to be
displayed, on a basis of the measurement result of the
distance.

(11)
[0343] The information processing apparatus according to
any one of (8) to (10), 1n which

[0344] the display control section causes the display
information to be displayed at a size corresponding to
the measurement result of the distance.

(12)
[0345] The information processing apparatus according to
any one of (1) to (11), in which

[0346] the measurement section measures a distance of
a path between the first position and the section posi-
tion, the path going through a third position specified
between the first position and the second position.

(13)
[0347] The information processing apparatus according to
any one of (1) to (11), in which

[0348] the measurement section measures a length of a
trail specified between the first position and the second
position as the distance.
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[0349] (14)
[0350] The information processing apparatus according to
any one of (1) to (13), 1n which
[0351] the acquisition section acquires a set of the first
image and the first position information and a set of the
second 1mage and the second position information from
different external apparatus.

(15)
[0352] An information processing method including:
[0353] acquiring an 1mage captured by a predetermined

imaging section, and position imformation based on at

least any of a position and a direction of the 1maging

section;
estimating, by a processor, a first position and a second
position 1n a real space, on a basis of a first image and a
second 1mage which are the 1mage captured at each of a first
viewpoint and a second viewpoint, and {irst position infor-
mation and second position nformation which are the
position information about each of the first viewpoint and
the second viewpoint; and

[0354] measuring, by the processor, a distance between
the first position and the second position on a basis of
the estimation result.

(16)
[0355] A recording medium storing a program causing a
computer to execute:

[0356] acquiring an 1mage captured by a predetermined
imaging section, and position mformation based on at
least any of a position and a direction of the imaging
section;

[0357] estimating a first position and a second position
in a real space, on a basis of a first image and a second
image which are the 1mage captured at each of a first
viewpoint and a second viewpoint, and {first position
information and second position information which are
the position information about each of the first view-
point and the second viewpoint and

[0358] measuring a distance between the first position
and the second position on a basis of the estimation
result.

REFERENCE SIGNS LIST

[0359] 1, 2, 3 information processing system
[0360] 10 information processing apparatus
[0361] 101 depth detection section

[0362] 103 position and attitude estimation section
[0363] 105 line of sight detection section
[0364] 107 gaze point detection section
[0365] 109 trigger detection section

[0366] 111 reference point estimation section
[0367] 113 distance computation section
[0368] 115 output control section

[0369] 10 input/output apparatus

[0370] 201 first imaging section

[0371] 203 second 1imaging section

[0372] 205 mnput section

[0373] 207 operating section

[0374] 209 sound collection section

[0375] 30 termuinal apparatus

[0376] 301 imaging section

[0377] 303 input section

[0378] 303 output section

[0379] 40 information processing apparatus
[0380] 401 depth detection section
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[0381] 403 position and attitude estimation section
[0382] 4035 trigger detection section

[0383] 407 reference point estimation section
[0384] 409 distance computation section

[0385] 411 output control section

[0386] 50 information processing apparatus

[0387] 501 depth detection section

[0388] 503 position and attitude estimation section
[0389] 505 body recognition section

[0390] 507 trigger detection section

[0391] 509 reference point estimation section
[0392] 511 distance computation section

[0393] 513 output control section

1. An mformation processing apparatus comprising:

an acquisition section configured to acquire an 1mage
captured by a predetermined 1imaging section;

an estimation section configured to estimate a first posi-
tion 1n a real space on a basis of a first image acquired
by the acquisition section at a first viewpoint and a first
distance from the first viewpoint to a real object and
estimate a second position in the real space on a basis
of a second 1mage acquired by the acquisition section
at a second viewpoint and a second distance from the
second viewpoint to the real object;

a measurement section configured to measure a distance
between the first position and the second position; and

an output control section configured to perform control to
display a display information including a measurement
result of the measurement section, wherein

the acquisition section, the 1maging section, the estima-
tion section the measurement section, and the output
control section are each implemented via at least one
Processor.

2. The mmformation processing apparatus according to

claim 1, further comprising:
a detection section configured to detect a line of sight of
a user, wherein
the estimation section 1s further configured to
estimate the first position on a basis of a result of the
detection of the line of sight at the first viewpoint and
the first image, and

estimate the second position on a basis of the detection
result of the line of sight at the second viewpoint and
the second 1image, and

the detection section 1s implemented via at least one
ProCessor.

3. The information processing apparatus according to
claim 2, wherein the estimation section 1s further configured
to

estimate the first position on a basis of a specification by
the line of sight from the first viewpoint, and

estimate the second position on a basis of a specification
by the line of sight from the second viewpoint.

4. The nformation processing apparatus according to

claim 2, further comprising:

a display control section configured to cause a predeter-
mined display section to display a virtual object 1n
accordance with the detection result of the line of sight,
wherein

the estimation section 1s further configured to
estimate the first position on a basis of a specification

by the virtual object displayed 1n accordance with the
line of sight from the first viewpoint, and
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estimate the second position further on a basis of a
specification by the virtual object displayed 1n accor-
dance with the line of sight from the second view-
point, and

the display control section 1s implemented via at least one
Processor.

5. The mnformation processing apparatus according to

claim 1, wherein

the estimation section 1s further configured to estimate at
least any of the first position and the second position
further on a basis of a specification corresponding to a
detection result of touch or approach with respect to a
real object 1n a real space by a predetermined detection
section.

6. The information processing apparatus according to

claim 1, further comprising:

a display control section configured to cause a predeter-
mined display section to display a virtual object 1n
accordance with a recognition result of a real object 1n
the real space, wherein

the estimation section 1s further configured to estimate at
least any of the first position and the second position
further on a basis of a specification by the virtual
object, and

the display control section 1s implemented via at least one
Processor.

7. The information processing apparatus according to

claim 1, wherein

the estimation section 1s further configured to estimate at
least any of the first position and the second position
further on a basis of a specification corresponding to a
recognition result of a body 1n the real space.

8. The mnformation processing apparatus according to

claim 1, further comprising:

a display control section configured to cause a predeter-
mined display section to display the display informa-
tion on a basis of a result of the measurement of the
distance,

wherein the display control section 1s implemented via at
least one processor.

9. The mmformation processing apparatus according to

claim 8, wherein

the display control section 1s further configured to cause
the display information indicating the measurement
result of the distance to be displayed.

10. The mformation processing apparatus according to

claim 8, wherein

the display control section 1s further configured to cause
the display information indicating a scale in the real
space to be displayed, on a basis of the measurement
result of the distance.

11. The mformation processing apparatus according to

claim 8, wherein

Dec. 28, 2023

the display control section 1s further configured to cause
the display information to be displayed at a size cor-
responding to the measurement result of the distance.

12. The information processing apparatus according to
claim 1, wherein

the measurement section 1s further configured to measure

a distance of a path between the first position and the
second position, the path going through a third position
specified between the first position and the second
position.

13. The information processing apparatus according to
claim 1, wherein

the measurement section 1s further configured to measure

a length of a trail specified between the first position
and the second position as the distance.

14. The information processing apparatus according to
claim 1, wherein

the acquisition section 1s further configured to acquire a

set of the first image and a set of the second 1mage from
different external apparatus.

15. An mformation processing method comprising:

acquiring an 1mage captured by a predetermined 1maging

section;

estimating a first position 1n a real space on a basis of a

first 1mage acquired at a first viewpoint and a first
distance from the first viewpoint to a real object and
estimating a second position 1n the real space on a basis
of a second 1image acquired at a second viewpoint and
a second distance from the second viewpoint to the real
object;

measuring a distance between the first position and the

second position; and

performing control to display a display information

including a measurement result of the measuring of the
distance.

16. A non-transitory computer-readable medium having
embodied thereon a program, which when executed by a
computer causes the computer to execute an information
processing method, the method comprising:

acquiring an 1image captured by a predetermined imaging,

section;

estimating a {irst position 1n a real space on a basis of a

first 1mage acquired at a first viewpoint and a {first
distance from the first viewpoint to a real object and
estimating a second position 1n the real space on a basis
of a second 1image acquired at a second viewpoint and
a second distance from the second viewpoint to the real
object;

measuring a distance between the first position and the

second position; and

performing control to display a display information

including a measurement result of the measuring of the
distance.
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