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CONTROLLING OPTICAL PARAMETERS AT
A USER’S EYE

PRIORITY

[0001] This application claims priority to U.S. Provisional
Patent Application No. 63/344,385 titled “CONTROLLING
OPTICAL PARAMETERS AT A USER’S EYE,” filed May
20, 2022, with attorney docket No. 3589-0141PVO01, U.S.
Provisional Patent Application No. 63/344,389 fitled
“MODEL BASED CONTROL OF OPTICAL PARAM-
ETERS AT A USER’S EYE,” filed May 20, 2022, with
attorney docket No. 3589-0141PV02, U.S. Provisional Pat-
ent Application No. 63/344,393 titled “AUTOMATIC VAR -
IED VISUAL EXPERIENCE IN AN ARTIFICIAL REAL-
ITY SYSTEM,” filed May 20, 2022, with attorney docket
No. 3589-0141 PVO3, and U.S. Provisional Patent Applica-
tion No. 63/384,238 titled “MODEL BASED CONTROL
OF OPTICAL PARAMETERS AT A USER’S EYE,” filed
Nov. 18, 2022, with attorney docket No. 3589-0141 PV04,
which are each herein incorporated by reference in their
entireties.

TECHNICAL FIELD

[0002] The present disclosure 1s directed to controlling
optical parameters at a user’s eye e.g., using an artificial
reality system and tracked user conditions.

BACKGROUND

[0003] Artificial reality devices have grown 1n popularity
with users, and this growth 1s predicted to accelerate. These
devices can immerse a user i an artificial reality environ-
ment and display objects within this immersive experience.
For example, 1n an augmented reality environment or mixed
reality environment, portions of the environment can corre-
spond to a real-world setting, such as a room, object,
background, etc. The artificial reality device can add one or
more virtual objects to this environment that do not corre-
spond with the real-world setting. In another example, the
immersive experience can be a virtual reality environment
with one or more virtual objects. A user’s eyes perceive
object at specific locations 1n these immersive environments
according to light from the artificial reality device (e.g., light
displayed by the device, light that passes through the device,
light manipulated by one or more lenses of the device, etc.).
Accordingly, artificial reality devices can impact a user’s
eyes, ncluding impacts on eye fatigue, eye biology, vision
fidelity, or other suitable eye characteristics.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] FIG. 1 1s a block diagram 1llustrating an overview
of devices on which some implementations of the present
technology can operate.

[0005] FIG. 2A 1s a wire diagram illustrating a virtual
reality headset which can be used 1n some implementations
of the present technology.

[0006] FIG. 2B 1s a wire diagram 1llustrating a mixed
reality headset which can be used 1n some 1mplementations
of the present technology.

[0007] FIG. 2C 1s a wire diagram 1illustrating controllers
which, in some implementations, a user can hold 1n one or
both hands to interact with an artificial reality environment.
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[0008] FIG. 3 1s a block diagram 1llustrating an overview
of an environment 1 which some implementations of the
present technology can operate.

[0009] FIG. 4 1s a block diagram illustrating components
which, 1n some 1mplementations, can be used 1n a system
employing the disclosed technology.

[0010] FIG. 5 1s a conceptual diagram illustrating light
entering a user’s eye via an artificial reality system.

[0011] FIG. 6 1s a conceptual diagram 1illustrating an
artificial reality environment with virtual objects.

[0012] FIG. 7 1s a conceptual diagram 1llustrating varia-
tions of optical conditions at a user’s eye.

[0013] FIG. 8 15 a tlow diagram 1illustrating a process used
in some implementations of the present technology for
controlling optical parameters at a user’s eye using an
artificial reality system and tracked user conditions.

[0014] FIG. 9 1s a tlow diagram 1llustrating a process used
in some implementations of the present technology for
controlling optical parameters at a user’s eye using an
artificial reality system according to monitored temporal
conditions.

[0015] FIG. 10 1s a flow diagram illustrating a process
used 1n some implementations of the present technology for
controlling optical parameters at a user’s eye using a per-
sonalized eye model.

[0016] FIG. 11 1s a flow diagram illustrating a process
used 1n some 1implementations of the present technology for
controlling visual parameters by an artificial reality system
to vary a user experience.

[0017] FIG. 12 1s a diagram illustrating a model of the
optical parameters of light output from a display device.
[0018] FIG. 13 1s a diagram illustrating another model of
the optical parameters of light output from another display
device.

[0019] FIG. 14 1s a diagram illustrating a model of the
optical parameters of light output from a display device 1n
combination with an eye model.

[0020] FIG. 15 1s a diagram illustrating another model of
the optical parameters of light output from another display
device 1n combination with an eye model.

[0021] FIG. 16 15 a diagram of simulated light exposed to
an eye model.
[0022] FIG. 17 1s a graph of optical characteristics simu-

lated by exposing light to an eye model.

[0023] FIG. 18 1s another graph of optical characteristics
simulated by exposing light to an eye model.

[0024] FIGS. 19 and 20 are graphs of optical characteris-
tics simulated by exposing light to another eye model.
[0025] FIGS. 21 and 22 are graphs of optical characteris-
tics simulated by exposing light to eye model variations.
[0026] The techmiques introduced here may be better
understood by referring to the following Detailed Descrip-
tion 1 conjunction with the accompanying drawings, in
which like reference numerals 1ndicate identical or function-
ally similar elements.

DETAILED DESCRIPTION

[0027] Aspects of the present disclosure are directed to
controlling optical parameters at a user’s eye using an
artificial reality system and tracked user conditions. Imple-
mentations of the artificial reality system immerse a user in
an artificial reality environment that includes one or more
virtual objects and/or one or more real-world objects. For
example, a head-mounted display of the artificial reality
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system can be positioned to generate light that enters the
user’s eyes and/or pass-through light (e.g., selectively pass-
through real-world light) that enters the user’s eyes. By
controlling and/or manipulating the light from the system,
the artificial reality system can present the immersive envi-
ronment to the user. Implementations can use any other
suitable optical system to generate the artificial reality
environment.

[0028] Implementations of a light coordinator can control
the light that enters one or more of the user’s eyes (e.g., via
the artificial reality system) according to tracked user con-
ditions. For example, based on tracked user eye positioning,
the light coordinator can adjust the light that enters the user’s
eye to control an 1mage shell generated at the user’s eye. An
image shell refers to the way light, that enters the eve,
focuses on the retina of the eye. Example properties of an
image shell include image shell centration, image shell
curvature, image shell shape, etc. A user may focus on an
object 1n an artificial reality environment (e.g., real-world
object or virtual object) and light from the object can
generate an 1mage shell at the user’s eyes. The image shell
at the user’s eyes can impact the user’s vision and/or eye
biology. Other optical parameters/light properties can also
impact the image shell and/or a user’s vision, such as
luminance, chromatic balance, light spectrum (e.g., color),
focal distance at retinal eccentricity, modulation transfer
function at retinal eccentricity, etc.

[0029] Some implementations control optical parameters
at a user’s eye using an eye model and an artificial reality
system. An eye model coordinator can create an eye model
specific to a user based on user characteristics, such as
spherical refraction of the user’s eye(s), user age, axial
length, choroidal thickness, ocular curvature, phoria at near/
tar, or other suitable characteristics. The eye model can
simulate optical parameters generated at the user’s eye(s) by
light from the artificial reality system. For example, the light
coordinator can use output from the eye model to control
light provided to the user’s eye(s) via the artificial reality
system. In some implementations, user eye parameters, such
as accommodative state, pupil size, pupil position in eye
box, gaze vector/fixation distance, vergence state/distance,
etc., can be tracked and provided to the user eye model to
simulate optical parameters at the user’s eye. In this
example, variable input values (e.g., tracked eye parameters)
can be fed to the eye model over time and the light
coordinator can dynamically control the light that enters the
user’s eye(s) via the artificial reality system using variable
output from the eye model that changes over time.

[0030] Implementations of the light coordinator can
adjust, based on tracked user eye positioning and/or output
from the eye model, any suitable aspect or characteristic of
light that enters the user’s eye to control any suitable optical
parameters that impact the user’s vision. For example, the
light coordinator can adjust/manipulate light to control opti-
cal parameters by varying focal distance at eccentricity,
varying image shell curvature, varying resolution/modula-
tion transier function (MTF) at eccentricity (e.g., between
colors), varying field of view, varying focal distance, vary-
ing peripheral light curvature, varying the centration of light
curvature, adding peripheral myopic defocus cue(s) 1n a
user’s periphery, reducing or dynamically varying peripheral
contrast, and controlling other suitable optical parameters.
Implementations of the light coordinator can monitor
dynamic parameters (e.g., while the user 1s immersed 1n an
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XR environment) and generate the personalized XR presen-
tation/display using the personalized eye model.

[0031] In some implementations, the light coordinator and
eye model can dynamically control optical conditions (e.g.,
optical conditions at the user’s eye, optical conditions pre-
sented/displayed by the XR system), such as focal distance,
field curvature, distance, or a combination (per pixel/area),
locus of centration of focus/curvature, depth of field, reso-
lution/modulation transfer function (MTF) at eccentricity
(e.g., optical, content enhancement, and/or rendered via
longitudinal chromatic aberration), spectrum (e.g., RGB
primary wavelength/bandwidth, balance between), contrast
polarity (e.g., white text on black vs. black text on white),
and other suitable optical conditions. In some 1mplementa-
tions, based on tracked user eye positioning and/or outputs
from the personalized model, the light coordinator can
adjust the light that enters the user’s eye to control an 1mage
shell generated at the user’s eve.

[0032] Some implementations of the light coordinator can
control the light that enters one or more of the user’s eyes
(e.g., via the artificial reality system) according to any
suitable temporal condition. For example, a user’s circadian
rhythm can be impacted by the light that enters the user’s
eye via the artificial reality system. The light coordinator can
control the characteristics of the light that enters the user’s
eye to sync with and/or mitigate interference with the user’s
circadian rhythm. In another example, some users may be
more or less sensitive to certain types of light at different
times of day. The light coordinator can control the charac-
teristics of the light that enters the user’s eye according to
the time of day. Implementations of the light coordinator can
control the characteristics of the light that enters the user’s
eye according to any other suitable temporal condition.

[0033] Implementations of a light coordinator can control
the light that enters one or more of the user’s eyes (e.g., via
the artificial reality system) according to a tracked user
experience. For example, parameters for visual experiences
presented to the user by the artificial reality system (e.g., an
artificial reality environment visual experience) can be
monitored over time. Implementations of the light coordi-
nator can, based on the monitored visual experience param-
cters, vary content displayed by the artificial reality system
in the artificial reality environment and/or manipulate light
that enters the user’s eye to control optical parameters at the
user’s eye.

[0034] Example tracked visual experience parameters for
the user include background characteristics (e.g., patterns,
colors, distance, aggregated defocus distance, etc.), fore-
ground characteristics (e.g., object shape, dimensions, col-
ors, distance, etc.), eye image shell characteristics (e.g.,
image shell curvature, centration, etc.), periphery character-
1stics (e.g., periphery curvature, contrast, defocus cues, etc.),
focal distance, fixation distance, luminance, spectrum, Illu-
mination wave shape/duty cycle, chromatic balance, con-
trast (e.g., contrast polarity), spatial frequency, longitudinal
chromatic aberration (LCA) at distance, field of view pre-
sented to the user, visual activity, eye movement, accom-
modation distances, and any other suitable visual experience
parameters.

[0035] Implementations of the light coordinator can vary
the user’s experience according to the momtoring. For
example, background distances, patterns, and colors can be
varted over time. In another example, an object in the
foreground can have varied dimensions, shape, color, dis-
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tances, etc. In another example, light can be adjusted (e.g.,
using one or more lenses) to control the image shell created
at the user’s eye such that the curvature of the image shell
and/or centration of the image shell i1s varied over time. In
another example, the focal distance and/or fixation distance
experienced by a user can be varied over time. In another
example, peripheral characteristics experienced by the user,
such as periphery curvature, contrast, and/or defocus cues
can be varied over time. In another example, movement of
images/objects displayed by the artificial reality system can
be varied according to monitored eye movement/visual
activity.

[0036] In another example, the rendered longitudinal chro-
matic aberration (LCA) experienced by a user can be varied
over time. In another example, the spatial frequency (e.g.,
scene contrast at spatial frequency) experienced by a user
can be varied over time. In another example, the contrast
polarity experienced by a user can be varied over time. In
another example, the Illumination wave shape/duty cycle
experienced by a user can be varied over time. In another
example, the luminance, spectrum, and/or chromatic balance
experienced by a user can be varied over time.

[0037] In some implementations, a user may prefer a
given object distance, text size, or other suitable visual
parameter, and the user may curate the XR environment to
accommodate these user prelferences. However, extended
exposure to certain visual experiences may have an unde-
sirable 1mpact, such as eye fatigue, improper eye health
practices, or other suitable undesirable impacts. Implemen-
tations of the light coordinator can vary content and or optics
presented/displayed by the XR system, such as by altering
distance for virtual objects, text size, text/background color,
light characteristics, and other suitable visual experience
parameters. In some examples, user preferences for visual
experiences can be determined according to monitored
visual experience parameters, where future optical condi-
tions are expected to comply with the determined user
preferences without intervention. Implementations of the
light coordinator can vary content and/or optics to be
different from those defined by the user preferences to
provide such an mntervention and mitigate against undesir-
able 1mpacts.

[0038] Insome implementations, the light coordinator can
compare the monitored visual experience parameter(s) to
one or more criteria and adjust content and/or manipulate
light that enters the user’s eye to vary visual experience
parameter(s) when the one or more criteria are met. The
implemented variations can improve the user’s experience
with the XR system. For example, varying one or more of
the monitored visual experience parameters can reduce eye
fatigue or improve eye biology, visual acuity, and other
aspects of user eyesight.

[0039] Implementations can manipulate the light that
enters the user’s one or more eyes (e.g., tracked pupil
location) via the artificial reality system using one or more
devices. For example, a gradient-index (GRIN) liquid crys-
tal (LC) device with a patterned electrode can be used to
selectively manipulate light that passes through the device.
By controlling individual portions of the GRIN LC device,
the light that enters a user’s tracked pupil location can be
manipulated to control optical parameters at the user’s eye.
For example, the optical properties of a GRIN LC lens (e.g.,
optical power) can be selectively tunable by applied electric
fields. Implementations can apply electric fields and selec-

Nov. 23, 2023

tively tune portions of the GRIN LC device according to a
user’s tracked pupil location to manipulate light that enters
the user’s pupil and control optical parameters at the user’s
eye. U.S. patent application Ser. No. 17/173,1°77, filed Feb.
10, 2021, which 1s hereby incorporated by reference 1n 1ts
entirety, discloses examples of GRIN LC devices that can be
used 1n some 1mplementations.

[0040] In another example, a freeform varifocal optical
assembly that includes an optical stack can be configured to
enhance optical parameters at a user’s eye, such as accom-
modation of one or both eyes. An example freeform vari-
focal optical assembly includes Pancharatnam-Berry phase
(PBP) lenses, PBP gratings, polarization sensitive hologram
(PSH) lenses, PSH gratings, metamaterials, or combinations
thereof. The freeform varitfocal optical assembly can be used
to output an adjusted wavelorm from an arbitrary input
wavelorm (independent of the optical system of a display
device). The optical modules can also include a plurality of
switchable polarization control optical components, such as
a switchable retarder. By including a plurality of polariza-
tion sensitive lensing elements having different optical pow-
ers and controlling the plurality of switchable polarization
control optical components (and the polarization sensitive
lensing elements), the freeform varifocal optical system can
provide focal power and aberration compensation. Imple-
mentations can adjust the switchable components of the
freeform varifocal optical assembly to manipulate light that
passes through the assembly and control optical parameters
at the user’s eye (e.g., according to a tracked pupil location).
U.S. patent application Ser. No. 16/854,528, filed Apr. 21,
2020, which 1s hereby incorporated by reference, discloses
examples of a freeform varifocal optical assembly that can
be used 1n some 1implementations.

[0041] In vet another example, a varifocal optical system
includes a plurality of optical elements, and at least some of
the optical elements 1include a controllable focal power. For
example, the varifocal optical system may include a plural-
ity of lenses or gratings formed from liquid crystals, such as
Pancharatnam-Berry Phase (PBP; also referred to as geo-
metric phase) lenses, PBP gratings (also referred to as
geometric phase gratings), polarization sensitive hologram
(PSH) lenses, PSH gratings, and/or liquid crystal optical
phase arrays. By controlling polarization of light incident on
cach respective lens or grating, and/or a state of the lens or
grating, the optical system may be controlled to have a
selected total optical power. Implementations can adjust the
polarization of light incident on each respective lens or
grating and/or a state of the lens or grating to adjust the total
optical power of the system and control optical parameters
at the user’s eye. U.S. patent application Ser. No. 16/723,
152, filed Dec. 20, 2019, which 1s hereby incorporated by
reference, discloses examples of varifocal optical systems
that can be used 1n some 1implementations.

[0042] In a further example, a steered retinal display
device can be used by implementations to control optical
parameters at a user’s eye by manipulating displayed pixels.
For example, a steered retinal projection system can create
an 1mage on the retina that tracks with eye movement. The
optical axis and image plane (optionally) can be steered
according to eye/gaze tracking so that the angular, lateral
and axial placement of the imaging forming light 1s both
located properly 1n the eye as well as image corrected
according to potential changes caused by steering. In an
example, steering can be performed using combinations of
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conventional components and/or techmques that utilize mir-
rors or by other techniques such as optical components that
change angle or displace through reflection, refraction, dii-
fraction, etc. Such techniques may use electrically changed
index of refraction, dispersion caused by 1llumination wave-
length shift, polarization change, and/or electrically con-
trolled mechanical motions.

[0043] Embodiments of the disclosed technology may
include or be implemented 1n conjunction with an artificial
reality system. Artificial reality or extra reality (XR) 1s a
form of reality that has been adjusted in some manner before
presentation to a user, which may include, e.g., virtual reality
(VR), augmented reality (AR), mixed reality (MR), hybnid
reality, or some combination and/or derivatives thereof.
Artificial reality content may include completely generated
content or generated content combined with captured con-
tent (e.g., real-world photographs). The artificial reality
content may include video, audio, haptic feedback, or some
combination thereof, any of which may be presented 1n a
single channel or in multiple channels (such as stereo video
that produces a three-dimensional effect to the wviewer).
Additionally, 1n some embodiments, artificial reality may be
associated with applications, products, accessories, services,
or some combination thereof, that are, e.g., used to create
content 1n an artificial reality and/or used 1n (e.g., perform
activities 1n) an artificial reality. The artificial reality system
that provides the artificial reality content may be imple-
mented on various platforms, including a head-mounted
display (HMD) connected to a host computer system, a
standalone HMD, a mobile device or computing system, a
“cave” environment or other projection system, or any other
hardware platform capable of providing artificial reality
content to one or more viewers.

[0044] ““Virtual reality” or “VR,” as used herein, refers to
an 1mmersive experience where a user’s visual input 1s
controlled by a computing system. “Augmented reality” or
“AR” refers to systems where a user views 1mages of the real
world after they have passed through a computing system.
For example, a tablet with a camera on the back can capture
images of the real world and then display the images on the
screen on the opposite side of the tablet from the camera.
The tablet can process and adjust or “augment” the 1mages
as they pass through the system, such as by adding virtual
objects. “Mixed reality” or “MR” refers to systems where
light entering a user’s eye 1s partially generated by a
computing system and partially composes light reflected off
objects 1n the real world. For example, a MR headset could
be shaped as a pair of glasses with a pass-through display,
which allows light from the real world to pass through a
waveguide that simultaneously emits light from a projector
in the MR headset, allowing the MR headset to present
virtual objects intermixed with the real objects the user can
see. “Artificial reality,” “extra reality,” or “XR,” as used

herein, refers to any of VR, AR, MR, or any combination or
hybrid thereof.

[0045] Several implementations are discussed below 1n
more detail in reference to the figures. FIG. 1 1s a block
diagram 1llustrating an overview of devices on which some
implementations of the disclosed technology can operate.
The devices can comprise hardware components of a com-
puting system 100 that control light 1n an artificial reality
system according to tracked user conditions. In various
implementations, computing system 100 can include a
single computing device 103 or multiple computing devices
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(e.g., computing device 101, computing device 102, and
computing device 103) that communicate over wired or
wireless channels to distribute processing and share input
data. In some 1mplementations, computing system 100 can
include a stand-alone headset capable of providing a com-
puter created or augmented experience for a user without the
need for external processing or sensors. In other implemen-
tations, computing system 100 can include multiple com-
puting devices such as a headset and a core processing
component (such as a console, mobile device, or server
system) where some processing operations are performed on
the headset and others are offloaded to the core processing
component. Example headsets are described below 1n rela-
tion to FIGS. 2A and 2B. In some implementations, position
and environment data can be gathered only by sensors
incorporated in the headset device, while 1 other 1mple-
mentations one or more ol the non-headset computing
devices can include sensor components that can track envi-
ronment or position data.

[0046] Computing system 100 can include one or more
processor(s) 110 (e.g., central processing units (CPUs),
graphical processing units (GPUs), holographic processing
umts (HPUs), etc.) Processors 110 can be a single processing
umt or multiple processing units in a device or distributed
across multiple devices (e.g., distributed across two or more
of computing devices 101-103).

[0047] Computing system 100 can include one or more
iput devices 120 that provide mput to the processors 110,
notifying them of actions. The actions can be mediated by a
hardware controller that interprets the signals received from
the input device and commumnicates the information to the
processors 110 using a communication protocol. Each input
device 120 can include, for example, a mouse, a keyboard,
a touchscreen, a touchpad, a wearable mput device (e.g., a
haptics glove, a bracelet, a ring, an earring, a necklace, a
watch, etc.), a camera (or other light-based input device,
¢.g., an infrared sensor), a microphone, or other user 1nput
devices.

[0048] Processors 110 can be coupled to other hardware
devices, for example, with the use of an internal or external
bus, such as a PCI bus, SCSI bus, or wireless connection.
The processors 110 can communicate with a hardware
controller for devices, such as for a display 130. Display 130
can be used to display text and graphics. In some 1mple-
mentations, display 130 includes the mput device as part of
the display, such as when the mput device 1s a touchscreen
or 1s equipped with an eye direction monitoring system. In
some 1mplementations, the display 1s separate from the input
device. Examples of display devices are: an LCD display
screen, an LED display screen, a projected, holographic, or
augmented reality display (such as a heads-up display device
or a head-mounted device), and so on. Other I/O devices 140
can also be coupled to the processor, such as a network chip
or card, video chip or card, audio chip or card, USB, firewire
or other external device, camera, printer, speakers, CD-

ROM drive, DVD drive, disk drive, etc.

[0049] In some implementations, input from the /O
devices 140, such as cameras, depth sensors, IMU sensor,
GPS units, LiDAR or other time-of-flights sensors, etc. can
be used by the computing system 100 to identify and map
the physical environment of the user while tracking the
user’s location within that environment. This simultaneous
localization and mapping (SLAM) system can generate
maps (e.g., topologies, girds, etc.) for an area (which may be
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a room, building, outdoor space, etc.) and/or obtain maps
previously generated by computing system 100 or another
computing system that had mapped the area. The SLAM
system can track the user within the area based on factors
such as GPS data, matching identified objects and structures
to mapped objects and structures, monitoring acceleration
and other position changes, etc.

[0050] Computing system 100 can include a communica-
tion device capable of communicating wirelessly or wire-
based with other local computing devices or a network node.
The communication device can communicate with another
device or a server through a network using, for example,
TCP/IP protocols. Computing system 100 can utilize the
communication device to distribute operations across mul-
tiple network devices.

[0051] The processors 110 can have access to a memory
150, which can be contained on one of the computing
devices of computing system 100 or can be distributed
across of the multiple computing devices of computing
system 100 or other external devices. A memory includes
one or more hardware devices for volatile or non-volatile
storage, and can include both read-only and writable
memory. For example, a memory can include one or more of
random access memory (RAM), various caches, CPU reg-
isters, read-only memory (ROM), and writable non-volatile
memory, such as flash memory, hard drives, floppy disks,
CDs, DVDs, magnetic storage devices, tape drives, and so
forth. A memory 1s not a propagating signal divorced from
underlying hardware; a memory 1s thus non-transitory.
Memory 150 can include program memory 160 that stores
programs and software, such as an operating system 162,
light coordinator 164, and other application programs 166.
Memory 150 can also include data memory 170 that can
include, e.g., users’ health data, user eye data, user prefer-
ences, historical user visual experiences, configuration data,
settings, user options or preferences, etc., which can be
provided to the program memory 160 or any element of the
computing system 100.

[0052] Some implementations can be operational with
numerous other computing system environments or configu-
rations. Examples of computing systems, environments,
and/or configurations that may be suitable for use with the
technology include, but are not limited to, XR headsets,
personal computers, server computers, handheld or laptop
devices, cellular telephones, wearable electronics, gaming
consoles, tablet devices, multiprocessor systems, micropro-
cessor-based systems, set-top boxes, programmable con-
sumer electronics, network PCs, minicomputers, mainframe
computers, distributed computing environments that include
any of the above systems or devices, or the like.

[0053] FIG. 2A 1s a wire diagram of a virtual reality
head-mounted display (HMD) 200, 1n accordance with some
embodiments. The HMD 200 includes a front rigid body 205
and a band 210. The front rigid body 205 includes one or
more electronic display elements of an electronic display
245, an 1nertial motion unit (IMU) 215, one or more position
sensors 220, locators 225, and one or more compute units
230. The position sensors 220, the IMU 215, and compute
units 230 may be internal to the HMD 200 and may not be
visible to the user. In various implementations, the IMU 2185,
position sensors 220, and locators 225 can track movement
and location of the HMD 200 1n the real world and i an
artificial reality environment in three degrees of freedom
(3DoF) or six degrees of freedom (6DoF). For example, the
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locators 225 can emit infrared light beams which create light
points on real objects around the HMD 200. As another
example, the IMU 215 can include e.g., one or more
accelerometers, gyroscopes, magnetometers, other non-
camera-based position, force, or orientation sensors, or
combinations thereof. One or more cameras (not shown)
integrated with the HMD 200 can detect the light points.
Compute units 230 in the HMD 200 can use the detected
light points to extrapolate position and movement of the
HMD 200 as well as to identily the shape and position of the
real objects surrounding the HMD 200.

[0054] The electronic display 243 can be integrated with
the front rigid body 205 and can provide image light to a user
as dictated by the compute units 230. In various embodi-
ments, the electronic display 245 can be a single electronic
display or multiple electronic displays (e.g., a display for
cach user eye). Examples of the electronic display 245
include: a liquid crystal display (LCD), an organic light-
emitting diode (OLED) display, an active-matrix organic
light-emitting diode display (AMOLED), a display includ-
ing one or more quantum dot light-emitting diode (QOLED)
sub-pixels, a projector unit (e.g., microLED, LASER, etc.),
some other display, or some combination thereof.

[0055] In some implementations, the HMD 200 can be
coupled to a core processing component such as a personal
computer (PC) (not shown) and/or one or more external
sensors (not shown). The external sensors can monitor the
HMD 200 (e.g., via light emitted from the HMD 200) which
the PC can use, in combination with output from the IMU

215 and position sensors 220, to determine the location and
movement of the HMD 200.

[0056] FIG. 2B 1s a wire diagram of a mixed reality HMD
system 250 which includes a mixed reality HMD 2352 and a
core processing component 254. The mixed reality HMD
252 and the core processing component 254 can communi-
cate via a wireless connection (e.g., a 60 GHz link) as
indicated by link 256. In other implementations, the mixed
reality system 250 includes a headset only, without an
external compute device or includes other wired or wireless
connections between the mixed reality HMD 252 and the
core processing component 254. The mixed reality HMD
252 includes a pass-through display 258 and a frame 260.
The frame 260 can house various electronic components
(not shown) such as light projectors (e.g., LASERs, LEDs,
etc.), cameras, eye-tracking sensors, MEMS components,
networking components, etc.

[0057] The projectors can be coupled to the pass-through
display 238, e.g., via optical elements, to display media to a
user. The optical elements can include one or more wave-
guide assemblies, reflectors, lenses, mirrors, collimators,
gratings, etc., for directing light from the projectors to a
user’s eye. Image data can be transmitted from the core
processing component 254 wvia link 256 to HMD 252.
Controllers 1n the HMD 252 can convert the image data into
light pulses from the projectors, which can be transmaitted
via the optical elements as output light to the user’s eye. The
output light can mix with light that passes through the
display 238, allowing the output light to present virtual
objects that appear as 1f they exist in the real world.

[0058] Similarly to the HMD 200, the HMD system 250
can also include motion and position tracking units, cam-
eras, light sources, etc., which allow the HMD system 250
to, e.g., track 1tself 1n 3DoF or 6DoF, track portions of the
user (e.g., hands, feet, head, or other body parts), map virtual
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objects to appear as stationary as the HMD 2352 moves, and
have virtual objects react to gestures and other real-world
objects.

[0059] FIG. 2C illustrates controllers 270 (including con-

troller 276A and 276B), which, 1n some implementations, a
user can hold 1n one or both hands to interact with an
artificial reality environment presented by the HMD 200
and/or HMD 250. The controllers 270 can be in communi-
cation with the HMDs, either directly or via an external
device (e.g., core processing component 234). The control-
lers can have their own IMU umnits, position sensors, and/or
can emit further light points. The HMD 200 or 250, external
sensors, or sensors in the controllers can track these con-
troller light points to determine the controller positions
and/or orientations (e.g., to track the controllers in 3DoF or
6DoF). The compute units 230 in the HMD 200 or the core
processing component 254 can use this tracking, in combi-
nation with IMU and position output, to monitor hand
positions and motions of the user. The controllers can also
include various buttons (e.g., buttons 272A-F) and/or joy-
sticks (e.g., joysticks 274 A-B), which a user can actuate to
provide mput and interact with objects.

[0060] In various implementations, the HMD 200 or 250
can also include additional subsystems, such as an eye
tracking unit, an audio system, various network components,
etc., to monitor indications of user interactions and inten-
tions. For example, 1n some implementations, instead of or
in addition to controllers, one or more cameras included in
the HMD 200 or 250, or {from external cameras, can monitor
the positions and poses of the user’s hands to determine
gestures and other hand and body motions. As another
example, one or more light sources can 1lluminate either or
both of the user’s eyes and the HMD 200 or 250 can use
eye-Tacing cameras to capture a reflection of this light to
determine eye position (e.g., based on set of retlections
around the user’s cornea), modeling the user’s eye and
determining a gaze direction.

[0061] FIG. 3 1s a block diagram 1illustrating an overview
of an environment 300 1n which some 1mplementations of
the disclosed technology can operate. Environment 300 can
include one or more client computing devices 305A-D,
examples of which can include computing system 100. In
some 1mplementations, some of the client computing
devices (e.g., client computing device 305B) can be the
HMD 200 or the HMD system 250. Client computing
devices 305 can operate 1 a networked environment using
logical connections through network 330 to one or more
remote computers, such as a server computing device.

[0062] In some implementations, server 310 can be an
edge server which receives client requests and coordinates
tulfillment of those requests through other servers, such as
servers 320A-C. Server computing devices 310 and 320 can
comprise computing systems, such as computing system
100. Though each server computing device 310 and 320 1s
displayed logically as a single server, server computing
devices can each be a distributed computing environment
encompassing multiple computing devices located at the
same or at geographically disparate physical locations.

[0063] Client computing devices 3035 and server comput-
ing devices 310 and 320 can each act as a server or client to
other server/client device(s). Server 310 can connect to a
database 315. Servers 320A-C can each connect to a corre-
sponding database 325A-C. As discussed above, each server
310 or 320 can correspond to a group of servers, and each
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ol these servers can share a database or can have their own
database. Though databases 315 and 325 are displayed
logically as single units, databases 315 and 325 can each be
a distributed computing environment encompassing mul-
tiple computing devices, can be located within their corre-
sponding server, or can be located at the same or at geo-
graphically disparate physical locations.

[0064] Network 330 can be a local area network (LAN), a
wide area network (WAN), a mesh network, a hybnd
network, or other wired or wireless networks. Network 330
may be the Internet or some other public or private network.
Client computing devices 305 can be connected to network
330 through a network interface, such as by wired or
wireless communication. While the connections between
server 310 and servers 320 are shown as separate connec-
tions, these connections can be any kind of local, wide area,

wired, or wireless network, including network 330 or a
separate public or private network.

[0065] FIG. 4 1s a block diagram illustrating components
400 which, in some implementations, can be used 1 a
system employing the disclosed technology. Components
400 can be 1ncluded 1n one device of computing system 100
or can be distributed across multiple of the devices of
computing system 100. The components 400 include hard-
ware 410, mediator 420, and specialized components 430.
As discussed above, a system implementing the disclosed
technology can use various hardware including processing
units 412, working memory 414, input and output devices
416 (e.g., cameras, displays, IMU units, network connec-
tions, etc.), and storage memory 418. In various implemen-
tations, storage memory 418 can be one or more of: local
devices, interfaces to remote storage devices, or combina-
tions thereof. For example, storage memory 418 can be one
or more hard drives or flash drives accessible through a
system bus or can be a cloud storage provider (such as 1n
storage 315 or 325) or other network storage accessible via
one or more communications networks. In various 1mple-
mentations, components 400 can be implemented 1n a client
computing device such as client computing devices 305 or

on a server computing device, such as server computing
device 310 or 320.

[0066] Mediator 420 can include components which medi-
ate resources between hardware 410 and specialized com-
ponents 430. For example, mediator 420 can include an
operating system, services, drivers, a basic input output
system (BIOS), controller circuits, or other hardware or
soltware systems.

[0067] Specialized components 430 can include software
or hardware configured to perform operations for controlling
light using an artificial reality system according to tracked
user conditions. Specialized components 430 can include
eye tracker 434, temporal monitor 436, dynamic state
tracker 438, eye model(s) 440, user experience monitor 442,
content controller 444, optics controller 446, and compo-
nents and APIs which can be used for providing user
interfaces, transierring data, and controlling the specialized
components, such as interfaces 432. In some 1mplementa-
tions, components 400 can be 1n a computing system that 1s
distributed across multiple computing devices or can be an
interface to a server-based application executing one or
more of specialized components 430. Although depicted as
separate components, specialized components 430 may be
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logical or other nonphysical differentiations of functions
and/or may be submodules or code-blocks of one or more
applications.

[0068] Eye tracker 434 can track the movement of one or
more of a user’s eyes. For example, eye tracker 434 can
track the location of a pupil of a user’s eye within the eye
box. In some implementations, eye tracker 434 can track
both the location of a user’s eye and the user’s gaze
(according to head positioning). Eve tracker 434 can track
the user’s eye/head movement using one or more sensors,
such as one or multiple cameras. In some 1implementations,
the visual data can be processed by one or more machine
learning models trained to perform eye/gaze tracking. The
machine learning models can be a trained neural network
(e.g., a LSTM, convolutional network, or other network), or
any other suitable machine learning model configured to

track user eye movements. Additional details on eye tracker
434 are provided below 1n relation to blocks 804 of FIG. 8.

[0069] Temporal monitor 436 can monitor temporal con-
ditions for a user. The temporal conditions can include the
time of day, day of week, day of the month, season of the
year, user sleep cycle, user activity level, type of user
activity, or any other suitable temporal condition. In some
implementations, a sensor (e.g., wearable sensor, acceler-
ometer, gyroscope, etc.) can provide user data to temporal
monitor 436, such as the user’s steps, activity level, sleep
cycle, and the like. Temporal monitor 436 can include clock
and calendar functionality (or can receive clock and calendar
data) to monitor temporal conditions for the user. Additional

details on temporal monitor 436 are provided below 1n
relation to blocks 902, 904, 908, and 912 of FIG. 9.

[0070] Dynamic state tracker 438 can track the movement
of one or more of a user’s eyes and other suitable dynamic
states for implementations of the eye model. Example
dynamic state parameters tracked by dynamic state tracker
438 include pupil size, pupil position 1n an eye box, gaze
vector/fixation distance, accommodative state, vergence
state/distance, time of day, recent time of fixation at dis-
tance, background wvisual distance/intensity (e.g., for
AR/MR), and other suitable dynamic state parameters.

[0071] Dynamic state tracker 438 can track the user’s
eye/head using one or more sensors, such as one or multiple
cameras. In some 1mplementations, the visual data can be
processed by one or more machine learning models trained
to perform eye tracking, gaze tracking, eye monitoring, or
other suitable tasks. The machine learming models can be a
trained neural network (e.g., a LSTM, convolutional net-
work, or other network), or any other suitable machine
learning model configured to monitor user eye parameters.
In some implementations, dynamic state tracker 438 can
include clock/calendar functionality (or can receive clock
and calendar data) to monitor temporal conditions for the
user. Additional details on dynamic state tracker 438 are

provided below 1n relation to blocks 1008 of FIG. 10.

[0072] Eye model(s) 440 can be any suitable 3D, algo-
rithmic, or numerical model that maps user eye character-
istics. For example, eye model(s) 440 can be a regression
model, machine learning model, numerical algorithm, 3D
model generated from machine learning outputs, and/or any
other suitable model or combination of models. Example
user characteristic variables for eye model(s) 440 can
include user age, visual optics/refractive error (e.g., spheri-
cal, across field), axial length, choroidal thickness, ocular
curvature, phoria at near/far, and the like. In some 1mple-
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mentations, a personalized eye model 440 for a user can
receive the user’s characteristics and output optical control
parameters for the user. In this example, the optical control
parameters can be specific values or value ranges for one or
more optical parameters experienced at the user’s eye, and
the XR system can manipulate light that enters the user’s eye
(e.g., via optics controller 440 and the monitored dynamic
state parameters) i accordance with the optical control
parameters.

[0073] In some implementations, eye model(s) 440 can
map user characteristics and dynamic state parameters to
optical parameter controls. For example, a personalized eye
model 440 for a user can receive the user’s characteristics
and monitored dynamic state parameters (e.g., from
dynamic state tracker 438) for the user, and output optical
control parameters. In this example, the optical control
parameters can be specific values or value ranges for one or
more optical parameters experienced at the user’s eye, and
the XR system can manipulate light that enters the user’s eye
(e.g., via optics controller 446) 1n accordance with the
optical control parameters. Example dynamic state param-
cter variables for eye model(s) 440 can include pupil size,
pupil position (e.g., 1n an eye box or as mapped by a 3D
model of the user’s eye(s)), gaze vector/fixation distance,
accommodative state, vergence state/distance, time of day,
recent time of fixation at distance, background visual dis-
tance/intensity (e.g., for AR/MR), and other suitable
dynamic state inputs.

[0074] Insome implementations, developing eye model(s)
440 can include manual diagnostics and/or testing to deter-
mine optical tunings for users with particular characteristics.
In this example, eye model(s) 440 can be used to map
particular user characteristics to optimal control parameters
for a user. In another example, one or more user character-
1stics (e.g., physical properties of the eye, axial length, etc.)
can be used to generate a 3D model of the user’s eye. Using
the 3D model and other characteristics for the XR system
(e.g., lens distance from a user’s eye, efc.) one or more
light/display/lens conditions and resulting optical param-
cters at the user’s eye can be simulated to determine optimal
control parameters. In some 1implementations, one or more
machine learning models can be trained/configured to
receive, as input, factors such as age, vision history (e.g.,
how many hours a day the user looks at a screen), pupil size,
and the like, and predict a user’s eye characteristics (e.g.,
axial length, etc.). In this example, the predicted eye char-
acteristics can be used to generate the 3D model for the
user’s eye and/or perform simulations to determine optimal

control parameters. Additional details on eye model(s) 440
are provided below 1n relation to blocks 1002 and 1044 of
FIG. 10.

[0075] User experience monitor 442 can monitor the
visual experiences for a user, such as the parameters of the
user’s visual experiences with the XR system. For example,
user experience monitor 442 can monitor the XR display to
detect background characteristics experienced by the user
over time (e.g., patterns, colors, distance, aggregated defo-
cus distance, etc.); foreground characteristics experienced
by the user over time (e.g., object shape, dimensions, colors,
distance, etc.); luminance, spectrum, and chromatic balance
experienced by the user over time; 1llumination wave shape/
duty cycle experienced by the user over time; contrast (e.g.,
contrast polarity) experienced by the user over time; spatial
frequency experienced by the user over time; longitudinal
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chromatic aberration (LCA) experienced by the user over
time; and other suitable visual experience parameters related
to displayed content.

[0076] In some implementations, user experience monitor
442 can also monitor optical parameters created at the user’s
eye by the XR system, such as eye image shell character-
1stics (e.g., image shell curvature, centration, etc.), periphery
characteristics (e.g., periphery curvature, contrast, defocus
cues, etc.), focal distance, eye movement, accommodation
distances, and any other suitable optical parameters. For
example, user experience monitor 442 and eye model(s) 440
can, 1n combination, simulate optical parameters created at
the user’s eye by the XR system and monitor these simulated
optical parameters over time.

[0077] User experience monitor 442 can monitor a user’s
visual experience over a defined duration of time, such as
over a day, a week, a month, a year, and the like. For
example, one or more visual experience profiles can be
populated with the visual experience data monitored for a
user, such as visual experience profiles associated with
different durations of time. Additional details on user expe-

rience monitor 442 are provided below 1n relation to block
1104 of FIG. 11.

[0078] Content controller 444 can control content dis-
played by the XR system, for example based on the moni-
tored visual experience parameters. In some 1mplementa-
tions, a criteria can be defined, such as a criteria for an
individual monitored visual experience parameter or a coms-
bination of monitored visual experience parameters. When a
particular visual experience parameter related to content
meets a defined criteria, content controller 444 can adjust the
content displayed to a user by the XR system to vary the
particular visual experience parameter. For example, a back-
ground characteristics criteria can define a threshold period
of time for a user to experience the same background
features. When a monitored profile for the user indicates that
the background characteristics criteria has been met, content
controller 444 can adjust the background features to provide
the user a varied experience (e.g., adjust the background
color, the distance, pattern, etc.). Other monitored visual
experience parameters can have defined criteria that trigger
adjustments to content to vary the visual experience param-
cters. Additional details on content controller 444 are pro-

vided below 1n relation to block 1110 and 1112 of FIG. 11.

[0079] Optics controller 446 can control light that enters
the user’s eye(s) via the XR system. For example, optics
controller 446 can control one or more optical devices (e.g.,
lenses) configured to manipulate light that enters the user’s
eyes. In some implementations, physical characteristics of
the lenses can be adjusted by optics controller 446 to control
light that passes through the lenses. For example, electric
fields can be selectively applied to a GRIN LC lens to
selectively tune portions of the lens, manipulate light that
passes through the lens, and control optical parameters at the
user’s eye. In another example, switchable components of a
freeform varifocal optical assembly and/or optical elements
ol a varifocal optical system with controllable focal power
can be selectively controlled to manipulate light that passes
through the lens(es), and control optical parameters at the
user’s eve.

[0080] In another example, optics controller 446 can con-
trol a display that emits light that enters the user’s eye. In
some 1mplementations, characteristics of the emitted light,
such as the luminance, spectrum, chromatic balance, and
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other suitable characteristics, can be controlled by optics
controller 446. In some 1mplementations, optics controller
446 can recerve eye/gaze mformation from eye tracker 434
and control the light that enters the user’s eye according to
the eye/gaze information. In some 1mplementations, optics
controller 446 can receive temporal conditions from tempo-
ral monitor 436 and control the light that enters the user’s
eye according to temporal conditions.

[0081] Insome implementations, optics controller 446 can
receive output from eye model(s) 440 (e.g., control param-
cters) and control the light that enters the user’s eye accord-
ing to the output. In some implementations, optics controller
446 can receive output from eye model(s) 440 and control
the light that enters the user’s eye according to the output
and tracked dynamic state parameters for the user (e.g., pupil
location, pupil size, etc.). Implementations of eye model(s)
440 can be personalized to configure the XR system to
achieve optical light conditions/optical parameters for the
individual eye characteristics/tracked dynamic state param-
eters for a user. Implementations of optics controller 446 can
control the light conditions presented to a user by the XR
system to achieve these optimizations.

[0082] In some implementations, a criteria can be defined,
such as a criteria for an individual monitored visual expe-
rience parameter or a combination of visual experience
parameters. When a particular visual experience parameter
related to optics (e.g., optical parameters experienced at the
user’s eye, light characteristics, etc.) meets a defined criteria,
optics controller 446 can adjust the optics of the light
presented to a user by the XR system to vary the particular
visual experience parameter. For example, focal distance
criteria can define a threshold period of time for a user to
experience a same focal distance. When a monitored profile
for the user indicates that the focal distance criteria has been
met, optics controller 446 can adjust the focal distance to
provide the user a varied experience. Other monitored visual
experience parameters can have defined criteria that trigger
adjustments to light/optics presented to a user to vary the
visual experience parameters. Additional details on optics
controller 446 are provided below 1n relation to blocks 806

and 818 of FIG. 8 and blocks 912 and 914 of FIG. 9, and
block 1010 of FIG. 10, and blocks 1114 and 1116 of FI1G. 11.

[0083] Implementations adjust the light that enters a user’s
eyes via a head-mounted display (HMD) that provides the
user an immersive XR experience. FIG. 5 1s a conceptual
diagram 1llustrating light entering a user’s eye via an XR
system. Diagram 300 includes HMD 3502, user 504, and light
506. In some implementations, HMD 502 comprises a
display that emits light 506 to the eyes of user 504 to
generate an immersive XR environment experienced by the
user, such as a VR environment (or AR/MR environment
generated using captured video). In some implementations,
HMD 502 1s configured such that real-world light passes
through the device and additional light 1s generated by the
device such that light 506 that enters the eyes of user 504 and
generates the immersive XR environment 1s a mix of real-
world light and light generated by HMD 3502, such as an AR

or MR environment.

[0084] An optics controller and/or eye model at HMD 502
can control the light that enters the eyes of user 504
according to user characteristics and dynamic state param-
eters tracked for user 304 (e.g., tracked characteristics of the
eyes of user 504). For example, because HMD 502 1s some
distance from the user’s eye(s), eye/pupil positioning at
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different locations in the eye box can impact optical param-
cters at the user’s eye (e.g., image shell characteristics, or
other optical parameters). The optics controller at HMD 502
can control lenses at HMD 502 and/or light emitted from a
display at HMD 502 according to the tracked position of a
user’s eye/pupil and/or output from the eye model.

[0085] For example, electric fields can be selectively
applied to a GRIN LC lens (that 1s part of HMD 502) to
selectively tune portions of the lens, manipulate light that
passes through the lens, and control optical parameters at the
user’s eye. In another example, switchable components of a
freeform varifocal optical assembly and/or optical elements
ol a varifocal optical system with controllable focal power
can be selectively controlled to manipulate light that passes
through the lens(es), and control optical parameters at the
user’s eve. In some implementations, the optics controller at
HMD 502 can control light that enters the eyes of user 504
according to monitored temporal conditions. For example,
characteristics of the light emitted from HMD 3502 can be
controlled, such as the spectrum, luminance, chromatic
balance, and other suitable light characteristics.

[0086] FIG. 6 1s a conceptual diagram illustrating an

artificial reality environment with virtual objects. Environ-
ment 600 includes virtual objects 602, 604, 606, 608, and

610, and surfaces 612, 614, and 616. HMD 502 of FIG. 5 can
generate environment 600 for user 504. Environment 600
can be a virtual reality environment, mixed reality environ-
ment, augmented reality environment, or any other suitable
immersive environment.

[0087] Virtual objects 602, 604, 606, 608, and 610 arc
positioned at diflerent locations in the room depicted by
environment 600, at different viewing distances, and having
different dimensions. For example, virtual object 608 1s a
two-dimensional panel displayed on surface 614 (e.g., a
sidewall) while virtual object 602 1s a three-dimensional
floating object. These virtual objects can also be different
colors, stationary or moving, or have other suitable difler-
ences. The eyes of user 504 can experience diflerent optical
parameters depending on which virtual object 1s 1in focus for
the user. Implementations of an optics controller at HMD
502 can adjust the virtual object that 1s displayed to user 504
to control the optical parameters at user 504°s eye(s).

[0088] User 304 can also experience different visual
parameters depending on which virtual object 1s displayed to
the user. Implementations of a content controller at HMD
502 can adjust the virtual object that 1s displayed and/or
adjust other suitable aspects of environment 600 to vary the
visual experience provided to user 504. For example, the
spectrum for light experienced by user 504 from the XR
system can be monitored, and it can be determined that this
monitored visual experience parameter meets a criteria
defined for the parameters. In response, the colors for one or
more of virtual objects 602, 604, 606, 608, and 610 and/or
surfaces 612, 614, and 616 can be adjusted to vary the user’s
experience. In other examples, virtual objects can be moved
closer or farther from the user’s presence n environment
600, the dimension or shape of virtual objects can be
adjusted, or other suitable visual experience parameters can
be varied.

[0089] FIG. 7 1s a conceptual diagram 1llustrating varia-

tions ol optical conditions at a user’s eye. Diagram 700

includes eyes 702, 704, and 706, and image shells 708, 710,
and 712, where the arrows 1illustrate the focal distance for
portions of the image shells. Image shell 708 depicts a
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conventional out-of-focus 1mage shell. For example, image
shell 708 does not fall on almost any part of the retinal plane
of eye 702. Image shells 710 and 712 depict alterations to
image shell 708 to correct for the distortion. However, the
curvature of image shells 710 and 712 may still produce
unclear images. In particular, image shells 710 and 712 may
produce out of focus peripheral 1mages because portions of
the 1image shell do not align with the retinal plane edges of
eyes 704 and 706. Implementations manipulate light that
enters a user’s eye to control optical parameters at the user’s
eye, such as characteristics of the image shell (e.g., curva-
ture, centration, etc.), characteristics of the periphery, the
optical axis, focal distance at eccentricity, modulation trans-
fer function (MTF) at eccentricity, myopic defocus cue 1n
periphery, contrast/peripheral contrast, Illumination wave
shape/duty cycle, and other suitable optical parameters.
Example results of such manipulations are to produce an
image shell that more closely aligns with the entire retinal
plane, produce one or more defocus cues 1n the user’s
periphery, or otherwise generate an 1mage shell with prop-
erties to optimize a user’s vision and/or eye biology.

[0090] Those skilled 1n the art will appreciate that the
components illustrated 1in FIGS. 1-7 described above, and 1n
cach of the tlow diagrams discussed below, may be altered
in a variety ol ways. For example, the order of the logic may
be rearranged, substeps may be performed in parallel, 1llus-
trated logic may be omitted, other logic may be included,
ctc. In some implementations, one or more of the compo-
nents described above can execute one or more of the
processes described below.

[0091] FIG. 8 1s a flow diagram 1llustrating a process used
in some i1mplementations of the present technology for
controlling optical parameters at a user’s eye using an XR
system and tracked user conditions. In some implementa-
tions, process 800 can be used to manipulate the light that
enters a user’s eye(s) and control optical parameters at the
user’s eye(s). Process 800 can be triggered when an XR
system presents an XR environment to a user. Implementa-

tions ol process 800 can be performed by an XR system,
such as an HMD.

[0092] At block 802, process 800 can display an XR

environment to a user. For example, an HMD of an XR
system can display an immersive XR environment to a user.
The XR system can display the XR environment to a user 1n
any other suitable manner. At block 804, process 800 can
track eye movement by the user. For example, the XR
system can include one or more sensors to track a user’s eye
movements, such as the pupil positions for one or more of
the user’s eyes and/or the user’s gaze.

[0093] At block 806, process 800 can determine whether
optical adjustment should be performed based on the tracked
eye/gaze movement. For example, 1t can be determined that
optical adjustment should be performed for certain pupil
positions 1n the eve box (e.g., edges of the eye box, other
suitable positions) and/or certain eye gaze movements/
positions. In some 1implementations, when the pupil moves
to an edge of the eye box, the optics for light entering the
user’s eye via the pupil can be impacted. Accordingly, 1t can
be determined that optical adjustment should be performed
when eye tracking detects certain eye/pupil/gaze conditions.
When 1t 1s determined that optical adjustment should be
performed, process 800 progresses to block 808. When 1t 1s
determined that optical adjustment should not be performed,
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process 800 loops back to block 802, where the XR envi-
ronment continues to be displayed to the user.

[0094] At block 808, process 800 adjusts optics to control
optical parameters at the user’s eyes. For example, one or
more devices at the XR system (e.g., lenses) can be con-
trolled to adjust the light entering the user’s eye. In another
example, light emitted by the XR system can be controlled
to adjust the light entering the user’s eye. In some 1mple-
mentations, adjusting the light entering the user’s eye con-
trols one or more of a focal distance of one or more objects
displayed to a user, one or more defocus cues created at the
user’s eye, a wave shape for the light entering the user’s eye,
a chromatic balance of the light entering the user’s eye,
luminance, a field of view displayed to the user, an 1image
shell created at the user’s eye, a curvature of the image shell
created at the user’s eye, a peripheral curvature of the image
shell created at the user’s eye, a centration of curvature of
the image shell created at the user’s eye, peripheral myopic
defocus cues 1n the user’s periphery, peripheral contrast, or
any combination thereof.

[0095] In an example, controlling an XR system to adjust
light entering the user’s eye can include selectively applying
an clectric field to a GRIN LC lens to selectively tune
portions of the lens, manipulate light that passes through the
lens, and control optical parameters at the user’s eye. In
another example, switchable components of a freeform
varifocal optical assembly and/or optical elements of a
varifocal optical system with controllable focal power can
be selectively controlled to manipulate light that passes
through the lens(es), and control optical parameters at the
user’s eye.

[0096] In some implementations, the optical axis 1is
adjusted according to the tracked eye location/eye gaze. For
example, the optical axis can be controlled to maintain a
consistent 1mage shell curvature on a user’s retina in the
presence ol user eye/gaze movement. In some implementa-
tions, a “swimming effect” caused by optical components of
the XR system can be mitigated by the adjustments. For
example, a swimming eilect can cause objects to appear
distorted when a user’s head/eye(s) move as light 1s entering
the user’s eye(s) via a different portion of the optical
system/lens. The swimming eflect can be mitigated by
implementations, for example by controlling the focal dis-
tance (at center of fixation), the image shell curvature,
and/or the image shell centration.

[0097] FIG. 9 1s a flow diagram 1llustrating a process used
in some implementations of the present technology for
controlling optical parameters at a user’s eye using an XR
system according to monitored temporal conditions. In some
implementations, process 900 can be used to mamipulate the
light that enters a user’s eye(s) and to control optical
parameters at the user’s eye(s). Process 900 can be triggered
when an XR system presents an XR environment to a user.
Implementations of process 900 can be performed by an XR
system, such as an HMD.

[0098] At block 902, process 900 can track temporal
conditions for a user. Example temporal conditions that are
tracked include time of day, day of week, day of the month,
season ol the year, user sleep cycle, user activity level, user
activity type, or any other suitable temporal condition. In
some 1mplementations, one or more devices (e.g., a wear-
able device with a sensor) can perform tracking functions
and transmit one or more of the tracked temporal conditions
to the XR system.
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[0099] At block 904, process 900 can determine whether
a variance criteria 1s met by the temporal conditions. An
example variance criteria can include timing parameters
related to a user’s sleep cycle. The light exposed to a user
can 1mpact the user’s circadian rhythms. Accordingly, when
the time of day 1s within a threshold duration from a user’s
sleep cycle (e.g., bedtime), the variance criteria can be met.

[0100] In another example, the variance criteria can be
defined times of the day. A user may be impacted by
luminance, spectrum, chromatic balance, and/or other light
characteristics from the XR system (e.g., light that enters the
user’s eye via the XR system) 1n different ways according to
the time of day and/or amount of natural light exposed to the
user. Accordingly, the variance criteria can be met during
predefined times of day and/or predefined times of day
during predefined seasons.

[0101] When the variance criteria 1s met, process 900 can
progress to block 908. When the variance criteria 1s not met,
process 900 can progress to block 906. At block 906, process
900 can display an XR environment to the user. For
example, an HMD of an XR system can display an immer-
stve XR environment to a user. The XR system can display
the XR environment to a user 1n any other suitable manner.

[0102] At block 908, process 900 can determine whether
a display adjustment should be performed. For example,
when the variance criteria 1s met, one or more adjustments
can be made to control the light the enters the user’s eye(s)
via the XR system. In some implementations, the light that
enters the user’s eye(s) via the XR system 1s emitted by the
XR system. Depending on the tracked temporal conditions
and/or the met variance criteria, one or more display adjust-
ments can be performed.

[0103] For example, when the variance criteria that 1s met
1s a time of day proximate to the user’s sleep cycle, it can be
determined that a display adjustment should be performed to
mitigate an impact on the user’s circadian rhythm. In another
example, when the variance criteria met 1s a predefined time
of day, 1t can be determined that a display adjustment should
be performed to optimize characteristics of light emitted by
the XR system for the time of day.

[0104] When 1t 1s determined that a display adjustment
should be performed, process 900 progresses to block 910.
When 1t 1s determined that a display adjustment should not
be performed, process 900 progresses to block 912. At block
910, process 900 can adjust a display presented to a user
according to the tracked temporal conditions. For example,
characteristics of light emitted by the XR system, such as the
luminance, spectrum, chromatic balance, any other suitable
light characteristics can be adjusted according to the tem-
poral conditions.

[0105] At block 912, process 900 can determine whether
a lens adjustment should be performed. For example, a lens
adjustment can control characteristic of 1mage shell gener-
ated at a user’s eye (e.g., image shell curvature, image shell
centration, optical axis, etc.), characteristics of the optical
parameters at a user’s periphery (e.g., peripheral defocus
cues, peripheral contrast, peripheral curvature), and other
suitable optical parameters at the user’s eye. These optical
parameters can impact a user’s vision, eye biology, and/or
eye fatigue. Accordingly, lens adjustments can be performed
to improve the impact the XR system has on the user’s eye.
In some 1mplementations, 1t can be determined that a lens
adjustment should be performed according to one or more
defined times of day.




US 2023/0377493 Al

[0106] When it 1s determined that a lens adjustment should
be performed, process 900 progresses to block 914. When 1t
1s determined that a lens adjustment should not be per-
formed, process 900 progresses to block 906, where the XR
environment 1s displayed to a user according to any per-
formed display adjustment (or any other suitable adjust-
ment).

[0107] At block 914, process 900 can adjust one or more
lenses of the XR system according to the tracked temporal
conditions. For example, a lens adjustment can control one
or more of focal distance, MTF (at eccentricity), field of
view, image shell curvature, image shell centration, periph-
eral defocus cues, peripheral contrast, or any other suitable
optical parameters at the user’s eye. In some 1mplementa-
tions, the curvature of an image shell, peripheral defocus
cues, and/or MTF can be controlled according to the moni-
tored temporal conditions, such as the time of day.

[0108] In an example, adjusting one or more lenses of the
XR system can include selectively applying an electric field
to a GRIN LC lens to selectively tune portions of the lens,
manipulate light that passes through the lens, and control
optical parameters at the user’s eye. In another example,
switchable components of a freeform wvarifocal optical
assembly and/or optical elements of a varifocal optical
system with controllable focal power can be selectively
adjusted to manipulate light that passes through the lens(es),
and control optical parameters at the user’s eye. After block
914, process 900 can progress to block 906 and display the
XR environment to the user using any suitable adjustments
performed at blocks 910 and 914.

[0109] FIG. 10 1s a tlow diagram 1illustrating a process
used 1n some 1implementations of the present technology for
controlling optical parameters at a user’s eye using a per-
sonalized eye model. In some implementations, process
1000 can be used to manipulate the light that enters a user’s
eye(s) and control optical parameters at the user’s eye(s).

Implementations of process 1000 can be performed by an
XR system, such as an HMD.

[0110] At block 1002, process 1000 can receive charac-
teristics of a user’s eye. Example user eye characteristics
include visual optics/refractive error (e.g., spherical, across
field), axial length, choroidal thickness, ocular curvature,
phoria at near/far, and the like. In some 1mplementations,
other user characteristics are also recerved with the user eye
characteristics, such as user age, medical history, and other
suitable user information. In some 1mplementations, user
characteristics include spherical refraction or degree of
myopia (e.g., i diopters) or ‘SR’, degree of accommodation
(e.g., 1n diopters) or ‘Acc’, age (e.g., 1n years).

[0111] In some cases, eye characteristics can be deter-
mined from user records e.g., medical records, eye prescrip-
tions, etc., that mclude a user’s eye iformation. In addi-
tional cases, one or more sensors (€.g., cameras) can capture
data for the user’s eyes (e.g., under different lighting con-
ditions/eye circumstances, using different light types, using
depth sensors, etc.), and the captured sensor data can be
processed to generate a user’s eye characteristics. In further
cases, one or more eye tests can be administered, and the
user’s eye characteristics can be included in the eye test
results.

[0112] At block 1004, an eye model can be generated for

the user. In some cases, process 1000 can use the eye
characteristics to determine physical dimensions of the eye
and generate a corresponding 3D model. Simulated light can
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then be applied to this 3D model, according to known effects
of light on human eyes, to determine optimized control
parameters for the user’s eyes. In some cases, the eye
characteristics can be applied to a machine learning model
trained to take eye characteristics (which may include the
sensor data and/or higher order results from such sensor data
such as the aforementioned 3D eye model) and output
optimized optical control parameters. For example, recorded
medical data across a set of users who have logged different
kinds of light exposure can be used as training data for such
a machine learming model. Thus, the generated eye model
can take as input the received user characteristics (which
may be converted mto a 3D model) and output optimized
control parameters that support optimal optical parameters
experienced at the user’s eye(s). Such a personalized eye
model can be a 3D model with corresponding physics rules,
a regression model, a machine learning model, an algorithm,
a lookup table, and/or any other suitable model or combi-
nation of models.

[0113] In some implementations, the eye model can be
generated using model data that represents healthy and/or
optimized user experiences. For example, the model data
can 1nclude sets of data that match favorable value ranges for
one or more optical parameters experienced at the user’s eye
(e.g., an 1mage shell created at the user’s eye, a curvature of
the 1mage shell created at the user’s eye, a peripheral
curvature of the image shell created at the user’s eye, a
centration of curvature of the image shell created at the
user’s eye, peripheral myopic defocus cues in the user’s
periphery, peripheral contrast, and the like) to diflerent sets
of user characteristics. Implementations of the generated eye
model can output personalized control parameter values for
one or more of these optical parameters experienced at the
user’s eye.

[0114] In some i1mplementations, a personalized eye
model can simulate optical parameters at the eye according
to dynamic state parameters tracked for the user. For
example, an eye model can receive as mput one or more
static eye characteristics (e.g., spherical refraction, age, etc.)
and one or more tracked dynamic eye parameters (e.g.,
accommodation state). The definitions of one or more eye
model elements (e.g., anterior cornea, posterior cornea,
pupil, anterior lens, posterior, retina, any other suitable eye
model element, or any combination thereof) can be based on
static eye characteristics, dynamic eye parameters (e.g.,
accommodation state), or any combination thereof. For
example, when an eye model element definition 1s based on
a dynamic eye parameter, the values used to simulate optical
parameters according to this eye model element are adjusted
when user eye tracking indicates a change in the dynamic
€ye parameter.

[0115] In some i1mplementations, a personalized eye
model can map user characteristics and dynamic state
parameters to optical parameter controls. For example,
model data can include sets of data that match favorable
value ranges for one or more optical parameters experienced
at the user’s eye to diflerent sets of user characteristics and
different sets of dynamic state parameters (e.g., pupil size,
pupil position in eye box, gaze vector/lixation distance,
accommodative state, vergence state/distance, time of day,
recent time of fixation at distance, background visual dis-
tance/intensity, etc.). Implementations of the generated eye
model can output personalized control parameter values for
one or more of these optical parameters experienced at the
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user’s eye according to the monitored dynamic state param-
cters for a user (e.g., dynamic state parameters monitored
while a user in immersed in an XR environment).

[0116] At block 1006, process 1000 can initiate an XR

environment for the user. For example, the user can interact
with the XR system in a variety of modes. An XR environ-
ment can be initiated for the user when the user dons an XR
device to take an action through such a device (e.g., enters
an arca/moves to a location related to an XR environment).
In some 1mplementations, an HMD of an XR system can
display an immersive XR environment to the user.

[0117] At block 1008, process 1000 can track dynamic
parameters for the user. For example, the XR system can
include one or more sensors to track the dynamic state
parameters for the user while the user 1s immersed 1n the XR
environment. Example dynamic state parameters that can be
tracked include pupil size, pupil position 1n eye box, gaze
vector/fixation distance, accommodative state, vergence
state/distance, time of day, recent time of fixation at dis-
tance, background wvisual distance/intensity (e.g., for
AR/MR), and other suitable dynamic state parameters. In
various cases depending on the configuration of the eye
model, such tracked dynamic parameters can be used to
update the generated eye model for the user and/or as mputs
to the generated eye model.

[0118] At block 1010, process 1000 can adjust optics to

control optical parameters at the user’s eyes according to the
tracked dynamic state parameters and output from the eye
model. For example, the eye model can output control
parameters for one ol more of the optical parameters, and the
optics presented to the user can be adjusted to achieve the
control parameters output by the eye model.

[0119] FIG. 11 1s a flow diagram 1illustrating a process used
in some i1mplementations of the present technology for
controlling visual parameters by an artificial reality system
to vary a user experience. In some implementations, process
1100 can be used to manipulate the light that enters a user’s
eye(s) and/or adjust content displayed to the user to vary the
user’s experience. Process 1100 can be triggered when an
XR system presents an XR environment to a user. Imple-
mentations of process 1100 are performed by an XR system,

such as an HMD

[0120] At block 1102, process 1100 can display an X
environment to a user. For example, an HMD of an X
system can display an immersive or mixed reality X
environment to a user. The XR system can display the X
environment to a user 1 any other suitable manner.

[0121] At block 1104, process 1100 can monitor the visual
experiences for a user, such as the parameters of the user’s
visual experiences with the XR system. For example, the
monitored visual experience parameters can include back-
ground characteristics experienced by the user over time
(e.g., patterns, colors, distance, aggregated defocus distance,
etc.); foreground characteristics experienced by the user
over time (e.g., object shape, dimensions, colors, distance,
etc.); luminance, spectrum, and chromatic balance experi-
enced by the user over time; illumination wave shape/duty
cycle experienced by the user over time; contrast (e.g.,
contrast polarity) experienced by the user over time; spatial
frequency experienced by the user over time; longitudinal
chromatic aberration (LCA) experienced by the user over
time; and other suitable visual experience parameters related
to displayed content. In some implementations, the visual
experience parameters can be monitored by monitoring the
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light emitted to the user (e.g., the light displayed 1n portions
of the XR environment by the XR system). For example,
characteristics of virtual objects and/or virtual environments
displayed to the user can be monitored over time to generate
the monitored visual experience parameters.

[0122] In some implementations, the monitored visual
experience parameters can include optical parameters cre-
ated at the user’s eye by the XR system, such as eye image
shell characteristics (e.g., image shell curvature, centration,
¢tc.), periphery characteristics (e.g., periphery curvature,
contrast, defocus cues, etc.), focal distance, eye movement,
accommodation distances, and any other suitable optical
parameters. For example, implementation can mampulate
light to control optical parameters at the user’s eye(s), and
the controlled optical parameters can be tracked to generate
the monitored visual experience parameters.

[0123] In some implementations, the monitored optical
parameters experienced by the user/created at the user’s eye
by the XR system can be simulated optical parameters using
a personalized eye model. For example, a personalized eye
model for the user can be generated and/or obtained. The
personalized eye model can simulate optical parameters
created/experienced at the user’s eye using the light that the
XR system displayed to the user.

[0124] At block 1106, process 1100 can determine
whether one or more parameter criteria have been met by the
monitored visual experience parameters. An example visual
experience criteria can include a threshold amount of time
for a monitored visual experience parameter (e.g., centration
of curvature of an 1mage shell, field of view, focal distance,
etc.) to be consistently displayed/provided to a user (e.g.,
displayed with little or no variation). It can be determined
that one or more parameter criteria are met when a given
monitored visual experience parameter meets a defined
criteria (e.g., threshold amount of time for the given visual
experience parameter).

[0125] When one or more parameter criteria have been
met by the monitored visual experience parameters, process
1100 can progress to block 1110. When one or more param-
cter criteria have not been met by the monitored visual
experience parameters, process 1100 can progress to block
1108. At block 1108, process 1100 can display an XR
environment to the user. For example, an HMD of an XR
system can display an immersive XR environment to a user.
The XR system can display the XR environment to a user 1n
any other suitable manner.

[0126] Atblock 1110, process 1100 can determine whether
a content adjustment should be performed. For example, a
content adjustment can adjust a displayed background, a
displayed foreground, a spectrum for emitted light, a lumi-
nance, a distance for an object in focus, a user field of view,
and other suitable content. These content adjustments can
impact a user’s vision, eye biology, and/or eye fatigue.
Accordingly, a content adjustment can be performed to
improve the impact the XR system has on the user’s eye(s).

[0127] When 1t 1s determined that a content adjustment
should be performed, process 1100 progresses to block 1112.
When 1t 1s determined that a content adjustment should not
be performed, process 1100 progresses to block 1114. At
block 1112, process 1100 can adjust the content presented/
displayed to a user according to the monitored visual expe-
rience parameter(s). In some implementations, when a met
criteria corresponds to a monitored visual experience param-
cter for the field of view presented to the user, it can be
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determined that the content should be adjusted to vary the
field of view (e.g., grow or shrink the field of view). In
another example, when the met criteria corresponds to a
monitored visual experience parameter for a contrast polar-
ity presented to the user, 1t can be determined that the
content should be adjusted to vary the contrast polarity (e.g.,
generate a larger or smaller chromatic contrast between a
foreground and background). In another example, when the
met criteria corresponds to a monitored visual experience
parameter for a spatial frequency experienced by the user, it
can be determined that the content should be adjusted to vary
the display of one or more objects, such as by moving the
object closer or farther from the user presence in the XR
environment, growing or shrinking a size of the object, or
altering the display of the object 1n any other manner to vary
the spatial frequency experienced by the user. Implementa-
tions of the XR system can alter content by instructing a
soltware application (e.g., that implements the XR environ-
ment) to adjust the relevant content. Any other suitable
technique to alter content presented/displayed to the user can
be implemented.

[0128] At block 1114, process 1100 can determine whether
an optics adjustment should be performed. For example, an
optics adjustment can control characteristics of an 1mage
shell generated at a user’s eye (e.g., image shell curvature,
image shell centration, optical axis, etc.), characteristics of
the optical parameters at a user’s periphery (e.g., peripheral
defocus cues, peripheral contrast, peripheral curvature), and
other suitable optical parameters at the user’s eye. These
optical parameters can 1mpact a user’s vision, eye biology,
and/or eye fatigue. Accordingly, an optics adjustment can be
performed to improve the impact the XR system has on the
user’s eye(s).

[0129] In some implementations, when the met criteria
corresponds to a monitored visual experience parameter for
image shell centration at the user’s eye, it can be determined
that the optics should be adjusted to vary the image shell
centration. In another example, when the met criteria cor-
responds to a monitored visual experience parameter for a
peripheral curvature at the user’s eye, it can be determined
that the optics should be adjusted to vary the peripheral
curvature. In another example, when the met criteria corre-
sponds to a monitored visual experience parameter for a
focus distance at the user’s eye, 1t can be determined that the
optics should be adjusted to vary the focus distance.

[0130] When it 1s determined that an optics adjustment
should be performed, process 1100 progresses to block 1116.
When 1t 1s determined that an optics adjustment should not
be performed, process 1100 progresses to block 1108, where
the XR environment 1s displayed to a user according to any
performed content adjustment (or any other suitable adjust-
ment).

[0131] At block 1116, process 1100 can adjust one or more
lenses of the XR system to adjust the optics presented/
displayed to a user. In some implementations, a lens adjust-
ment can control one or more of focal distance, MTF (at
eccentricity), field of view, image shell curvature, image
shell centration, peripheral defocus cues, peripheral contrast,
or any other suitable optical parameters at the user’s eye. For
example: a) when the met criteria corresponds to a moni-
tored visual experience parameter for image shell centration
at the user’s eye, one or more lenses can be controlled to
vary the image shell centration; b) when the met critenia
corresponds to a monitored visual experience parameter for
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a peripheral curvature at the user’s eye, one or more lenses
can be adjusted to vary the peripheral curvature; and/or c)
when the met criteria corresponds to a monitored visual
experience parameter for a focus distance at the user’s eye,
one or more lenses can be adjusted to vary the focus
distance.

[0132] In an example, controlling an XR system to adjust
light entering the user’s eye can include selectively applying
an clectric field to a GRIN LC lens to selectively tune
portions of the lens, manipulate light that passes through the
lens, and control optical parameters at the user’s eye. In
another example, switchable components of a freeform
varifocal optical assembly and/or optical elements of a
varifocal optical system with controllable focal power can
be selectively controlled to manipulate light that passes
through the lens(es) and control optical parameters at the
user’s eye. After block 1116, process 1100 can progress to
block 1108 and display the XR environment to the user using
any suitable adjustments performed at blocks 1112 and 1116

[0133] In some implementations, output control param-
eters can control one or more devices at the XR system (e.g.,
lenses) to adjust the light entering the user’s eye. In another
example, the output control parameters can control light
emitted by the XR system to adjust the light entering the
user’s eye. In some implementations, the output control
parameters can control adjustments for the light entering the
user’s eye, such as to control/adjust a focal distance of one
or more objects, one or more defocus cues created at the
user’s eye, a chromatic balance of the light entering the
user’s eye, luminance, a field of view displayed to the user,
an 1mage shell created at the user’s eye, a curvature of the
image shell created at the user’s eye, a peripheral curvature
of the image shell created at the user’s eye, a centration of
curvature of the image shell created at the user’s eye,
peripheral myopic defocus cues in the user’s periphery,
peripheral contrast, or any combination thereof.

[0134] In an example, controlling an XR system to adjust
light entering the user’s eye can include selectively applying
an electric field to a GRIN LC lens to selectively tune
portions of the lens, manipulate light that passes through the
lens, and control optical parameters at the user’s eye. In
another example, switchable components of a freeform
varifocal optical assembly and/or optical elements of a
varifocal optical system with controllable focal power can
be selectively controlled to manipulate light that passes
through the lens(es), and control optical parameters at the
user’s eye.

[0135] In some implementations, an eye model for a user
can be received (e.g., rather than generated), and the
received eye model can be used to provide a personalized
XR experience for the user. For example, tracked dynamic
state parameters can be input to the recerved model, control
parameters can be output by the received model, and optics
presented to the user by the XR system can be adjusted
according to the output control parameters.

[0136] In some implementations, the optical axis 1is
adjusted according to the control parameters output by the
eye model. For example, the optical axis can be controlled
to maintain a consistent 1mage shell curvature on a user’s
retina 1n the presence of user eye/gaze movement. In some
implementations, a “swimming effect” caused by optical
components of the XR system can be mitigated by the
adjustments. For example, a swimming eflect can cause
objects to appear distorted when a user’s head/eye(s) move
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as light 1s entering the user’s eye(s) via a different portion of
the optical system/lens. The swimming eflect can be miuti-
gated by implementations, for example by controlling the
focal distance (at center of fixation), the image shell curva-
ture, and/or the 1image shell centration.

[0137] Implementations of eye model(s) simulate optical
parameters experienced at a user’s eye from light that enters
the user’s eye. Such eye model(s) include techmiques to
simulate how light controlled by XR device(s) 1s experi-
enced at the user’s eye. FIG. 12 1s a diagram 1llustrating a
model of the optical parameters of light output from a
display device. Model 1200 includes XR system 1202, light
source 1204, and output light 1206. In some 1implementa-
tions, light source 1104 can be part of XR system 1202. In
another example, light source 1204 can be a simulated
real-world light source that emits light that passes through
XR system 1202 (e.g., one or more lenses of the system).
Model 1200 models the characteristics of output light 1206
that 1s output from XR system 1202.

[0138] FIG. 13 i1s a diagram illustrating another model of
the optical parameters of light output from another display
device. Model 1300 includes XR system 1302, light source
1304, and output light 1306. In some implementations, light
source 1304 can be part of XR system 1302. In another
example, light source 1304 can be a simulated real-world
light source that emaits light that passes through XR system
1302 (e.g., one or more lenses of the system). Model 1300
models the characteristics of output light 1306 that 1s output

from XR system 1302.

[0139] In some implementations, the light output from XR
systems can be modeled 1n combination with eye model(s)
disclosed herein. FIG. 14 15 a diagram illustrating a model of
the optical parameters of light output from a display device
in combination with an eye model. Model 1400 includes XR
system lens 1402, light source 1404, output light 1406 and
cye model 1408. In some implementations, light source
1404 can be part of the XR system that provides lens 1402,
an external light source (e.g., simulated real-world light
source), or any combination thereof. Model 1400 models the
optical parameters experienced at eye model 1408 from
output light 1406.

[0140] FIG. 15 1s a diagram illustrating a model of the
optical parameters of light output from another display
device in combination with an eye model. Model 1500
includes XR system 1502, light source 1504, output light
1506 and eye model 1508. In some implementations, light
source 1504 can be part of XR system 1502, an external light
source (e.g., simulated real-world light source), or any
combination thereof. Model 1500 models the optical param-
cters experienced at eye model 1508 from output light 1506
that 1s output from XR system 1502.

[0141] In some implementations, models 1200, 1300,
1400, and 1500 can be 3D models configured for use with
modeling software (e.g., Zemax models). Eye models 1408
and 1508 can include stacked/combined model elements that
comprise the human eye, such as pupil elements, comea
elements, retina elements, and the like. Each model element
can 1nclude defined characteristics that control the way light
1s stmulated at the eye model(s), such as how light 1s altered
when passing through the model element.

[0142] Example model elements of the eye model(s)
include an anterior cornea (e.g., defined by a radius, thick-
ness, asphericity, refractive index, etc.), posterior cornea
(e.g., defined by a radius, thickness, asphericity, refractive
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index, etc.), pupil (e.g., defined by a semidiameter), anterior
lens (e.g., defined by a radius, thickness, asphericity, refrac-
tive index, etc.), posterior lens (e.g., defined by a radius,
thickness, asphericity, refractive index, etc.), retina (e.g.,
defined by a radio, asphericity, etc.), and any other suitable
ceye model element. In some implementations, the eye model
clements can be defined relative to characteristics of the
user’s eye, such as spherical refraction or degree of myopia
(e.g., 1n diopters) or ‘SR’, degree of accommodation (e.g., 1n
diopters) or ‘Acc’, age (e.g., 1n years), and any other suitable
characteristics.

[0143] The following represents defimitions (e.g., values,
mathematical expressions) for eye model elements based on
user eye characteristics (e.g., SR, Acc, age) in some 1mple-
mentations:

[0144]
[0145]
[0146]

[0147]
[0148]

[0149]
[0150]

Anterior Cornea
Radius (mm)
R=7.77+4+0.022*SR
Asphericity
Q=-0.24+0.003* Age
Thickness
d=0.55
[0151] Refractive Index
[0152] n=1.361594+6.009687*107>-6.
760760%10™**A"*+5.908450*107>*\~°
[0153] Simplified implementation: n=1.376
[0154] Posterior Cornea
[0155] Radius (mm)
[0156] R=6.4
[0157] Asphericity
[0158] (Q=-0.1-0.007*Age
[0159] Thickness
[0160] d=3.15-0.05*In(Acc+1)
[0161] Refractive Index (Aqueous Humour)
[0162] n=1.323016+6.077158%107>*)~>-7.
069706*10™**N\"*+6.154303 10> %\ ~°
[0163] Simplified implementation: n=1.3374
[0164] Pupil
[0165] Semidiameter (mm)
[0166] Sd=3
[0167] Anterior Lens
[0168] Radius (mm)
[0169] R=12.9-0.057*Age-1.75*In(Acc+1)
[0170] Asphericity
[0171] (Q=-5-0.34*In(Acc+1)
[0172] Thickness
[0173] d=3.04+0.2*In(Acc+1)+0.024*Age
[0174] Refractive Index (ITwo Parts)
[0175] n,=(1.3807-0.00039*Age+18%107>*
(10* Acc+Acc?))+0.0652778%7-0.0226659* 7 —
0.0020399(X*+Y")
[0176] n,=(1.4277-0.00039*Age+18*107>*
(10* Acc+Acc?))+0.0100737%Z7-0.0020399 (X~ +
Y*?)
Posterior Lens
Radius (mm)
R=-6.2+0.012*Age+0.2294*In(Acc+1)
Asphericity
Q=-2-0.125*In(Acc+1)
Thickness
d=16.28-0.299*SR
[0184] Refractive Index (Vitreous Humour)
[0185] n=1.322357+5.560240%*107>*\>-5.
817391*10~**)~*+5.036810*107>*)~°
[0186] Simplified implementation: n=1.336

[0177]
(0178]
[0179]
(0180]
[0181]
(0182]
[0183]
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Retina

Radius (mm)
R =12.91-0.094*SR
R,=-12.72+0.004*SR

Asphericity

[0192] Q =0.27+0.026*SR

[0193] Q,=0.25+0.017*SR

[0194] For example, one of more of the eye model ele-
ments can be defined as components with a software mod-
cling framework, such as within a Zemax material catalog
(e.g., as a .AGF file). Eyve models defined in implementa-
tions can comprise stacks/combinations of these defined eye
model elements.

[0195] Simulated light conditions can be exposed to the
eye model(s) that comprise the definitions for the eye model
clements, and the eye model(s) can generate simulated
optical parameters experienced at a user’s eye. FIG. 16 1s a
diagram of simulated light exposed to an eye model. An
example of eye model 1602 comprises a combination/stack
ol defined anterior cornea, posterior cornea, pupil, anterior
lens, posterior lens, retina, any other suitable eye model
clement, and any combination thereotf. For example, the eye
model elements of eye model 1602 can be defined using the
user eye characteristics SR=0, age=25, acc=0, tilt X/Y=0.
Simulated light 1604 can be exposed to eye model 1602 to
simulate optical parameters at the user’s eye.

[0196] FIG. 17 1s a graph of optical characteristics simu-
lated by exposing light to an eye model. Graphs 1702 and
1704 illustrate the simulated field curvature experienced by
eye model 1602 when exposed to simulated light 1604. The
longitudinal chromatic aberration 1s about 0.35 mm or 0.94
D. These values validate that the simulation achieved by eye
model 1602 matches historic values for longitudinal chro-
matic aberration.

[0197] FIG. 18 1s another graph of optical characteristics
simulated by exposing light to an eye model. An example of
eye model 1802 comprises a combination/stack of defined
anterior cornea, posterior cornea, pupil, anterior lens, pos-
terior lens, retina, any other suitable eye model element, and
any combination thereof. For example, the eye model ele-
ments of eye model 1802 can be defined using the user eye
characteristics SR=-5 D, age=25, acc=0, t1lt X/Y=0. Simu-
lated light 1804 can be exposed to eye model 1802 to
simulate optical parameters at the user’s eye.

[0198] FIGS. 19 and 20 are graphs of optical characteris-
tics simulated by exposing light to another eye model. Graph
1900 of FIG. 19 illustrates the simulated field curvature 1n
terms of defocus (D) experienced by eye model 1802 when
exposed to simulated light 1804. The -5 D defocus matches
historic values for the user characteristics used to generate
eye model 1802. Graph 2000 of FIG. 20 illustrates the
simulated defocus (D) 1n terms of spherical refraction expe-
rienced by eye model 1802 when exposed to simulated light
1804. The linear relationship between defocus and SR
matches historic values, and a longitudinal chromatic aber-
ration of about 1 D 1s maintained.

[0199] FIGS. 21 and 22 are graphs of optical characteris-
tics simulated by exposing light to eye model vanations.
Graph 2100 of FIG. 21 illustrates simulated defocus (D) 1n
terms of different spherical refraction values (e.g., simulated
using eye models defined by a range of spherical refraction
values). The linear relationship between defocus and SR

matches historic values, and a longitudinal chromatic aber-

[0187]
[0188]
[0189]
10190]
10191]
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ration of about 1 D 1s maintained. Graph 2200 of FIG. 22
illustrates the simulated defocus (D) 1n terms of different age
values (e.g., stmulated using eye models defined by a range
of age values). The expected performance 1s a maintained
focus on-axis across the age range values. The example eye
model(s) simulate a less than 0.25 diopter variation for each
wavelength across the age values.

[0200] Reference in this specification to “implementa-
tions” (e.g., “some 1mplementations,” “various implemen-
tations,” “one 1implementation,” “an implementation,” etc.)
means that a particular feature, structure, or characteristic
described 1n connection with the implementation 1s included
in at least one implementation of the disclosure. The appear-
ances ol these phrases 1n various places in the specification
are not necessarily all referring to the same implementation,
nor are separate or alternative implementations mutually
exclusive of other implementations. Moreover, various fea-
tures are described which may be exhibited by some 1mple-
mentations and not by others. Similarly, various require-
ments are described which may be requirements for some
implementations but not for other implementations.

[0201] As used herein, being above a threshold means that
a value for an 1tem under comparison 1s above a specified
other value, that an item under comparison 1s among a
certain specified number of items with the largest value, or
that an 1tem under comparison has a value within a specified
top percentage value. As used herein, being below a thresh-
old means that a value for an item under comparison 1is
below a specified other value, that an item under comparison
1s among a certain specified number of items with the
smallest value, or that an item under comparison has a value
within a specified bottom percentage value. As used herein,
being within a threshold means that a value for an 1item under
comparison 1s between two specified other values, that an
item under comparison 1s among a middle-specified number
of items, or that an 1tem under comparison has a value within
a middle-specified percentage range. Relative terms, such as
high or unimportant, when not otherwise defined, can be
understood as assigning a value and determining how that
value compares to an established threshold. For example, the
phrase “selecting a fast connection” can be understood to
mean selecting a connection that has a value assigned

corresponding to 1ts connection speed that 1s above a thresh-
old.

[0202] As used herein, the word “or” refers to any possible
permutation of a set of items. For example, the phrase “A,
B, or C” refers to at least one of A, B, C, or any combination
thereof, such as any of: A; B; C; Aand B; A and C; B and
C; A, B, and C; or multiple of any item such as A and A; B,
B, and C; A, A, B, C, and C; etc.

[0203] Although the subject matter has been described 1n
language specific to structural features and/or methodologi-
cal acts, 1t 1s to be understood that the subject matter defined
in the appended claims 1s not necessarily limited to the
specific features or acts described above. Specific embodi-
ments and implementations have been described herein for
purposes of illustration, but various modifications can be
made without deviating from the scope of the embodiments
and 1mplementations. The specific features and acts
described above are disclosed as example forms of 1mple-
menting the claims that follow. Accordingly, the embodi-
ments and implementations are not limited except as by the
appended claims.

b B Y 4
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[0204] Any patents, patent applications, and other refer-
ences noted above are incorporated herein by reference.
Aspects can be modified, 1f necessary, to employ the sys-
tems, functions, and concepts of the various references
described above to provide yet further implementations. If
statements or subject matter 1n a document incorporated by
reference contlicts with statements or subject matter of this
application, then this application shall control.

1. A method for automatically controlling visual param-
cters by an artificial reality (XR) system according to a
tracked user experience, the method comprising:

displaying, by the XR system, an XR environment to a

user;

monitoring, over a time period, visual parameters expe-

rienced by the user based on the displayed XR envi-
ronment;

comparing the monitored visual parameters to one or

more criteria; and

controlling, in response to the monitored visual param-

cters meeting the one or more criteria, one or more
characteristics of light that enters the user’s one or
more eyes via the XR system and/or content within the
XR environment.

2. The method of claim 1, wherein the monitored visual
parameters experienced by the user over the time period
comprise one or more of focal distance, fixation distance,
background visual distance, background visual intensity,
aggregated defocus distance of background, luminance,
visual activity, eye movement, accommodation distances, or
any combination thereof.

3. The method of claim 1, wherein the monitored visual
parameters experienced by the user over the time period
comprise chromatic balance, illumination wave shape or
duty cycle, contrast polarity, spatial frequency, longitudinal
chromatic aberration (LCA), or any combination thereof.

4. The method of claim 1, wherein the controlling the
characteristics of light that enters the user’s one or more eyes
controls at least one of a focal distance of one or more
objects displayed to a user, a wave shape for the light
entering the user’s eye, a chromatic balance of the light
entering the user’s eye, a polarity of the light entering th
user’s eye, luminance, a field of view displayed to the user,
or any combination thereof.

5. The method of claim 1, wherein the controlling content
within the XR environment controls at least one of a focal
distance of one or more objects displayed to a user, a size of
one or more objects displayed to the user, a chromatic
contrast between a foreground and background of the XR
environment, or any combination thereof.

6. The method of claim 1, wherein the one or more criteria
comprise a threshold amount of time for at least one of the
monitored visual parameters, and the one or more criteria are
met when an amount of time that the user experiences the at
least one monitored visual parameter meets or exceeds the
threshold amount of time.

7. The method of claim 1, wherein the one or more criteria
comprise a threshold amount of time for a given focal
distance or focal distance range, and the one or more criteria
are met when an amount of time that the user experiences the
grven focal distance or focal distance range meets or exceeds
the threshold amount of time.

8. The method of claim 1, wherein the one or more criteria
comprise a threshold amount of time for a given background
visual distance or background visual distance range, and the
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one or more criteria are met when an amount of time that the
user experiences the given background visual distance or
background visual distance range meets or exceeds the
threshold amount of time.
9. The method of claim 1, further comprising:
obtaining an eye model for the user, wherein the eye
model 1s generated using at least physical properties of
one or more of the user’s eyes, and the monitored visual
parameters experienced by the user comprise simulated
output from the eye model for the user.

10.-11. (canceled)

12. A computer-readable storage medium storing instruc-
tions that, when executed by a computing system, cause the
computing system to perform a process for automatically
controlling visual parameters by an artificial reality system
according to a tracked user experience, the process com-
prising:

displaying, by the artificial reality (XR) system, an XR

environment to a user:;

monitoring, over a time period, visual parameters expe-

rienced by the user based on the displayed XR envi-
ronment;

comparing the monitored visual parameters to one or

more criteria; and

controlling, in response to the monitored visual param-

cters meeting the one or more criteria, one or more
characteristics of light that enters the user’s one or
more eyes via the XR system and/or content within the
XR environment.

13. The computer-readable storage medium of claim 12,
wherein the monitored visual parameters experienced by the
user over the time period comprise one or more of focal
distance, fixation distance, background wvisual distance,
background visual intensity, aggregated defocus distance of
background, luminance, visual activity, eye movement,
accommodation distances, or any combination thereof.

14. The computer-readable storage medium of claim 12,
wherein the monitored visual parameters experienced by the
user over the time period comprise chromatic balance,
illumination wave shape or duty cycle, contrast polarity,
spatial frequency, longitudinal chromatic aberration (LCA),
or any combination thereof.

15. The computer-readable storage medium of claim 12,
wherein the controlling the characteristics of light that enters
the user’s one or more eyes controls at least one of a focal
distance of one or more objects displayed to a user, a wave
shape for the light entering the user’s eye, a chromatic
balance of the light entering the user’s eye, a polarity of the
light entering the user’s eye, luminance, a field of view
displayed to the user, or any combination thereof.

16. The computer-readable storage medium of claim 12,
wherein the controlling content within the XR environment
controls at least one of a focal distance of one or more
objects displayed to a user, a size of one or more objects
displayed to the user, a chromatic contrast between a fore-
ground and background of the XR environment, or any
combination thereof.

17. The computer-readable storage medium of claim 12,
wherein the one or more criteria comprise a threshold
amount of time for at least one of the monitored visual
parameters, and the one or more criteria are met when an
amount ol time that the user experiences the at least one
monitored visual parameter meets or exceeds the threshold
amount of time.
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18. The computer-readable storage medium of claim 12,
wherein the one or more criteria comprise a threshold
amount of time for a given focal distance or focal distance
range, and the one or more criteria are met when an amount
of time that the user experiences the given focal distance or
focal distance range meets or exceeds the threshold amount
of time.

19. The computer-readable storage medium of claim 12,
wherein the one or more criteria comprise a threshold
amount ol time for a given background visual distance or
background visual distance range, and the one or more
criteria are met when an amount of time that the user
experiences the given background visual distance or back-
ground visual distance range meets or exceeds the threshold
amount of time.

20. The computer-readable storage medium of claim 12,
wherein the process further comprises:

obtaining an eye model for the user, wherein the eye

model 1s generated using at least physical properties of
one or more of the user’s eyes, and the monitored visual
parameters experienced by the user comprise simulated
output from the eye model for the user.

21. An artificial reality system (XR) for automatically
controlling visual parameters according to a tracked user
experience, the system comprising:
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one or more memories storing instructions that, when
executed by the one or more processors, cause the
system to perform a process comprising:

displaying, by the XR system, an XR environment to a
user;

monitoring, over a time period, visual parameters expe-
rienced by the user based on the displayed XR
environment;

comparing the momtored visual parameters to one or
more criteria; and

controlling, 1n response to the monitored visual param-
cters meeting the one or more criteria, one or more
characteristics of light that enters the user’s one or
more eyes via the XR system and/or content within
the XR environment.

22. The system of claim 21, wherein the one or more
criteria comprise a threshold amount of time for at least one
of the monitored visual parameters, and the one or more
criteria are met when an amount of time that the user
experiences the at least one monitored visual parameter
meets or exceeds the threshold amount of time.
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