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(57) ABSTRACT

A set of media 1tems accessible to users of a platform 1s
identified, each media 1tem including a reference to one or
more objects. In response to a request from a client device
associated with a user of the platform for access to a media
item, a determination 1s made of one or more objects
referenced by the media item that satisfies one or more
criteria based on consumption data associated with the set of
media 1tems. The consumption data includes information
about a consumption of the set of media items by other users
of the platform over a time period. A source indicator
associated with the determined objects 1s obtained. A user
interface of the client device 1s updated to include, with the
media 1tem, an annotation of the objects to indicate that the
objects are associated with the source indicator.
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MEDIA ANNOTATION WITH PRODUCT
SOURCE LINKING

[0001] This application 1s a continuation application of
U.S. Patent Application No. 16/627,991, filed Dec. 31, 2019,

which 1s a National Phase of International Application No.
PCT/US2019/026381 filed Apr. 8, 2019, the entire contents
of all are hereby incorporated by reference in their entirety
herein.

TECHNICAL FIELD

[0002] This disclosure relates to image analysis and, 1n
particular, to supplementing image content with sources that
provide information about objects displayed in the image
content.

BACKGROUND

[0003] Many computing devices include content sharing
aspects that enable users to capture, view, and share media
content. The media content may be videos or still images
that display features of an object. The object may be a
product that 1s the focus of the media content (e.g., primary
product) or may be an auxiliary product that i1s in the
background. A viewer may see the object 1n the media 1tem
and be interested in obtaining more information about the
object.

SUMMARY

[0004] The following presents a simplified summary of
various aspects of this disclosure 1n order to provide a basic
understanding of such aspects. This summary 1s not an
extensive overview of the disclosure. It 1s intended to neither
identify key or critical elements of the disclosure, nor
delineate any scope of the particular implementations of the
disclosure or any scope of the claims. Its sole purpose 1s to
present some concepts of the disclosure 1n a simplified form
as a prelude to the more detailed description presented later.

[0005] According to a first aspect of the present disclosure
there 1s provided a method comprising detecting an object in
an 1mage, associating the object in the image with a source
indicator, annotating the image to indicate the object is
associated with the source indicator, receiving a user selec-
tion of the object 1n the image, and identifying a source
based on the source indicator and on contextual data asso-
ciated with the user selection, wherein the source comprises
information about the object.

[0006] In another aspect of the present disclosure, the
image comprises one or more frames of a video and the
object 1s, for example a product, displayed in the one or
more frames. The detecting may mvolve detecting a set of
objects (e.g., set of products) in the one or more frames of
the video. The processing device may further determine a
viewer preference based viewership data of the video and
select an object from the set of objects based on the viewer
preference. The viewership data may indicate a preference
of one or more current viewers, future viewers, or past
viewers of the image.

[0007] In yet another aspect, the method may identify the
source by determining a plurality of sources that are asso-
ciated with the object based on the source indicator and
selecting the source from the plurality of sources based on
the contextual data associated with the user selection. The
contextual data may comprise, for example, a geographic
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location of a user viewing the 1mage, a source preference of
the user, or an availability of the object at a time of the user
selection. The processing device may further provide a
source 1dentifier for the source to a viewer of the image.

[0008] In a further aspect, detect the object in the 1image
may involve performing digital image processing on 1image
data of the image and recognizing the object 1n the 1image
based on the digital image processing. The detected object
may then be annotated by updating a presentation of the
image to emphasize the object. In one example, the updating
may involve at least one of outlining, highlighting, color
altering, or brightening a portion of the image.

[0009] In a further aspect, receiving a user selection of the
object 1n the 1image may comprise receiving an indication
that a user has selected a portion of the image comprising the
object.

[0010] According to a second aspect, the present disclo-
sure 1s a system comprising a processing device configured
to detect an object in an 1mage, associate the object 1n the
image with a source indicator, annotate the image to indicate
the object 1s associated with the source indicator, receive a
user selection of the object 1n the image, and identily a
source based on the source indicator and on contextual data
associated with the user selection, wherein the source com-
prises mformation about the object.

[0011] According to a third aspect, the present disclosure
1s a computer program product configured such that, when
processed by a processing device, the computer program
product causes the processing device to detect an object 1n
an 1mage, associate the object in the 1mage with a source
indicator, annotate the 1mage to indicate the object 1s asso-
ciated with the source indicator, receive a user selection of
the object 1n the 1mage, and 1dentify a source based on the
source indicator and on contextual data associated with the
user selection, wherein the source comprises information
about the object.

[0012] The individual features and/or combinations of
teatures defined above 1n accordance with any aspect of the
present disclosure or below in relation to any specific
embodiment may be utilized, either separately and individu-
ally, alone or 1n combination with any other defined feature,
in any other aspect or embodiment. Furthermore, the present
disclosure 1s intended to cover apparatus configured to
perform any feature described herein 1n relation to a method
and/or a method of using or producing, using or manuiac-
turing any apparatus feature described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] The present disclosure 1s illustrated by way of
example, and not by way of limitation, in the figures of the
accompanying drawings, in which:

[0014] FIG. 11llustrates an example system architecture in
accordance with an implementation of the disclosure.

[0015] FIG. 2 15 a block diagram 1illustrating a computing
device with an 1image component and a source component 1n
accordance with an implementation of the disclosure.

[0016] FIG. 3 is an exemplary user interface that displays
an 1mage with an annotated object, in accordance with an
implementation of the disclosure.

[0017] FIG. 4 1s a flow diagram illustrating a method for
annotating an 1image to emphasize an object and to link the
object with a particular source of information, 1n accordance
with an implementation of the disclosure.
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[0018] FIG. 5 1s a block diagram illustrating an exemplary
computer system in accordance with an implementation of
the disclosure.

DETAILED DESCRIPTION

[0019] Modern computer systems olten enable a content
creator to manually modily a media item to alter image
content and include details about objects (e.g., products)
shown 1n the media 1item. The modifications often require
specialized 1mage editing soitware and involve the content
creator manually editing 1mage content to add a reference to
an object (e.g., an arrow and text label). The 1mage modi-
fications made by the creator may be permanent and may be
displayed to all the users even though some of the users may
be more interested in one of the other objects 1n the 1mage.
Editing the 1image content to add references may be a time
consuming process and may add content that 1s obtrusive to
the viewing experience. Content creator may alternatively
add references for the object 1n the description of the media
item, but these often remain hidden 1 the user does not view
an expanded version of the description. In addition, the
references added may include a static web address to a
particular source, such as a retailer that may stop providing,
information for the object i1if the product is no longer
available (e.g., newer product released, out of inventory,
geographically limited).

[0020] Aspects of the present disclosure address the above
and other deficiencies by providing technology that can
enhance 1mage content to emphasize particular objects and
to indicate sources for the objects. That 1s, aspects of the
present disclosure provide a gumided human-machine inter-
action process to assist a user performing a technical task.
The sources may provide additional information about the
creation, use, or sale of the objects. In one example, the
technology may involve detecting objects 1n an 1mage using,
object recognition techniques. The image may be a still
image or a video frame and a recognized object may be
linked to a source (e.g., web server) that provides more
information about the object. The technology may annotate
the image to imndicate to a viewer that the object 1s associated
with a source indicator that can be used to identily a
particular source. The annotation may emphasize the object
by outlining, highlighting, or making any other type of
modification to the image. When a viewer selects the empha-
s1zed object, the technology may determine the best source
to provide to the particular viewer based on contextual data
of the user selection, which may include time data, location
data, or availability data (e.g., language availability or
product availability). When the image or images (e.g.,
video) include a set of multiple objects, the technology may
select a subset of the recognized objects based on viewership
data. The viewership data may indicate preferences of past,
current, or future viewers and may enable the technology to
choose objects that are more interesting to the viewers.
[0021] Systems and methods described herein include
technology to enhance graphical user interfaces to enable
viewers to more efliciently 1dentity a source that provides
information about a particular object displayed in an image.
In particular, aspects of the technology may provide viewers
an indication of an object’s source in a more optimized
manner. The more optimized manner may be less obtrusive
than adding labels and pointers and more apparent than
including a list of static web addresses 1n a description or
comment field. Aspects of the technology may also annotate
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and 1dentily sources automatically (without user nput)
based on current or expected viewership. This may be done
for a particular viewer or set of viewers and may be
performed after a content creator has shared the media 1tem
but before, during, or after the viewer has requested to
consume the media item. For example, the technology may
determine the user 1s 1interested 1n a particular type of object
and may annotate objects of that type in the media item (e.g.,
video) after the user has requested the media 1tem.

[0022] Various aspects of the above referenced methods
and systems are described 1n details herein below by way of
examples, rather than by way of limitation. The examples
provided below discuss the technology in the context of a
content sharing platform that may enable end users to upload
media items and share media items. In other examples, the
technology may apply to enhance existing broadcast mecha-
nisms for providing media to end users. The media items
discussed below include 1image data, however, the teaching
of the present disclosure may be applied to forms of media
that are absent 1mages (e.g., audio, executable instructions,
text) and the annotations may be provided via any form of
human perceivable signal.

[0023] FIG. 1 illustrates an example system architecture
100, 1n accordance with an implementation of the disclosure.
The system architecture 100 may include a content sharing
platform 110, computing devices 120A-Z, sources 130A-Z,
and a network 140.

[0024] Content sharing platform 110 may include one or
more computing devices (such as a rackmount server, a
router computer, a server computer, a personal computer, a
mainiframe computer, a laptop computer, a tablet computer,
a desktop computer, etc.), data stores (e.g., hard disks,
memories, databases), networks, software components,
hardware components, or combinations thereof that may be
suitable for implementing the various features described
herein. In some 1mplementations, the content sharing plat-
form 110 may enable the user to edit an uploaded media 1tem
112, which may be associated with one or more channels
(e.g., Channel A, Channels B-Z) or playlists (not shown) or
be an mdependent media item. Media 1tem 112 may include
an 1mage that may be transmitted (e.g., downloaded or
streamed) as 1mage data 114 to computing devices 120A-7.

[0025] Computing device 120A may access 1mage data
114 from content sharing platform 110 and may supplement
image data 114 to annotate and embed links to one or more
information sources. Computing device 120A may be part of
the content sharing platform 110 or a separate server and
provide annotation and source linking services to computing
devices 120B-7Z that are functioning as clients. In the
example shown in FIG. 1, computing device 120A may
include an 1mage component 122 and a source component
124. Image component 122 may be used to analyze image
data 114 and recognize objects represented by image data
114. Image data 114 may include data of a still image or of
one or more frames of a video and may be enhanced to
annotate the objects. Source component 124 may enable
computing device 120A to supplement the image data 114
with a source indicator that corresponds to one of the
recognized objects. The source indicator may enable com-
puting devices 120B-7 to determine a source that provides
information about the object. There may be many available
sources and source component 124 may enable computing
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device 120A to provide the source that 1s optimal for a
particular viewer, as will be discussed in greater detail
below.

[0026] Sources 130A-7Z may be devices that store infor-
mation about at least one of the recognized objects. The
device may include one or more computing devices, storage
devices, other devices, or a combination thereof. A source
may be remotely accessible to one of the computing devices
120A-7 via an external network (e.g., internet) or may be
locally accessible to one of the computing devices 120A-7
via an internal network (e.g., Local Area Network (LAN),
enterprise bus). Sources 130A-7Z may be operated by the
same entity that operates computing device 120A (e.g.,
content sharing entity) or may be operated by a different
entity (e.g., third party). The different entity may be involved
in the production, distribution, design, marketing, manufac-
turing, maintenance, support, or sale of the object. In one
example, source 130 may be a web server operated by an
entity that provides the object and may contain object
information 132.

[0027] Object information 132 may be data that describes
an aspect of the object. The object may be a tangible or
intangible product and object information 132 may include
information about the object that can be presented to a user.
The imnformation about the object may provide details about
the object or a related object and may include descriptive
information (e.g., product summary, technical specifica-
tions, models, versions), availability information (e.g.,
release dates, retailers, inventory, similar products), location
information (e.g., regions/countries where the object is
available or can be shipped to), price information (e.g.,
purchase cost, subscription cost, advertiser bids), other
information, or a combination thereof.

[0028] Computing devices 120B-7Z may include one or
more computing devices that function as clients and may
consume services provided by computing device 120A,
content sharing platform 110, or a combination thereof.
Computing devices 120B-7Z may be referred to as “client
devices” or “user devices” and may include personal com-
puters (PCs), laptops, smart phones, tablet computers, net-
book computers etc. Computing devices 120B-7Z may each
be associated with an individual user (e.g., viewer, owner,
operator) that may use the computing device to access image
data 114. Computing devices 120B-7Z may each be owned

and utilized by different users at different geographical
locations.

[0029] Computing devices 120B-7Z may include media
viewers 126B-7 that provide viewers with a user interface to
consume and select portions of 1mage data 114. A media
viewer may be any program that enables a computing device
to present an 1mage to a user and enable the user to select a
region of interest within the image. The i1mage may be
displayed as part of one or more videos, web pages, docu-
ments, books, other media, or a combination thereof. The
media viewer may be imtegrated with one or more other
programs and may access, retrieve, present, and/or navigate
content (e.g., web pages such as Hyper Text Markup Lan-
guage (HI'ML) pages, digital media 1tems, etc.). The media
viewer may render, display, and/or present content to a
viewing user. In one example, the media viewer may be
embedded within an internet browser and the 1mage may be
embedded 1n a web page (e.g., a web page that may provide
information about a product sold by an online merchant). In
another example, the media viewer 126A may be a stand-
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alone application (e.g., a mobile app) that allows users to
view the media 1tems (e.g., digital videos, digital photos,
clectronic books, etc.).

[0030] Network 140 may include a public network (e.g.,
the Internet), a private network (e.g., a local area network
(LAN) or wide area network (WAN)), a wired network (e.g.,
Ethernet network), a wireless network (e.g., an 802.11
network or a Wi-F1 network), a cellular network (e.g., a
Long Term Evolution (LTE) network), routers, hubs,
switches, server computers, and/or a combination thereof.

[0031] FIG. 2 depicts a block diagram illustrating an
exemplary computing device 120 that includes technology
for supplementing an 1mage with source indicators for one
or more objects 1n the 1mage. Computing device 120 may be
the same as one or more of the computing devices 120A-Z
of FIG. 1. The components 1llustrated may include more or
less components or modules without loss of generality. For
example, two or more of the components may be combined
into a single component, or features ol a component or
module may be divided into two or more components. In one
implementation, one or more of the components may reside
on different computing devices (e.g., a server device and a
client device).

[0032] In general, functions described 1n one implemen-
tation as being performed by computing device 120 may be
performed by multiple different computing devices 120A-7
in other implementations. For example, the computing
device 120 may execute a program that performs one or
more of the functions of image component 122 and a
different device may perform one or more of the functions
of source component 124. The functionality attributed to a
particular component can be performed by different or
multiple components operating together. In the example
shown 1n FIG. 2, computing device 120 may include image
component 122 and source component 124.

[0033] Image component 122 may enable computing
device 120 to analyze an 1image and recognize one or more
objects represented 1n the image. The 1image may be an
artifact that depicts a visual perception of an object and may
be the same or similar to a still image (photo, picture,
drawing, rendering, painting), one or more frames of a video
(e.g., motion picture), other image, or a combination thereof.
The image may be captured by a camera device and be a part
of a media 1tem (e.g., web page, video, executable). The
image may be shared or transferred to computing device 120
via a content sharing platform 110, digital storage device,
other digital transfer mechanism, or a combination thereof.
Computing device 120 may receive multiple images and
store them 1n data store 230 as 1image data 114.

[0034] Image data 114 may include image details and
image content. The image details may include information
about the i1mage such as a fitle, description, comments,
storage location, file name, author, source, file size, duration,
format, resolution, 1mage dimensions, edit or creation time,
other details, or a combination thereof. The image content of
the 1mage may include pixel data that represents pixel values
or changes to pixel values and may be used for rendering the
image. Both the image content and 1image data may indicate
the objects being depicted 1in the 1mage.

[0035] The objects 1n the image may be any object that can
be perceived by a human and may include tangible or
intangible products, goods, services, other deliverables, or a
combination thereof. Tangible objects may be touched by a
human and may include physical products, merchandise,
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goods, or another object. Intangible objects may be per-
ceived directly or indirectly by a human without being
touched and may include music, computer programs, ser-
vices, other intangible element, or a combination thereof.

[0036] In one example, image component 122 may
include an object detection module 210, a viewer preference
module 212, an image annotation module 214, and a user
selection module 216. Object detection module 210 may
analyze the image data to detect an object 1in the image.
Object detection module 210 may use the 1image details (e.g.,
title, description, comments), the 1image content (e.g., pixel
values), or a combination thereotf to determine an object 1n
the 1mage. When using the image content, object detection
module 210 may perform digital image processing on the
image content of the image. The digital image processing
may involve segmenting the image content into one or more
segments and applying one or more object recognition
techniques (e.g., object classifiers) to detect an object within
the one or more segments of the image. The object detection
module 210 may be performed on the images individually
(¢.g., on a particular frame) or on a series of images and may
or may not take into account object motion across frames.
Object detection module 210 may identify objects with or
without using input from the user. The user may provide
input before the objects are recognized (e.g., creator ndi-
cates a region with an object) or after the objects are
recognized (e.g., selecting a subset of objects from a list).

[0037] Viewer preference module 212 may determine
preferences of one or more viewers based on viewership
associated with the image. The viewership may be based on
past, current, or future viewers of the image or of other
similar 1mages. A past viewer may have viewed the image
and may no longer be viewing the image whereas a current
viewer may have started viewing the image and may still be
viewing the image. For example, when the image 1s a video,
the user may have started watching the video and 1s still
watching the video. A future viewer may be a viewer that has
not seen the image but may see the image 1n the future. The
future viewer may also be referred to as an expected viewer
or potential viewer. The future viewer may be determined
based on historical behavior of the viewer or on behavior of
one or more similar viewers. For example, the future viewer
may have consumed or subscribed to content of a channel or
playlist and may have not received the image but 1s expected
to receive and consume the 1mage 1n the future. The view-
ership of the image may be stored in data store 230 as
viewership data 232.

[0038] Viewership data 232 may include data about the
viewers and data about the image content being viewed. The
data may 1nclude one or more measurements for a specific
viewer (e.g., current viewer) or for a plurality of viewers
(e.g., audience). In one example, viewership data 232 may
include characteristics of a group of viewers, consumption
data, other data, or a combination thereof. The characteris-
tics of the group of viewers may provide details about the
group of viewers and may include, for example, viewers’
location, language, and/or other similar information. Con-
sumption data may be specific to a viewer or specific to the
image content and may 1nclude a duration of consumptions,
quantity of viewers, drop ofl rates, portions re-watched,
portions paused or zoomed 1n on, other measurement, or a
combination thereof.

[0039] Viewer preference module 212 may determine a
preference of one or more viewers based on viewership data
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232, image data 114, object data, other data, or a combina-
tion thereof. The preferences may indicate what types of
objects are of interest to one or more of the viewers and may
be used to determine which objects to annotate and provide
source indicators for. In one example, the characteristics
(e.g., location, language, etc.) and historical media con-
sumption of the viewer or audience may be used to 1dentily
a preference for a particular object or type of object. In
another example, the consumption of a video by a particular
user may indicate a preference. For example, 1f the user
re-watches a portion of a video that displays an aspect of the
object or zooms 1n to better view the object, the viewer
preference module 212 may determine the viewer or a
similar viewer 1s interested in the object. This may be
quantified and weighted and used to select which of the
recognized objects should be annotated by image annotation
module 214 in a subsequent portion of the video or in
another video that may be consumed by this viewer.

[0040] Image annotation module 214 may enable comput-
ing device 120 to annotate the 1image to emphasize one or
more of the detected objects. The 1mage annotations may
indicate to the viewer that the object 1s associated with
additional information that can be accessed via the graphical
user interface. Annotating the 1mage may mvolve updating
a presentation of the image by changing either the image
content of the object, the 1image content surrounding the
object, or a combination thereof. Image annotation module
214 may add content to the image or remove content from
the 1image to emphasize an object. In one example, annotat-
ing the 1image may mvolve outlining, highlighting, bright-
ening, darkening, color changes, zooming 1n or out, crop-
ping, or a combination thereof. The area taken up by the
annotation may be dependent on the characteristics of the
individual computing devices 120B-Z, such as screen size,
or of the software being used to view the image, such as
window size. The annotated portion may comprise screen
coordinates, which correspond to the object 1n the image. In
the example of a video, as the object moves during playback
of the video, the annotated portion may also move with the
object.

[0041] Image annotation module 214 may utilize the data
of object detection module 210 and viewer preference
module 212 to choose which objects to emphasize 1n the
image. As discussed above, an 1image (e.g., still 1mage or
video) may 1nclude many objects and some of the objects
may be primary objects that are the focus of the image (e.g.,
product being reviewed) and other objects may be auxiliary
objects that are in the background or foreground (e.g., other
products 1 video). When a set of multiple objects are
recognized, 1image annotation module 214 may choose to
annotate all of the objects 1n the set or a subset of the objects
(e.g., not all recognized objects). The latter may be advan-
tageous because annotating all of the objects may be obtru-
sive or distracting and may adversely aflect the viewing
experience. Additionally, annotating all of the objects may
lead to an increased processing burden. As such, there may
be a tradeoil between annotating a suflicient number of
objects to provide an improved user interface and reducing
the processing burden associated with said annotations.
Determining which objects to annotate may be based on the
preferences discussed above and may involve analyzing data
of the preferences, viewership, image, object, other data, or
a combination thereof. Additionally, or alternatively, deter-
mining which objects to annotate may be based on process-
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ing capabilities. For example, image annotation module 214
may determine the processing capabilities of individual
computing devices 120B-7Z, and selectively annotate the
image based on the processing capabilities of computing
devices 120B-7. In this way, a more computationally pow-
erful computing device may receive more annotations than
a less powertul computing device. Any other characteristics
of the computing device may be used, such as screen size or
resolution, or window size of a media player displaying the
image. Larger window sizes may be able to accommodate
more annotations than smaller window sizes, for example.
Some or all of the data (e.g., measurements) may be
weilghted and used to generate a score (e.g., object prefer-
ence score) and the score of an object may be compared to
a threshold value. One or more of the objects with a score
that satisfies the threshold (above or below threshold) may

be chosen for annotation and source linking.

[0042] An object may be chosen and emphasized at any
time before the image i1s presented to the viewer. For
example, the image may be annotated before, during, or after
it 1s captured by a camera, edited by an author, provided to
a content distributer (e.g., content sharing platform, adver-
tiser, broadcaster), requested by a viewer device, transmitted
to a viewer device, loaded by a media viewer, rendered by
the media viewer, displayed by the media viewer, other time,
or a combination thereof. In one example, the image may be
annotated by moditying the image content (e.g., pixel val-
ues) of an original 1image. In another example, the 1mage
may be annotated by applying one or more layers to the
original 1image without modifying the original 1mage. The
one or more layers may correspond to the one or more
objects beimng annotated (e.g., one-to-one or one-to-many)
and some or all of the layers may be sent to the computing
device of the viewer. In either example, the server or client
may choose to provide annotations for objects based on the
hardware and/or software used by, or the location of, the
current viewer, and/or that the current viewer would be most
interested 1n, which may be a subset of the recognized
objects.

[0043] User selection module 216 may enable computing
device 120 to detect a user selection of one or more of the
emphasized objects 1n the annotated 1image. The user selec-
tion may be provided by the user (e.g., viewer) and recerved
by computing device 120 1n the form of user input. The user
input may correspond to a region of the image and may
include gestures (e.g., touch or touchless gestures), mouse
input, keyboard input, eye tracking, device movement (e.g.,
shaking), other user mput, or a combination thereof. In
response to user iput, user selection module 216 may
determine the object being selected by the user and store
contextual data 234. In an implementation, user selection
corresponds with a user selecting a region comprising the
annotated portion. A user wanting more information about
an object that has been annotated may select the object by,
for example, clicking a mouse or touching a screen at the
location of the annotated object. In the example of a video,
as described above, as the object moves relative to a screen
during playback of the video, the annotated portion may also
move with the object. Thus, implementations of the dis-
closed subject matter provide an improved user interface,
which assists a user in performing a technical task.

[0044] Contextual data 234 may indicate the context of the
user selection and may be based on data captured at a time
before, during, or after the user selection. Contextual data
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234 may correspond to a geographic location of a user, or an
availability of the object at a time of the user selection, a
source preference of the user, other feature, or a combination
thereof. Contextual data 234 may be used by source com-
ponent 124 to determine a particular source for the viewer.

[0045] Source component 124 may enable computing
device 120 to supplement the image with a source that can
provide additional information about the object in the image.
The source may be 1dentified using source data 236 belore,
during, or after a user selects an object. Source data 236 may
include a source indicator, a source 1dentifier other data, or
a combination thereof. In the example shown 1 FIG. 2,
source component 124 may include an indicator module
220, a source resolving module 222, and a providing module

224.

[0046] Indicator module 220 may associate the recognized
object with a source indicator. In one example, indicator
module 220 may associate the object that 1s 1n the 1mage
with the source indicator by linking the source indicator with
a particular annotation of the image (e.g., object outline X
corresponds to source indicator Y). The data of the source
indicator may then be embedded within the image, included
in the media 1tem containing the image, or transmitted by the
service providing the image or media item. The data of the
source mdicator may be hidden from the viewer or may be
visible to the viewer (e.g., URL 1n description or comments).

[0047] The source indicator may 1nclude data that can be
subsequently used to identify a source. The source indicator
may be a generic source indicator that may indicate that a
source exists but may not specily a particular source. The
source mdicator may include object 1dentification data that
may correspond to the particular object in the image. The
object 1dentification data may be a link, unique i1dentifier,
symbol, or coder that corresponds to a particular object 1n
the 1image and may include numeric or non-numeric data.
The object 1dentification data may identify objects at any
level of specificity, for example, 1t may indicate one or more
of the object’s category (e.g., phone, beverage, automobile),
type (e.g., smart phone, soda bottle, cereal box, car), brand
(e.g., Apple®, Coca Cola®, General Mills®, BMW®),
model (e.g., 1IPhone X, Coke Zero, Cheerios, X7), line (e.g.,
X plus, 16 oz glass bottle, Honey Nut, sport package), other
level of specificity, or a combination thereof. In one
example, the object identification data may be human read-

able or machine readable and may be based on a Universal
Resource Locator (URL), a Umiversal Product Code (UPC),

Stock Keeping Umt (SKU), a barcode (Quick Response
(QR) code), a Global Trade Item Number (GTIN), Interna-
tional Article Number (EAN), a Vehicle Identification Num-
ber (VIN), an International Standard Book Number (ISBN),
other data, or a combination thereof. In one example, the
source 1ndicator may identily a particular product but may
not identily a particular source for the product (e.g., a
specific retailer). The particular source may be determined
based on data of the source indicator by using source
resolving module 222 before, during, or after a user selec-
tion has been detected.

[0048] Source resolving module 222 may analyze the
source indicator and context data associated with the user
selection to 1dentily a particular source. As discussed above,
multiple sources may have information for the selected
object and source resolving module 222 may select one of
the sources to provide to the viewer. Resolving the source
indicator may involve determining a set of candidate sources
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and selecting a subset (e.g., one or more) of the sources to
provide to the user. In one example, the source indicator may
include a link to an internal or external service (e.g., source
aggregator, marketplace) that provides candidate sources.
Source resolving module 222 may use the link, the object
identification data, and the contextual data to identify a set
of candidate sources and to select one of the sources. In one
example, the set of candidate sources may include multiple
retailers that provide information about the source and
ecnable a viewer to purchase the object. Source resolving
module 222 may then use contextual data 234 to select the
source that 1s best for the viewer. This may imvolve selecting
one of the sources based on one or more of the following
weighted or unweighted factors, such as, price, iventory,
delivery date, location, return policy, retailer preferences,
other information, or a combination thereof.

[0049] Providing module 224 may enable computing
device 120 to provide the source to the computing device of
the viewer. This may involve one or more levels of abstrac-
tion or redirection. In one example, a web server may be
accessed by the computing device of a viewer via a generic
source indicator and may return a source identifier for a
particular source. The computing device of the viewer may
access the source using the source identifier (e.g., URL) to
obtain and present the object information. In another
example, providing module 224 may use the source 1dent-
fier to retrieve the object information from the source and
may transmit the object information to the computing device
of the viewer (e.g., viewer device not accessing source
directly). In either example, the object information may be
accessible to the computing device of the viewer and pre-
sented to the viewer.

[0050] Data store 230 may include memory (e.g., random
access memory), a drive (e.g., a hard drive, solid state drive),
a database system, a cache mechanism, or other type of
component or device capable of storing data. Data store 230
may also include multiple storage components (e.g., mul-
tiple drives or multiple databases) that may span multiple
computing devices (e.g., multiple server computers). In
some 1mplementations, data store 230 may be cloud-based.
One or more of the components may utilize the data store
230 to store public and private data and data store 230 may
be configured to provide secure storage for private data.

[0051] In situations in which the systems discussed here
collect personal information about users (e.g., viewers), or
may make use of personal information, the users may be
provided with an opportunity to control whether programs or
teatures collect user mformation (e.g., information about a
user’s social network, social actions or activities, profession,
a user’s preferences, or a user’s current location), or to
control whether and/or how to receive content from the
content server that may be more relevant to the user. In
addition, certain data may be treated 1n one or more ways
before 1t 1s stored or used, so that personally identifiable
information 1s removed. For example, a user’s identity may
be treated so that no personally 1dentifiable information can
be determined for the user, or a user’s geographic location
may be generalized where location information 1s obtained
(such as to a city, ZIP code, or state level), so that a particular
location of a user cannot be determined. Thus, the user may
have control over how information 1s collected about the
user and used by a content server.

[0052] FIG. 3 depicts an exemplary user interface 300 that
illustrates how the technology may present image annota-
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tions to a viewer. User interface may display image 310 with
one or more 1image annotations 314A-C. Image annotations
314 A-C may emphasize one or more objects within image
310, such as object 312A (e.g., smart phone) and object
312B (e.g., beverage container). Image annotations 314A-C
may be contained within the original image 310 or may be
one or more layers displayed over image 310. Image anno-
tations 314A-C may correspond to particular objects
312A-B and may include outlining an object (e.g., 1mage
annotation 314A), surrounding an object (e.g., 1mage anno-
tation 314B), filling an object (e.g., image annotation 314C),
other annotation to emphasize an object, or a combination
thereof.

[0053] FIG. 4 depicts a flow diagram of an example
method 400 for annotating and source linking one or more
objects 1n an 1mage, 1 accordance with one or more aspects
of the present disclosure. Method 400 and each of 1its
individual functions, routines, subroutines, or operations
may be performed by one or more processors of the com-
puter devices executing the method. In certain implementa-
tions, method 400 may be performed by a single computing
device. Alternatively, methods 400 may be performed by
two or more computing devices, each computing device
executing one or more individual functions, routines, sub-
routines, or operations of the method.

[0054] For simplicity of explanation, the methods of this
disclosure are depicted and described as a series of acts.
However, acts 1n accordance with this disclosure can occur
in various orders and/or concurrently, and with other acts not
presented and described herein. Furthermore, not all illus-
trated acts may be required to implement the methods in
accordance with the disclosed subject matter. In addition,
those skilled 1n the art will understand and appreciate that
the methods could alternatively be represented as a series of
interrelated states or events via a state diagram. Additionally,
it should be appreciated that the methods disclosed in this
specification are capable of being stored on an article of
manufacture to facilitate transporting and transferring such
methods to computing devices. The term “article of manu-
facture,” as used herein, 1s mtended to encompass a com-
puter program accessible from any computer-readable
device or storage media. In one implementation, method 400
may be performed by image component 122 and source

component 124 of FIGS. 1 and 2.

[0055] Method 400 may be performed by processing
devices of a server device or a client device and may begin
at block 402. At block 402, a processing device may detect
an object 1n an 1mage. The object may be a product and may
be displayed within multiple images (e.g., frames) of a user
generated video (e.g., product review). In one example,
detecting the object may involve performing digital image
processing on image data to recognize the object in the
image. In another example, detecting the object may involve
receiving user mput (e.g., content creator gesture) that
identifies one or more locations or regions in the image that
correspond to the object. The image may be a part of a media
item (e.g., video, web page, mobile app, e-book) and may be
a still image or one or more frames of a video.

[0056] In one example, the frames of the video may
include multiple objects and the processing device may
annotate the objects that are most interesting to the viewer.
This may 1mvolve the processing device detecting the set of
objects and determiming a viewer preference based on view-
ership data of the video. The processing device may select
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one or more objects that are likely to be iteresting based on
the viewership data. The viewership data may indicate a
preference of one or more current viewers, future viewers, or
past viewers of the image or a related image (e.g., diflerent
image/video from same source).

[0057] At block 404, the processing device may associate
the object 1n the image with a source indicator. The source
indicator may be a high-level source indicator that may
indicate that a source exists but may not 1identify a particular
source. The source indicator may include data that can be
used by a server device or client device to identily the
particular source.

[0058] At block 406, the processing device may annotate
the 1mage to indicate the object 1s associated with the source
indicator. Annotating the i1mage may involve updating a
presentation of the image in a user interface to emphasize the
one or more objects chosen from the set. The updating may
involve at least one of outlining, highlighting, color altering,
or brightening a portion of the image.

[0059] At block 408, the processing device may receive a
user selection of the object i the mmage via the user
interface. The user selection may be based on input of a user
(¢.g., gesture) that 1dentifies one of the objects. For example,
the user may click on, or touch the object 1n the 1image. In
response to the user selection, the processing device may
capture contextual data that includes a geographic location
of a user viewing the 1image, a source preference of the user,
an availability of the object at a time of the user selection,
other data, or a combination thereof.

[0060] At block 410, the processing device may identify a
source based on the source indicator and on contextual data
associated with the user selection. The source may include
the information about the object and may provide the
information to a computing device to be presented to the
viewer of the image 1n the user interface. In one example,
identifyving the source may involve determining a set of
sources associated with the object based on the source
indicator. The processing device may further select one or
more sources from the set based on the contextual data
associated with the user selection. The processing device
may also provide source identifiers for the selected one or
more sources for presentation to the viewer of the image in
the user interface. Responsive to completing the operations
described herein above with references to block 410, the
method may terminate.

[0061] FIG. 5 illustrates a diagrammatic representation of
a machine 1n the exemplary form of a computer system 500
within which a set of instructions, for causing the machine
to perform any one or more of the methodologies discussed
herein, may be executed. In alternative implementations, the
machine may be connected (e.g., networked) to other
machines 1n a LAN, an intranet, an extranet, or the Internet.
The machine may operate in the capacity of a server or a
client machine 1n client-server network environment, or as a
peer machine 1n a peer-to-peer (or distributed) network
environment. The machine may be a personal computer
(PC), a tablet PC, a set-top box (STB), a Personal Digital
Assistant (PDA), a cellular telephone, a web appliance, a
server, a network router, switch or bridge, or any machine
capable of executing a set of instructions (sequential or
otherwise) that specily actions to be taken by that machine.
Further, while only a single machine is illustrated, the term
“machine” shall also be taken to include any collection of
machines that individually or jointly execute a set (or
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multiple sets) of instructions to perform any one or more of
the methodologies discussed herein. Some or all of the
components of the computer system 300 may be utilized by
or illustrative of one or more of the computing devices

120A-7.

[0062] The exemplary computer system 500 includes a
processing device (processor) 502, a main memory 504
(e.g., read-only memory (ROM), flash memory, dynamic
random access memory (DRAM) such as synchronous
DRAM (SDRAM) or Rambus DRAM (RDRAM), etc.), a
static memory 306 (e.g., flash memory, static random access
memory (SRAM), etc.), and a data storage device 518,
which communicate with each other via a bus 508.

[0063] Processor 502 represents one or more general-
purpose processing devices such as a miCroprocessor, cen-
tral processing umt, or the like. More particularly, the
processor 502 may be a complex instruction set computing
(CISC) microprocessor, reduced instruction set computing,
(RISC) microprocessor, very long mnstruction word (VLIW)
microprocessor, or a processor implementing other mnstruc-
tion sets or processors implementing a combination of
instruction sets. The processor 502 may also be one or more
special-purpose processing devices such as an application
specific integrated circuit (ASIC), a field programmable gate
array (FPGA), a DSP, network processor, or the like. The
processor 302 1s configured to execute nstructions 526 for
performing the operations and steps discussed herein.

[0064] The computer system 500 may further include a
network interface device 522. The computer system 500 also
may include a video display unit 510 (e.g., a liquid crystal
display (LLCD), a cathode ray tube (CRT), or a touch screen),
an alphanumeric mput device 312 (e.g., a keyboard), a
cursor control device 314 (e.g., a mouse), and a signal
generation device 520 (e.g., a speaker).

[0065] The data storage device 518 may include a com-
puter-readable storage medium 524 on which 1s stored one
or more sets of structions 526 (e.g., software) embodying
any one or more of the methodologies or functions described
herein. The 1nstructions 526 may also reside, completely or
at least partially, within the main memory 504 and/or within
the processor 502 during execution thereof by the computer
system 500, the main memory 504 and the processor 502
also constituting computer-readable storage media. The
instructions 326 may further be transmitted or received over

a network 374 (e.g., the network 140) via the network
interface device 522.

[0066] Inoneimplementation, the mstructions 326 include
instructions for one or more source components 124, which
may correspond to the identically-named counterpart
described with respect to FIGS. 1 and 2. While the com-
puter-readable storage medium 3524 1s shown 1n an exem-
plary implementation to be a single medium, the terms
“computer-readable storage medium” or “machine-readable
storage medium” should be taken to include a single
medium or multiple media (e.g., a centralized or distributed
database, and/or associated caches and servers) that store the
one or more sets ol instructions. The terms “computer-
readable storage medium™ or “machine-readable storage
medium™ shall also be taken to include any transitory or
non-transitory computer-readable storage medium that 1s
capable of storing, encoding or carrying a set of istructions
for execution by the machine and that cause the machine to
perform any one or more of the methodologies of the present
disclosure. The term “computer-readable storage medium”™
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shall accordingly be taken to include, but not be limited to,
solid-state memories, optical media, and magnetic media.

[0067] In the foregoing description, numerous details are
set forth. It will be apparent, however, to one of ordinary
skill in the art having the benefit of this disclosure, that the
present disclosure may be practiced without these specific
details. In some i1nstances, well-known structures and
devices are shown in block diagram form, rather than in
detail, in order to avoid obscuring the present disclosure.

[0068] Some portions of the detailed description may have
been presented in terms of algorithms and symbolic repre-
sentations of operations on data bits within a computer
memory. These algorithmic descriptions and representations
are the means used by those skilled 1n the data processing
arts to most effectively convey the substance of their work
to others skilled 1n the art. An algorithm 1s herein, and
generally, concerved to be a self-consistent sequence of steps
leading to a desired result. The steps are those requiring
physical manipulations of physical quantities. Usually,
though not necessarily, these quantities take the form of
clectrical or magnetic signals capable of being stored, trans-
terred, combined, compared, and otherwise manipulated. It
has proven convenient at times, principally for reasons of
common usage, to refer to these signals as bits, values,
clements, symbols, characters, terms, numbers, or the like.

[0069] It should be borne 1n mind, however, that all of
these and similar terms are to be associated with the appro-
priate physical quantities and are merely convement labels
applied to these quantities. Unless specifically stated other-
wise as apparent from the following discussion, 1t 1s appre-
ciated that throughout the description, discussions utilizing
terms such as “receiving’, “transmitting”, “generating’,
“causing”’, “adding”, “subtracting”, “inserting”’, “including”,
“removing’, “‘extracting”’, “analyzing”, “determining”,
“enabling”, “identifying”, “modiiying” or the like, refer to
the actions and processes of a computer system, or similar
clectronic computing device, that manipulates and trans-
forms data represented as physical (e.g., electronic) quanti-
ties within the computer system’s registers and memories
into other data similarly represented as physical quantities
within the computer system memories or registers or other

such information storage, transmission or display devices.

[0070] The disclosure also relates to an apparatus, device,
or system for performing the operations herein. This appa-
ratus, device, or system may be specially constructed for the
required purposes, or 1t may include a general purpose
computer selectively activated or reconfigured by a com-
puter program stored in the computer. Such a computer
program may be stored 1n a computer- or machine-readable
storage medium, such as, but not limited to, any type of disk
including floppy disks, optical disks, compact disk read-only
memories (CD-ROMs), and magnetic-optical disks, read-
only memories (ROMSs), random access memories (RAMs),
EPROMs, EEPROMSs, magnetic or optical cards, or any type
of media suitable for storing electronic instructions.

[0071] The words “example” or “exemplary” are used
herein to mean serving as an example, istance, or illustra-
tion. Any aspect or design described herein as “example” or
“exemplary” 1s not necessarily to be construed as preferred
or advantageous over other aspects or designs. Rather, use of
the words “example” or “exemplary” 1s intended to present
concepts 1n a concrete fashion. As used in this application,
the term “or” 1s intended to mean an inclusive “or” rather
than an exclusive “or”. That 1s, unless specified otherwise, or
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clear from context, “X includes A or B” 1s intended to mean
any ol the natural inclusive permutations. That 1s, 1f X
includes A; X includes B; or X includes both A and B, then
“X includes A or B” 1s satisfied under any of the foregoing
instances. In addition, the articles “a” and “an” as used 1n
this application and the appended claims should generally be
construed to mean “one or more” unless specified otherwise
or clear from context to be directed to a singular form.
Reterence throughout this specification to “an implementa-
tion” or “one implementation” means that a particular fea-
ture, structure, or characteristic described 1n connection with
the implementation 1s included 1n at least one 1implementa-
tion. Thus, the appearances of the phrase “an 1implementa-
tion” or “one implementation™ 1n various places throughout
this specification are not necessarily all referring to the same
implementation. Moreover, it 1s noted that the “A-Z" nota-
tion used 1n reference to certain elements of the drawings 1s
not mtended to be limiting to a particular number of ele-
ments. Thus, “A-7""1s to be construed as having one or more
of the element present 1n a particular implementation.

[0072] It 1s to be understood that the above description 1s
intended to be illustrative, and not restrictive. Many other
implementations will be apparent to those of skill in the art
upon reading and understanding the above description. The
scope of the disclosure should, therefore, be determined with
reference to the appended claims, along with the full scope
of equivalents to which such claims are entitled.

What 1s claimed 1s:
1. A method comprising:

identifying a set of media 1tems accessible to users of a
platform, wherein each of the set of media items
comprises a reference to one or more of a set of objects;

responsive to a request from a client device associated
with a user of the platform for access to a media item
of the set of media i1tems, determining one or more
objects referenced by the media 1tem that satisfies one
or more criteria based on consumption data associated
with the set of media 1tems, wherein the consumption
data indicates information about a consumption of the
set of media 1tems by other users of the platform over
a time period;

obtaining a source indicator associated with the deter-
mined one or more objects; and

updating a user interface (Ul) of the client device to
include, with the media 1tem, an annotation of the one
or more objects to indicate that the one or more objects
are associated with the source indicator.

2. The method of claim 1, wherein the request 1s received
from the client device during a current time period, and
wherein the time period indicated by the consumption data
corresponds to at least one of the current time period, a prior
time period that 1s prior to the current time period, or a future
time period.

3. The method of claim 1, wherein the UI of the client

device 1s updated to include the annotation in response to a
detection of a user selection of the one or more objects via

the UI.

4. The method of claim 1, wherein the set of media items
comprises at least one of a video item or an audio 1tem.

5. The method of claim 1, wherein the consumption data
associated with the set of media 1tems comprises informa-
tion about an action by the at least one of the other users with
respect to the set of media items during the time period, the
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action comprising one or more of a re-watching action, a
pausing action, a rewinding action, a fast-forwarding action,
Or a zoom action.

6. The method of claim 1, further comprising:

performing digital image processing on a media item of

the set of media items and

recognizing the one or more of the set of objects based on

the digital 1mage processing.

7. The method of claim 1, wherein updating the UI of the
client device to include, with the media item, the annotation
COmMprises:

updating the Ul to include an emphasis of a region of an

image frame of the media item that depicts the one or
more objects, wherein the emphasis comprises at least
one ol an outline, a highlight, a color altering, or a
brightening of the region of the image frame.

8. The method of claim 1, wherein obtaining the source
indicator associated with the determined one or more objects
COmMprises:

determining a plurality of sources that are associated with

the one or more objects; and

selecting a source from the plurality of sources based on

contextual data associated with the client device,
wherein the source indicator corresponds to the
selected source.

9. The method of claim 8, wherein the contextual data
comprises at least one of a geographic location of the client
device, a source preference associated with the client device,
or an availability of the one or more objects.

10. A system comprising:

a memory; and

a processing device coupled to the memory, the process-

ing device to perform operations comprising:

identifying a set of media items accessible to users of
a platform, wherein each of the set of media i1tems
comprises a reference to one or more of a set of
objects;

responsive to a request from a client device associated
with a user of the platform for access to a media 1tem
of the set of media items, determinming one or more
objects referenced by the media item that satisfies
one or more criteria based on consumption data
assoclated with the set of media items, wherein the
consumption data indicates information about a con-
sumption of the set of media items by other users of
the platform over a time period;

obtaining a source indicator associated with the deter-
mined one or more objects; and

updating a user interface (UI) of the client device to
include, with the media item, an annotation of the
one or more objects to indicate that the one or more
objects are associated with the source indicator.

11. The system of claim 10, wherein the request is
received from the client device during a current time period,
and wherein the time period indicated by the consumption
data corresponds to at least one of the current time period,
a prior time period that 1s prior to the current time period, or
a Tuture time period.

12. The system of claim 10, wherein the Ul of the client
device 1s updated to include the annotation in response to a
detection of a user selection of the one or more objects via

the UL
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13. The system of claim 10, wherein the set of media
items comprises at least one of a video 1tem or an audio item.

14. The system of claim 10, wherein the consumption data
associated with the set of media 1tems comprises iforma-
tion about an action by the at least one of the other users with
respect to the set of media 1tems during the time period, the
action comprising one or more of a re-watching action, a
pausing action, a rewinding action, a fast-forwarding action,
Or a Zoom action.

15. The system of claim 10, wherein the operations further
comprise:
performing digital image processing on a media item of
the set of media 1tems and

recognizing the one or more of the set of objects based on
the digital image processing.
16. The system of claim 10, wherein updating the UI of

the client device to include, with the media item, the
annotation comprises:

updating the Ul to include an emphasis of a region of an
image frame of the media item that depicts the one or
more objects, wherein the emphasis comprises at least
one of an outline, a highlight, a color altering, or a
brightening of the region of the image frame.

17. A non-transitory computer readable storage medium
comprising instructions that, when executed by a processing
device, cause the processing device to perform operations
comprising:

identifying a set of media 1tems accessible to users of a

plattorm, wherein each of the set of media items
comprises a reference to one or more of a set of objects;

responsive to a request from a client device associated
with a user of the platform for access to a media 1tem
of the set of media items, determining one or more
objects referenced by the media 1tem that satisfies one
or more criteria based on consumption data associated
with the set of media items, wherein the consumption
data indicates information about a consumption of the
set of media items by other users of the platform over
a time period;

obtaining a source indicator associated with the deter-
mined one or more objects; and

updating a user interface (Ul) of the client device to
include, with the media 1tem, an annotation of the one
or more objects to indicate that the one or more objects
are associated with the source indicator.

18. The non-transitory computer readable storage medium
of claim 17, wherein the request is received from the client
device during a current time period, and wherein the time
period indicated by the consumption data corresponds to at
least one of the current time period, a prior time period that
1s prior to the current time period, or a future time period.

19. The non-transitory computer readable storage medium
of claim 17, wherein the Ul of the client device 1s updated
to include the annotation in response to a detection of a user
selection of the one or more objects via the UL

20. The non-transitory computer readable storage medium
of claam 17, wherein the set of media items comprises at
least one of a video item or an audio item.
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