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PASSIVE-ACCESSORY MEDIATED
GESTURE INTERACTION WITH A
HEAD-MOUNTED DEVICE

FIELD OF THE DISCLOSURE

[0001] The present disclosure relates to gesture interaction
with a head-mounted device and more specifically to gesture
interaction that includes a passive accessory device.

BACKGROUND

[0002] A user may wear multiple computing devices to
provide a computing environment that can enable an aug-
mented reality experience. Interaction between the comput-
ing devices can enhance the augmented reality experience.

SUMMARY

[0003] In some aspects, the techniques described herein
relate to a head-mounted device including: a magnetometer
configured to detect changes to a magnetic field caused by
a movement of an accessory, 1n a passive state, 1n a volume
including the head-mounted device; and a processor config-
ured by instructions to: activate a passive-accessory mode
for gesture input; receive a signal from the magnetometer
corresponding to the changes to the magnetic field; apply the
signal to a filter to generate a filtered signal; apply the
filtered signal to a neural network to generate a movement
signal corresponding to the movement of an accessory; and
classity the movement signal as a gesture.

[0004] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the accessory 1s a
wrist-worn computing device.

[0005] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the processor 1s
configured to: receive a trigger signal to activate the passive-
accessory mode for gesture input when a battery level of the
wrist-worn computing device 1s below a threshold.

[0006] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the trigger signal
1s rece1ved from a mobile phone monitoring the battery level
of the wrist-worn computing device.

[0007] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the processor 1s
configured to: recerve a trigger signal to activate the passive-
accessory mode for gesture input when the wrist-worn
computing device 1s turned OFF.

[0008] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the accessory 1s a
passive item that includes a ferrous metal or magnet.

[0009] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the passive 1tem 1s
a key and/or a keyring.

[0010] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the magnetometer
1s located 1n a frame arm of the head-mounted device and the
volume 1s a hemisphere bounded on one side by a plane
defined by the frame arm and not including the head of a user
wearing the head-mounted device.

[0011] In some aspects, the techmques described herein
relate to a head-mounted device, wherein the processor 1s
turther configured to: control an application running on the
head-mounted device based on the gesture.

Nov. 23, 2023

[0012] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the application
controls an augmented reality interaction based on the
gesture.

[0013] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the application
controls the head-mounted device to end a power-saving
mode based on the gesture.

[0014] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the filter 1s an
infinite-impulse-response high-pass filter configured to
separate relatively fast changes to the magnetic field caused
by movement of the accessory from relatively slow changes
to the magnetic field caused by ambient fluctuations.

[0015] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the magnetometer
1s one magnetometer of a plurality of magnetometers
included i an inertial measurement umit (IMU) of the
head-mounted device.

[0016] In some aspects, the techniques described herein
relate to a head-mounted device, wherein the processor 1s
configured to: receive a plurality of signals from each of the
plurality of magnetometers; apply each of the plurality of
signals to one of a plurality of filters to generate a plurality
of filtered signals; apply the plurality of filtered signals to a
neural network configured to generate three movement
signals, each of the three movement signals corresponding
to a movement in a direction along an axis of a coordinate
system of the head-mounted device; integrate the three
movement signals over time to compute a trajectory of the
accessory 1n the coordinate system of the head-mounted
device; and classity the trajectory as the gesture.

[0017] In some aspects, the techniques described herein
relate to a method for recognizing a gesture, the method
including: generating a signal corresponding to changes to a
magnetic field caused by a movement of an accessory, 1n a
passive state, in a volume including a head-mounted device,
the accessory being in a passive state; applying the signal to
a filter to separate relatively fast changes to the magnetic
field caused by the movement of the accessory from rela-
tively slow changes to the magnetic field caused by ambient
fluctuations, the filter outputting a filtered signal; applying
the filtered signal to a neural network to generate a move-
ment signal corresponding to the movement of the acces-
sory; and recognizing the movement as a gesture.

[0018] In some aspects, the techniques described herein
relate to a method for recognizing the gesture, wherein the
accessory 1s a wrist-worn computing device that i1s in the
passive state.

[0019] In some aspects, the techniques described herein
relate to a method for recognizing the gesture, further
including: determining that the accessory is 1n the passive
state when the wrist-worn computing device has a battery

level below a threshold.

[0020] In some aspects, the techniques described herein
relate to a method for recognizing the gesture, further
including: controlling an application running on the head-
mounted device based on the gesture.

[0021] In some aspects, the techniques described herein
relate to a method for recognizing the gesture, further
including: training the neural network using example signals
corresponding to movements captured using a motion cap-
ture system.
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[0022] In some aspects, the techniques described herein
relate to an augmented reality system including; a wrist-
worn computing device in a passive state; and augmented-
reality glasses that include: an inertial measurement unit
positioned 1n a frame arm of the augmented-reality glasses
and configured to output signals corresponding to changes 1n
a magnetic field as the wrist-worn computing device 1is
moved 1n a volume 1s a hemisphere bounded on one side by
a plane defined by the frame arm and not including a head
of a user wearing the augmented-reality glasses; and a
processor configured by instructions to: activate a passive-
accessory mode for gesture input based on the passive state
of the wrist-worn computing device; receive a plurality of
signals from the inertial measurement unit; apply each of the
plurality of signals to one of a plurality of filters to generate
a plurality of filtered signals; apply the plurality of filtered
signals to a neural network configured to generate three
movement signals, each of the three movement signals
corresponding to a movement 1n a direction along an axis of
a coordinate system of the augmented-reality glasses; inte-
grate the three movement signals over time to compute a
trajectory of the wrist-worn computing device in the coor-
dinate system of the augmented-reality glasses; classity the
trajectory as a gesture; and control an augmented reality
application based on the gesture.

[0023] In some aspects, the techniques described herein
relate to an augmented reality system, wherein the processor
1s further configured to: recerve a battery level of the
wrist-worn computing device; and determine that the wrist-
worn computing device 1s 1n the passive state based on the
battery level.

[0024] The foregoing illustrative summary, as well as
other exemplary objectives and/or advantages of the disclo-
sure, and the manner 1n which the same are accomplished,
are further explained within the following detailed descrip-
tion and 1ts accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0025] FIG. 1 1s a block diagram of a head-mounted

device according to a possible implementation of the present
disclosure.

[0026] FIG. 2 1llustrates possible accessory devices for a
head-mounted device according to an implementation of the
present disclosure.

[0027] FIG. 3 1s a block diagram illustrating an inertial
measurement unit according to a possible implementation of
the present disclosure.

[0028] FIGS. 4A-4B 1llustrate a head-mounted device
including sensors configured to sense an ambient magnetic
ficld with and without distortions according to implemen-
tations of the present disclosure.

[0029] FIG. S illustrates a possible volume of detection for
a head-mounted device according to a possible implemen-
tation of the present disclosure.

[0030] FIG. 6 1s a block diagram of a process for gesture
recognition using a head-mounted device according to a
possible implementation of the present disclosure.

[0031] FIG. 7 1s a block diagram illustrating a gesture
interaction between a head-mounted device and an acces-
sory device according to a possible implementation of the
present disclosure.

[0032] FIG. 8 1s a flowchart of a method for recognizing
a gesture according to a possible implementation of the
present disclosure.
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[0033] The components 1n the drawings are not necessar-
1ly to scale relative to each other. Like reference numerals
designate corresponding parts throughout the several views.

DETAILED DESCRIPTION

[0034] Accessory devices (e.g., mobile phone, smart
watch, wrist band, smart ring, etc.) can be configured to
detect gestures that can control applications running on a
head-mounted device (e.g., smart glasses). For example, a
graphical user interface (i1.e., GUI) displayed on smart
glasses may respond (e.g., zoom) when a gesture corre-
sponding to a thumb-index finger pinch 1s detected by a
wristband. In another example, display of a navigation
application on a mobile phone display may switch to a
smart-glasses display when a gesture corresponding to pock-
cting the phone 1s detected by the mobile phone. This
accessory-mediated gesture interaction may be advanta-
geous because 1t can reduce a complexity and power
required by smart glasses when compared to direct gesture
interaction (e.g., voice mteraction, pressing a button, tapping
the smart glasses, etc.). The accessory-mediated gesture
interaction relies on the accessory device to actively monitor
position, orientation, and movement to detect a gesture. This
interaction may be disrupted when the accessory device
becomes electrically 1nactive (1.e., 1s 1n a passive state).
[0035] An accessory device may cease 1ts active monitor-
ing when a battery level drops below a value either because
it enters a low power mode or because 1t stops operating all
together. In this condition, gesture interaction between a
head-mounted device and the accessory device may be lost,
which can be confusing to a user and can limit the func-
tionality and/or convenience of the head-mounted device.
[0036] A need exists for a way to continue gesture inter-
action between the head-mounted device and the accessory
device when the active monitoring of the accessory device
1s terminated due to a low power, or no power, condition.
The present disclosure solves this technical problem without
significantly adding complexity (e.g., new sensors) to the
head-mounted device and without significantly reducing a
battery life of the head-mounted device. The disclosed
techniques may have the technical effect of expanding the
versatility of the head-mounted device in its ability to
recognize gestures and may be used 1n an extended reality
(e.g., augmented reality, virtual reality, mixed reality) envi-
ronment. Additionally, the disclosed techniques may expand
the possible accessories that can interact with the head-
mounted device to magnetic and/or ferrous objects that are
clectrically inactive (1.e., passive).

[0037] As used herein, the term “passive state” can
include any condition 1 which an accessory 1s not electri-
cally configured for gesture recognition. For example, an
accessory device can be 1n a passive state when 1t 1s 1n a
mode 1n which 1t does not sense movement, orientation, or
position. This mode may be set by a user or may be
automatically set by a device 1n a condition (e.g., low power,
standby, etc.). In another example, a device can be 1n a
passive state when it 1s electrically active but not configured
for gesture recognition. For example, a device (e.g., flash-
light) that 1s not configured for interconnectivity with other
devices (1.e., a dumb device) may be electrically active but
1s ellectively 1n a passive state because it does not commu-
nicate with the head-mounted device. In another example, a
device can be 1n a passive state when 1t 1s electrically
iactive (1.e., not operating, not ON, not powered). The
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device may be electrically mnactive as a result of being turned
OFF (e.g., by a user) or because 1t has exhausted 1ts power
source (e.g., battery). In another example, a device can be 1n
a passive state when it 1s not configured for electrical
activity, such as a tool (e.g., screwdriver, wrench, etc.) or an
object (e.g., key ring, permanent magnet, etc.). The term
passive can be contrasted with active. In an active state an
accessory may be configured to communicate with the
head-mounted device and may be further configured to
participate 1n a gesture recognition process.

[0038] FIG. 1 1s a block diagram of a head-mounted

device according to a possible implementation of the present
disclosure. The head-mounted device 100 (i.e., head-worn
device) may be implemented as smart glasses worn by a
user. In a possible implementation, the smart glasses may
provide a user with (and enable a user to interact with) an
augmented reality (AR) environment. In these implementa-
tions, the smart glasses may be referred to as AR glasses.
While AR glasses are not the only possible head-mounted
device that can be implemented using the disclosed systems
and methods (e.g., smart earbuds), the disclosure will dis-
cuss and refer to AR glasses as the head-mounted device
throughout the disclosure.

[0039] The head-mounted device 100 may be worn on the
head of a user (1.¢., wearer) and can be configured to monitor
a position and orientation (1.¢., pose) of the head of the user.
Additionally, the head-mounted device 100 may be config-
ured to monitor the environment of the user. The head-
mounted device may further be configured to determine a
frame coordinate system based on the pose of the user and
a world coordinate system based on the environment of the
user. The relationship between the frame coordinate system
and the world coordinate system may be used to visually
anchor digital objects to real objects in the environment. The
digital objects may be displayed to a user imn a heads-up
display. For these functions the head-mounted device 100
may include a variety of sensors and subsystems.

[0040] The head-mounted device 100 may include a front-
tacing camera 110. The front facing camera may be config-
ured to capture 1mages of a front field-of-view 115. The front
ficld-of-view 115 may be aligned with a user’s field of view
so that the front facing camera captures images from a
point-of-view of the user. The camera may be a color camera
based on a charge coupled device (CCD) or complementary
metal oxide semiconductor (CMOS) sensor.

[0041] The head-mounted device 100 may further include
an eye-tracking camera 120 (or cameras). The eye tracking
camera may be configured to capture images of an eye
field-of-view 125. The eye field of view 125 may be aligned
with an eye of the user so that the eye-tracking camera 120
captures 1mages of the user’s eye. The eye images may be
analyzed to determine a gaze direction of a user, which may
be included 1n analysis to refine the frame coordinate system
to better align with a direction 1n which the user 1s looking.
When the head-mounted device 100 1s implemented as smart
glasses, the eye-tracking camera 120 may be integrated with
a portion of a frame of the glasses surrounding a lens to
directly 1mage the eye. In a possible implementation the
head-mounted device 100 includes an eye-tracking camera
120 for each eye and a gaze direction may be based on the
images ol both eyes.

[0042] The head-mounted device 100 may further include
location sensors 130. The location sensors may be config-
ured to determine a position of the head-mounted device
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(1.e., the user) on the planet, 1 a building (or other desig-
nated area), or relative to another device. For this, the
head-mounted device 100 may communicate with other
devices over a wireless communication link 135. For
example, a user’s position may be determined within a
building based on communication between the head-
mounted device 100 and a wireless router 131 or indoor
positioning unit. In another example, a user’s position may
be determined on the planet based on a global positioning
system (GPS) link between the head-mounted device 100
and a GPS satellite 132 (e.g., a plurality of GPS satellites).
In another example, a user’s position may be determined
relative to a device (e.g., mobile phone 133) based on
ultrawide band (UWB) communication or Bluetooth com-
munication between the mobile phone 133 and the location
sensors 130.

[0043] The head-mounted device 100 may further include
a display 140. For example, the display 140 may be a
heads-up display (1.e., HUD) displayed on a portion (e.g.,
the entire portion) of a lens of AR glasses. In a possible
implementation, a projector positioned 1n a frame arm of the
glasses may project light to a surface of a lens, where 1t 1s
reflected to an eye of the user. In another possible 1mple-
mentation, the head-mounted device 100 may include a
display for each eye.

[0044] The head-mounted device 100 may further include

a battery 150. The battery may be configured to provide
energy to the subsystems, modules, and devices of the
head-mounted device 100 to enable their operation. The
battery may be rechargeable and have an operating life (e.g.,
lifetime) between charges. The head-mounted device 100

may include circuitry or software to monitor a battery level
of the battery 150.

[0045] The head-mounted device 100 may further include
a communication interface 160. The communication 1nter-
face may be configured to communicate information digi-
tally over a wireless communication link (e.g., WiFi, Blu-
ctooth, etc.). For example, the head-mounted device 100
may be communicatively coupled to a network 161 (1.e., the
cloud) or a device (e.g., the mobile phone 133) over a
wireless communication link 135. The wireless communi-
cation link may allow operations of a computer-imple-
mented method to be divided between devices. Additionally,
the communication link may allow a device to communicate
a condition, such as a battery level or a power mode (e.g.,
low-power mode). In this regard, devices communicatively
coupled to the head-mounted device 100 may be considered
as accessories to the head-mounted device 100 and therefore
cach may be referred to as an accessory device. An acces-
sory device (e.g., mobile phone 133) may be configured to
detect a gesture and then communicate this detection to the
head-mounted device 100 to trigger a response from the
head-mounted device 100.

[0046] FIG. 2 1llustrates a head-mounted device 100 and
possible accessory devices according to an implementation
of the present disclosure. The accessory devices shown 1n
FIG. 2 are examples and do not represent all possible
accessory devices. For example, a fob, such as a car door
fob, home door fob, or the like may be configured as an
accessory device. As shown, the head-mounted device 100,
implemented as smart glasses, can be communicatively
coupled to one or more accessory devices simultaneously. A
user may interact with the smart glasses using one or more
of the accessory devices. For example, one or more of the
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accessory devices may be used to detect gestures of the user
in an accessory-mediated gesture interaction. A gesture may
include a movement of hand(s), arm(s), and/or finger(s) of a
user.

[0047] A first possible accessory device 1s a smart watch
210. The smart watch 210 may be configured to be worn on
a wrist of a user. The smart watch 210 may include sensors
configured to detect a position, orientation, or movement of
the wrist of the user as a gesture, or part of a gesture.

[0048] A second possible accessory device 1s a smart ring
220. The smart ring 220 may be configured to be worn on a
finger of a user and may include sensors configured to detect
a position, orientation, or movement of the finger as a
gesture, or part of a gesture. In some 1mplementations, the
smart ring 220 can include an 1ntertface switch (e.g., button)
that can be pressed (e.g., by the thumb) as part of a gesture.

[0049] A third possible accessory device 1s a smart arm-
band 230. The smart armband may be worn on a wrist
portion of the arm (e.g., bracelet) or on the forearm (e.g.,
cull). In a possible implementation, the smart armband 1s
implemented as a fitness-tracker. The fitness tracker can
include motion sensors configured to detect a position,
orientation, or movement of an upper limb (e.g., wrist,
forearm) of the user. The smart armband may further include
at least one sensor configured to sense muscle activity of the
user’s upper limb. Movement and/or activity data from one
or more of these sensors may be detected as a gesture, or part
ol a gesture.

[0050] A fourth possible accessory device 1s a mobile
phone 240. The mobile phone may be held 1n a hand of the
user or otherwise carried by the user (e.g., 1n a pocket of the
user). The mobile phone may include sensors configured to
detect a position, orientation, or movement of the phone as
a gesture, or part of a gesture. For example, a shake of the
phone may be mterpreted as a gesture.

[0051] Returning to FIG. 1, the head-mounted device 100
may further include a memory 170. The memory may be a
non-transitory computer readable medium (1.e., CRM). The
memory may be configured to store a computer program
product. The computer program can instruct a processor to
perform computer implemented methods (1.e., computer
programs). These computer programs (also known as mod-
ules, programs, soitware, software applications or code)
include machine instructions for a programmable processor
and can be implemented 1n a high-level procedural and/or
object-oriented programming language, and/or 1n assembly/
machine language. As used herein, the terms “machine-
readable medium” or “computer-readable medium” refers to
any computer program product, apparatus and/or device
(e.g., magnetic discs, optical disks, memory, Programmable
Logic Devices (PLDs)) used to provide machine instructions
and/or data to a programmable processor, including a
machine-readable medium that receives machine instruc-
tions as a machine-readable signal. The term “machine-
readable signal™ refers to any signal used to provide machine
istructions and/or data to a programmable processor.

[0052] The head-mounted device 100 may further include
a processor 180. The processor may be configured to carry
out mstructions (e.g., soltware, applications, etc.) to config-
ure the functions of the head-mounted device 100. In a
possible implementation the processor may include multiple
processor cores. In a possible implementation, the head-
mounted computing device may include multiple proces-
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sors. In a possible implementation, processing for the head-
mounted computing device may be carried out over a
network 161.

[0053] The head-mounted device 100 may further include
an 1nertial measurement unit (IMU 300). The IMU may
include a plurality of sensor modules to determine 1its
position, orientation, and/or movement. The IMU may have
a frame coordinate system (X,Y,7) and each sensor module
may output values relative to each direction of the frame
coordinate system.

[0054] FIG. 3 15 a block diagram illustrating an inertial
measurement unit according to a possible implementation of
the present disclosure. The IMU 300 can include a gyro-
scope module 310 having one or more gyroscopes that are
cach aligned with and configured to determine a rotation
(e.g., vaw 311, pitch 312, roll 313) about an axis of the frame
coordinate system (X, Y, 7).

[0055] The IMU 300 can further include an accelerometer
module 320 having one or more accelerometers configured
to determine an orientation of the frame coordinate system
relative to a down direction 321 (G) aligned with gravity.
[0056] The IMU 300 can further include a magnetometer
module 330. In a possible implementation, the magnetom-
cter module 1ncludes (1) a first magnetometer configured to
measure a first magnetic field strength (1.e., H,) in a first
direction (1.e., X) of the frame coordinate system, (11) a
second magnetometer configured to measure a second mag-
netic field strength (1.e., H,) 1n a second direction (1.e., Y) of
the frame coordinate system, and (111) a third magnetometer
configured to measure a third magnetic field strength (i.e.,
H ) in a third direction (i.e., 7Z) of the frame coordinate
system.

[0057] The magnetometer module 330 1s configured to
sense a magnetic field 1n a user’s environment (1.e., ambient
magnetic field). The ambient magnetic field may include the
Earth’s magnetic field (i.e., magnetic north 331) plus any
stray magnetic fields generated by objects (e.g., magnets,
motors, etc.) in the environment. The shape (1.e., direction,
strength) of the ambient magnetic field may be distorted by
objects. For example, objects that can respond to a magnetic
field (e.g., diamagnetic materials, paramagnetic materials)
or that are magnetic (e.g., ferromagnetic materials) can
change the magnetic field 1n an area around the object. These
materials will be referred to collectively as magnetic mate-
rials. An object or an accessory that imncludes a magnetic
material may be referred to as a magnetic object or a
magnetic accessory.

[0058] Insome cases, a magnetic object/accessory moving
near the magnetometer can cause a distortion to the ambient
magnetic field that can be detected by the magnetometer
module 330 of a head-mounted device 100.

[0059] FIG. 4A 1llustrates a head-mounted device 100 that
includes a magnetometer module 330 configured to sense an
ambient magnetic field 401. The ambient magnetic field 401
1s 1llustrated as a plurality of flux lines that correspond to the
strength and direction of the magnetic field in the ambient
environment. An IMU 300 including a magnetometer mod-
ule 330 1s located 1n a frame arm of the head-mounted device
100. The magnetometer module 330 1s configured to sense
the magnetic field 401 1n a portion of the user’s environment
around the frame arm of the head-mounted device 100 (i.e.,
adjacent to the magnetometer module 330).

[0060] FIG. 4B illustrates a distortion to the ambient
magnetic field caused by a magnetic object 410. As shown,
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flux lines of the ambient magnetic field are warped by the
magnetic object 410 to produce a distortion that affects the
strength and direction of the magnetic field. In other words,
the magnetic field 401 may be changed by (1.e., distorted by)
the magnetic object 410 so that a field strength may be
different (e.g., greater) around the magnetic object 410 than
otherwise 1n the ambient magnetic field. Further, a direction
ol the ambient field may be different around the magnetic
object 410 than otherwise in the ambient magnetic field.
Because the magnetometer module 330 1s configured to
sense magnetic field strength and direction, the distortion
caused by the magnetic object 410 can be detected when the
distortion 1s within a detectable range of the magnetometer
module 330. A detectable range of the magnetometer mod-
ule 330 may be based on (1) a sensitivity of the magnetom-
cters 1n the magnetometer module 330, (1) a size of the
distortion, and (111) the relative positions of the magnetic
object 410 and the magnetometer module 330.

[0061] FIG. S illustrates a possible volume of detection
(1.e., a sensitivity pattern) for a magnetometer module 330
located 1n a frame arm of a head-mounted device 100. The
volume 510 can be a hemisphere defined by a radius (1.¢., R),
which can be the detectable range of the magnetometer. The
volume 1s presented to help understand the interactions
between magnetic objects/accessories. In practice, varia-
tions may exist. For example, a response (1.e., range) may
not be defined by a single radius and the boundaries may be
less distinct. Accordingly, a volume of detection 1s not
limited to that shown and may be different in different
ambient environments.

[0062] The volume 510 can be bounded on a side (1.e., a
flat side) by a plane defined by the frame arm. In other
words, the volume 510 can be a hemisphere having an origin
located at the magnetometer and having a radius directed
towards the environment (i.e., away from the head 520 of the
user) so that the volume 510 does not include the head of the
user wearing the head-mounted device 100.

[0063] When a magnetic object 530, which 1s shown 1n
FIG. § as a steel wrench but which could be any magnetic
object, 1s moved 1nto the volume 510, 1t may be detected by
the magnetometer module 330 of the head-mounted device
100. Additionally, the movement of the magnetic object 530
can be tracked over time when the magnetometer module
330 1s configured to track the magnetic field in multiple
dimensions (e.g., three-dimensions).

[0064] One advantage of the present approach 1s that any
object that causes a change to the magnetic field sensed by
the IMU can be used for gesturing. While passive devices
have been discussed, active devices may be used as well. For
example, an active device may be a mobile phone that 1s
powered (but not actively momitoring gestures ) or an electric
motor that generates stray magnetic fields.

[0065] The magnetic object 330 may be moved by a hand
540 of the user 1n a particular way to perform a gesture. For
example, a gesture may include positioning the magnetic
object 530 inside the volume 510 so that 1t can be detected
and then moving the magnetic object 530 to perform a
movement corresponding to the gesture. The user may know
the movement corresponding to the gesture (e.g., by train-
ing) or may be informed how to perform the gesture as part
of an interaction. Various movements may be recognized as
various gestures.

[0066] FIG. 6 1s a block diagram of a framework for
passive-accessory mediated gesture recognition with a head-
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mounted device according to a possible implementation of
the present disclosure. The framework 600 may include
receiving a trigger signal 601 to enter a passive-accessory
mode. In the passive-accessory mode, the head-mounted
device may be configured to monitor the magnetometer of
the IMU for possible gestures. In other words, the trigger
signal 601 may (1) activate a passive-accessory mediated
gesture recognition algorithm 610 to run on the head-
mounted device and (11) couple signals from the magnetom-
cter 605 of the head-mounted device to the passive-acces-
sory mediated gesture recognmition algorithm 610 running on
the head-mounted device. The passive-accessory mediated
gesture recognition algorithm 610 1s configured to sense
changes (e.g., distortions) to the magnetic fields (Hx, Hy,
Hz) caused by an accessory device (e.g., smartphone, bands,
metal rings, keychains, etc.) moving mm a volume on a
world-facing side of the magnetometer 6035 1n the head-
mounted device.

[0067] The trigger signal may be initiated in a variety of
ways. For example, a user may 1nitiate the passive-accessory
mode (e.g., through a gesture). As another example, the
passive accessory mode may be mitiated automatically. For
example, an accessory device (e.g., smart watch) may inter-
act with the head-mounted device to communicate 1ts power
status (e.g., power saving mode). In a possible implemen-
tation, the head-mounted device monitors a battery level
(1.e., power level) of the accessory device and triggers the
passive accessory mode when the battery level satisfies a
criterion (e.g., drops below a threshold). The head-mounted
device may communicate when 1t enters the passive-acces-
sory mode to a user. This may help the user interact with the
device, especially if the user 1s required to change gesturing
in the passive-accessory mode.

[0068] The passive-accessory mediated gesture recogni-
tion algorithm 610 includes a filtering module 620. The
filtering module 1s configured to receive one or more chan-
nels from the magnetometer. Each channel may include a
time varying signal corresponding to an axis of the magne-
tometer. The filtering module may include a filter for each
channel. The channel filters may be 1dentical or different and
may be configured to separate magnetic fluctuations caused
by human movement from fluctuations caused by changes to
the ambient environment. The separation may be based on
the expected speed (1.e., frequency) of each type of fluctua-
tion. For example, ﬂuetuatiens due to hand, wrist, or finger
movements may be faster than fluctuations due to the change
in magnetic north due to a head movement. Accordingly, the
channel filters of the filtering module 620 may be high-pass
filters configured to attenuate (e.g., suppress) fluctuations
below a cutofl frequency. The cutofl frequency may be set
based on a frequency analysis of possible ambient fluctua-
tions. For example, the cutoll frequency may be set so that
95% of ambient fluctuations are removed from the magnetic
field signals. In a possible implementation the signals from
the magnetometer are time-based samples of the magnetic
field 1n three dimensions and the filter for each dimension 1s
an mfimte-tmpulse response (IIR) high-pass filter.

[0069] The filtered signals may then be applied to a neural
network 630. The neural network 630 can be trained prior to
operation (1.¢., oflline) with traiming data 631. The training
data 631 may be obtained from gestures recorded using a
motion capture system. For example, the motion capture
system can record hand/head poses of a plurality of partici-
pants (e.g., >100) as they form gestures.
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[0070] The neural network 630 may be implemented as a
convolutional neural network with long short-term memory
(CNN-LSTM). In a possible implementation, the filtered
signals are concatenated and passed to a convolutional layer
that 1s appended with an LSTM model for time-series
correlation modeling. The output of the neural network 630
may 1nclude nodes (e.g., three nodes) that each describes a
change 1n movement along an axis of the magnetometer. For
example, the neural network 630 can output a change 1n
movement along the X-axis (1.e., AX), a change 1n movement
along the Y-axis (1.e., Ay), and a change in movement along
the Z-axis (1.e., Az). The change 1n movement (1.e., delta
movement) does not need to include absolute positions only
how much has changed. Accordingly, the output of the
neural network 630 may be a trajectory.

[0071] A movement of a passive accessory may be char-
acterized by a trajectory, which 1s the delta movement over
a period of time. Accordingly, the passive-accessory medi-
ated gesture recognition algorithm 610 further includes an
integrator module (1.e., integrator 640) configured to inte-
grate the delta movements over time to compute a trajectory
(e.g., 1n relative coordinates).

[0072] The passive-accessory mediated gesture recogni-
tion algorithm 610 further includes gesture logic 650 con-
figured to map a trajectory with a gesture. In other words, the
gesture logic may be implemented as a model (e.g., library)
ol possible gestures/trajectories that 1s configured to output
a particular gesture when a measured trajectory maps to a
stored gesture/trajectory with a confidence that satisfies a
criterion (e.g., 1s above a threshold).

[0073] FIG. 7 1s a block diagram illustrating a gesture
interaction between a head-mounted device and an acces-
sory device according to a possible implementation of the
present disclosure. As shown, the head-mounted device 1s
implemented as AR glasses 710, while the accessory device
1s implemented as a wrist-worn computing device 720 (e.g.,
smart watch).

[0074] The wrist-worn computing device 720 may trigger
the AR glasses 710 to monitor a magnetic field 725 for
gestures when the wrist-worn computing device 1s 1n (e.g.,
enters) a passive state. The AR glasses may be configured to
monitor the magnetic field 725 1n a world-facing direction
715 using an IMU 730 positioned 1n a frame arm 717 of the
AR glasses 710. The world-facing direction 715 may be
normal to a plane defined by the frame arm 717 of the AR
glasses 710.

[0075] A magnetometer in the IMU 730 may define a
frame coordinate system 718 in which an X-dimension 1s
aligned with the frame arm 717 of the AR glasses 710 and
a Z-dimension (Z) 1s orthogonal to the frame arm 717 of the
AR glasses 710. The wrist-worn computing device 720 in
the passive state may operate as a magnetic object that can
distort the magnetic field 725 when moved in a change
direction along the X-dimension, Y-dimension, and/or Z-di-
mension. A processor 740 may receive the sensed fields and
may be configured to perform the steps of the passive-
accessory mediated gesture recognition algorithm 610, as
shown 1 FIG. 6. A detected gesture may configure the
processor to control an AR application. For example, a user
interface on a display 750 of the AR glasses 710 may be
updated and/or changed based on the gesture.

[0076] In a possible implementation, when the change
movement (Ax) in the X-dimension 1s positive 10 cm while
the change movements in the other directions (Ay, Az) are
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roughly constant, then a “left swipe” gesture may be deter-
mined and can trigger the head-mounted device to respond
(e.g., 1n a user nterface). Similarly, when the change move-
ment (Ax) 1n the X-dimension 1s negative 10 cm while the
change movements in the other directions (Ay, Az) are
roughly constant, then a “right swipe” gesture may be
determined. In other words, the direction of a movement of
the wrist wearing the passive accessory may be detected.

[0077] In another possible implementation, when the
change movement (Az) 1in the Z-dimension 1s less than 5 cm,
then a “wake-up” gesture may be determined, and a display
of the head-mounted device may be activated. The “wake-
up”’ gesture can anticipate a user’s hand coming into the
front field of view 115 and proactively wake-up the user
interface for augmented reality interaction. The Z-dimension
(1.e., Z-axis) may be aligned with a direction that 1s perpen-
dicular to the frames.

[0078] FIG. 8 1s a flowchart of a method for recognizing
a gesture according to a possible implementation of the
present disclosure. The method 800 includes generating 810
at least one signal corresponding to changes to a magnetic
field (1.e., AH). The changes to the magnetic field can be
caused by a movement of an accessory (€.g., an accessory in
a passive state) mm a volume imcluding a head-mounted
device. The method 800 further includes filtering 820 the
signal (or signals) to separate relatively fast changes to the
magnetic field (1.e., high-frequency signals) caused by the
movement of the accessory from relatively slow changes to
the magnetic field (i.e., low-frequency signals) caused by
ambient fluctuations to generate a filtered signal. For
example, the low-frequency components can be attenuated
(or eliminated) from the filtered signal. The method 800
turther 1includes applying 830 the filtered signal to a neural
network to generate a movement signal corresponding to the
movement of the accessory. The movement may be relative
to a frame coordinate system of the head-mounted device.
The method further includes recognizing 840 the movement
signal as a gesture. In a possible implementation, the method
800 further includes controlling 860 an application running
on the head-mounted device based on the gesture.

[0079] In a possible implementation, the method 800 can
include triggering a passive accessory mode for gesture
recognition based on a battery level of an accessory. For
example, the method can 1include monitoring 850 a battery
of an accessory device (1.e., a power level of the accessory
device) and triggering the passive accessory mode, in which
H-field data 1s used to recognized gestures, when a battery
level drops below a level (e.g., 1s zero).

[0080] In a possible implementation, the method 800 can
include training 870 the neural network. The neural network
may be trained before use. The training may include gath-
ering motion capture data corresponding to movements of
participants performing gestures captured by a motion cap-
ture system.

[0081] In the specification and/or figures, typical embodi-
ments have been disclosed. The present disclosure 1s not
limited to such exemplary embodiments. The use of the term
“and/or” includes any and all combinations of one or more
of the associated listed items. The figures are schematic
representations and so are not necessarily drawn to scale.
Unless otherwise noted, specific terms have been used 1n a
generic and descriptive sense and not for purposes of
limitation.
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[0082] Unless defined otherwise, all technical and scien-
tific terms used herein have the same meaning as commonly
understood by one of ordinary skill 1n the art. Methods and
materials similar or equivalent to those described herein can
be used 1n the practice or testing of the present disclosure.
As used 1n the specification, and in the appended claims, the
singular forms “a,” “an,” “the” include plural referents
unless the context clearly dictates otherwise. The term
“comprising” and variations thereof as used herein 1s used
synonymously with the term “including” and variations
thereol and are open, non-limiting terms. The terms
“optional” or “optionally” used herein mean that the subse-
quently described feature, event or circumstance may or may
not occur, and that the description includes instances where
said feature, event or circumstance occurs and instances
where 1t does not. Ranges may be expressed herein as from
“about” one particular value, and/or to “about” another
particular value. When such a range 1s expressed, an aspect
includes from the one particular value and/or to the other
particular value. Similarly, when values are expressed as
approximations, by use of the antecedent “about,” 1t will be
understood that the particular value forms another aspect. It
will be turther understood that the endpoints of each of the
ranges are significant both 1n relation to the other endpoint,

and independently of the other endpoint.

[0083] Some implementations may be implemented using
various semiconductor processing and/or packaging tech-
niques. Some 1mplementations may be implemented using
various types of semiconductor processing techniques asso-
ciated with semiconductor substrates including, but not
limited to, for example, Silicon (S1), Gallium Arsenide
(GaAs), Gallium Nitride (GalN), Silicon Carbide (S1C) and/
or so forth.

[0084] While certain features of the described implemen-
tations have been 1llustrated as described herein, many
modifications, substitutions, changes and equivalents wall
now occur to those skilled 1n the art. It 1s, therefore, to be
understood that the appended claims are intended to cover
all such modifications and changes as fall within the scope
of the implementations. It should be understood that they
have been presented by way of example only, not limitation,
and various changes 1n form and details may be made. Any
portion of the apparatus and/or methods described herein
may be combined 1n any combination, except mutually
exclusive combinations. The implementations described
herein can include various combinations and/or sub-combi-
nations of the functions, components and/or features of the
different implementations described.

[0085] It will be understood that, 1n the foregoing descrip-
tion, when an element 1s referred to as being on, connected
to, electrically connected to, coupled to, or electrically
coupled to another element, 1t may be directly on, connected
or coupled to the other element, or one or more 1ntervening
clements may be present. In contrast, when an element 1s
referred to as being directly on, directly connected to or
directly coupled to another element, there are no intervening
clements present. Although the terms directly on, directly
connected to, or directly coupled to may not be used
throughout the detailed description, elements that are shown
as being directly on, directly connected or directly coupled
can be referred to as such. The claims of the application, if
any, may be amended to recite exemplary relationships
described 1n the specification or shown 1n the figures.
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[0086] As used 1n this specification, a singular form may,
unless definitely indicating a particular case 1n terms of the
context, include a plural form. Spatially relative terms (e.g.,
over, above, upper, under, beneath, below, lower, and so
torth) are intended to encompass diflerent orientations of the
device 1n use or operation in addition to the orientation
depicted 1n the figures. In some 1mplementations, the rela-
tive terms above and below can, respectively, include ver-
tically above and vertically below. In some implementations,
the term adjacent can include laterally adjacent to or hori-
zontally adjacent to.
1. A head-mounted device comprising:
a magnetometer configured to detect changes to a mag-
netic field n a volume including the head-mounted
device; and
a processor configured by instructions to:
receive a trigger signal from a wrist-worn computing
device, the trigger signal indicating that a battery
level of the wrist-worn computing device 1s below a
threshold;

activate a passive-accessory mode for gesture mput 1n
response to the trigger signal;

receive a signal from the magnetometer corresponding
to the changes to the magnetic field caused by
movement of an accessory in the volume including
the head-mounted device;

apply the signal to a filter to generate a filtered signal;

apply the filtered signal to a neural network to generate
a movement signal corresponding to the movement
of the accessory; and

classily the movement signal as a gesture.

2. The head-mounted device according to claim 1,

wherein the accessory 1s the wrist-worn computing device.

3. (canceled)

4. The head-mounted device according to claim 2,
wherein the trigger signal 1s received from a mobile phone
monitoring the battery level of the wrist-worn computing
device.

5. The head-mounted device according to claim 2,
wherein the processor 1s configured to:

recerve the trigger signal to activate the passive-accessory

mode for gesture mput when the wrist-worn computing
device 1s turned OFF.

6. The head-mounted device according to claim 1,
wherein the accessory 1s a passive item that includes a
terrous metal or magnet.

7. The head-mounted device according to claim 6,
wherein the passive item 1s a key and/or a keyring.

8. The head-mounted device according to claim 1,
wherein the magnetometer 1s located 1n a frame arm of the
head-mounted device and the volume i1s a hemisphere
bounded on one side by a plane defined by the frame arm and
not including the head of a user wearing the head-mounted
device.

9. The head-mounted device according to claim 1,
wherein the processor 1s further configured to:

control an application runmng on the head-mounted

device based on the gesture.

10. The head-mounted device according to claim 9,
wherein the application controls an augmented reality inter-
action based on the gesture.

11. The head-mounted device according to claim 9,
wherein the application controls the head-mounted device to
end a power-saving mode based on the gesture.
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12. The head-mounted device according to claim 1,
wherein the filter 1s an infimte-impulse-response high-pass
filter configured to separate relatively fast changes to the
magnetic field caused by movement of the accessory from
relatively slow changes to the magnetic field caused by
ambient tluctuations.

13. The head-mounted device according to claim 1,
wherein the magnetometer 1s one magnetometer of a plu-
rality of magnetometers included 1n an 1nertial measurement
unit (IMU) of the head-mounted device.

14. The head-mounted device according to claim 13,
wherein the processor 1s configured to:

receive a plurality of signals from each of the plurality of

magnetometers;
apply each of the plurality of signals to one of a plurality
of filters to generate a plurality of filtered signals;

apply the plurality of filtered signals to the neural network
configured to generate three movement signals, each of
the three movement signals corresponding to a move-
ment 1n a direction along an axis of a coordinate system
of the head-mounted device;

integrate the three movement signals over time to com-

pute a trajectory of the accessory in the coordinate
system of the head-mounted device; and

classily the trajectory as the gesture.

15. A method for recognizing a gesture, the method
comprising;

receiving a trigger signal at a head-mounted device from

a wrist-worn computing device, the trigger signal indi-
cating that a battery level of the wrist-worn computing
device 1s below a threshold;

activating a passive-accessory mode for gesture mput in

response to the trigger signal;

generating a signal corresponding to changes to a mag-

netic field caused by a movement of an accessory 1n a
volume including the head-mounted device;

filtering the signal to separate relatively fast changes to

the magnetic field caused by the movement of the
accessory from relatively slow changes to the magnetic
field caused by ambient fluctuations to generate a
filtered signal;

applying the filtered signal to a neural network to generate

a movement signal corresponding to the movement of
the accessory; and

recognizing the movement signal as the gesture.

16. The method for recogmzing the gesture according to
claim 15, wherein the accessory 1s the wrist-worn computing

device.
17. (canceled)
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18. The method for recognizing the gesture according to
claim 15, further comprising:
controlling an application running on the head-mounted
device based on the gesture.
19. The method for recognizing the gesture according to
claim 15, further comprising:
training the neural network using example signals corre-
sponding to movements captured using a motion cap-
ture system.
20. An augmented reality system comprising;
a wrist-worn computing device 1n a passive state; and
augmented-reality glasses that include:
an 1ertial measurement unit positioned 1n a frame arm
of the augmented-reality glasses and configured to
output signals corresponding to changes in a mag-
netic field as the wrist-worn computing device 1s
moved 1 a volume 1s a hemisphere bounded on one
side by a plane defined by the frame arm and not
including a head of a user wearing the augmented-
reality glasses; and
a processor configured by instructions to:
receive a battery level of the wrist-worn computing
device;
determine that the wrist-worn computing device 1s 1n
the passive state based on the battery level,;
activate a passive-accessory mode for gesture input
based on the passive state of the wrist-worn com-
puting device;
receive a plurality of signals from the inertial mea-
surement unit;
apply each of the plurality of signals to one of a
plurality of filters to generate a plurality of filtered
signals;
apply the plurality of filtered signals to a neural
network configured to generate three movement
signals, each of the three movement signals cor-
responding to a movement in a direction along an
axis ol a coordinate system of the augmented-
reality glasses;
integrate the three movement signals over time to
compute a trajectory of the wrist-worn computing
device 1n the coordinate system of the augmented-
reality glasses;
classity the trajectory as a gesture; and

control an augmented reality application based on
the gesture.

21. (canceled)
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