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(57) ABSTRACT

A system comprises an autonomous vehicle (AV) and a
control device operably coupled with the AV. The control

device detects a series of events within a threshold period of
time, where a number of series of events i1n the series of
events 1s above a threshold number. The series of events
taken in the aggregate within the threshold period of time
deviates from a normalcy mode. The normalcy mode com-
prises events that are expected to the encountered by the AV,
The control device determines whether the series of events
corresponds to a malicious event, where the malicious event
indicates tampermg with the AV. In response to determining
that the series of events corresponds to the malicious event,

the series of events are escalated to be addressed.
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MALICIOUS EVENT DETECTION FOR
AUTONOMOUS VEHICLES

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application 1s a continuation of U.S. patent
application Ser. No. 17/165,396 filed Feb. 2, 2021, and
entitled “MALICIOUS EVENT DETECTION FOR

AUTONOMOUS VEHICLES,” which 1s 1ncorporated
herein by reference.

TECHNICAL FIELD

[0002] The present disclosure relates generally to autono-
mous vehicles. More particularly, the present disclosure 1s
related to malicious event detection for autonomous
vehicles.

BACKGROUND

[0003] One aim of autonomous vehicle technologies 1s to
provide vehicles that can safely navigate towards a destina-
tion. In some cases, an autonomous vehicle may encounter
an unexpected situation on 1ts way to a destination. For
example, an autonomous vehicle may encounter a situation
where a third party, such as a vehicle, an individual, or a
pedestrian attempts to tamper with the AV. For example, a
third party may attempt to force the autonomous vehicle to
deviate from 1ts predetermined traveling path or force the
autonomous vehicle to pull over. Current autonomous
vehicle technologies may not be configured to account for
encountering specific unexpected situations.

SUMMARY

[0004] This disclosure recognizes various problems and
previously unmet needs related to detecting malicious events
aflecting autonomous vehicles. Current autonomous vehicle
technologies may not be configured to account for malicious
intents of vehicles, individuals, or pedestrians attempting to
tamper with an autonomous vehicle (AV). For instance, one
or more vehicles may mtentionally force the AV to deviate
from 1ts routing plan or traveling path by invading space
within a threshold distance from the AV. As for another
instance, one or more vehicles may intentionally force the
AV to pull over. As for another instance, one or more
vehicles may itentionally force the AV to slow down. The
one or more vehicles causing the above-identified events
may attempt to access or steal cargo carried by the AV, or
devices and autonomous technology present in the AV. As
tor another istance, one or more vehicles may intentionally
or mnadvertently collide with the AV and tlee the scene of the
accident.

[0005] Certain embodiments of this disclosure provide
unique technical solutions to technical problems of current
autonomous vehicle technologies, including those problems
described above by detecting a series of events within a
threshold period, where the series of events corresponds to
a malicious event. For example, the detected series of events
may indicate a deviation from a normalcy mode, where the
normalcy mode comprises expected or predictable scenarios
in various road environments.

[0006] The various road environments may comprise, for
example, when the AV i1s 1n traflic. In this example, it 1s
expected that sensors of the AV detect that all surrounding
vehicles 1n the traflic are stopped or slowing down. As such,
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if the sensors detect that one or more surrounding vehicles
are slowing down, while other vehicles are not slowing
down, the AV may determine that this situation 1s a deviation
from the normalcy mode. Another example of a road envi-
ronment 1 the normalcy mode may be when the AV 1s
driving along a road. In this example, 1t 1s expected that the
sensors of the AV detect that 1) vehicles driving next to the
AV do not drnive parallel to the AV for more than a threshold
period and 2) the vehicles dnving next to the AV do not
invade a threshold distance from the AV for more than a

threshold period.

[0007] Upon detecting a series of events that deviates from
the normalcy mode, the series of events 1s escalated to be
addressed. For example, a commumcation path may be
established with the AV such that a remote operator can be
seen and/or heard from a communication module at the AV
in order to discourage individuals tampering with the AV
from tampering with the AV. As another example, a notifying
message may be sent to law enforcement indicating that the
AV 1s being tampered with at a particular location coordi-
nate.

[0008] In one embodiment, a system comprises an AV that
comprises at least one vehicle sensor, where the AV 1s
configured to travel along a road. The system further com-
prises a control device that 1s operably coupled with the AV,
The control device detects, from sensor data received from
the vehicle sensor, a series of events within a threshold
period, where a number of events 1n the series of events 1s
above a threshold number. The series of events in the
aggregate within the threshold period deviates from a nor-
malcy mode. The normalcy mode comprises events that are
expected to the encountered by the AV. The control device
determines whether the series of events corresponds to a
malicious. In response to determining that the series of
events corresponds to the malicious event, the control device
escalates the series of events to be addressed, where esca-
lating the series of events comprises performing at least one
countermeasure to resolve the series of events. At least one
countermeasure comprises establishing a communication
path between the AV and an operator such that the operator
1s able to converse with accomplices causing the series of
events.

[0009] The disclosed systems provide several practical
applications and technical advantages which include: 1)
technology that builds a normalcy mode, where the nor-
malcy mode comprises expected or predictable scenarios in
vartous road environments; 2) technology that detects a
series of events 1 a threshold period and determines
whether the series of events deviates from the normalcy
mode, where the series of events 1s greater than a threshold
number of events; 3) technology that establishes a commu-
nication path with the AV, in response to determining that the
series of events corresponds to a malicious event, where the
communication path supports voice and visual communica-
tions; 4) technology that sends a notilying message to law
enforcement indicating that the AV 1s being tampered with
at a particular location coordinate, 1n response to determin-
ing that the series of events corresponds to a malicious
event; 5) technology that remotely activates a horn of the AV,
in response to determining that the series of events corre-
sponds to a malicious event; and 7) technology that activates
a surveillance sensor to record the series of events, 1n
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response to determining that the series of events corresponds
to a malicious event, where the surveillance sensor 1s hidden
from sight.

[0010] As such, the systems described in this disclosure
may be integrated 1nto a practical application of determining
a more ellicient, safe, and reliable solution for detecting
malicious events acted upon the AV. For example, the
disclosed system may determine that a series of events
detected within a threshold period deviates from the nor-
malcy mode. The disclosed system may compare the
detected series of events with the normalcy mode. If a
corresponding expected scenario 1s found, the disclosed
system determines that the series of events (1n aggregation)
does not correspond to a malicious event. If, however, no
corresponding expected scenario 1s found, the disclosed
system determines that the series of events (1n aggregation)
corresponds to a malicious event. In another example, the
disclosed system may determine that above a threshold
number of events from the series of events detected within
the threshold period of time deviate from the normalcy
mode. In another example, the disclosed system may com-
pare each event from the series of events with the expected
scenar1os to determine whether each event corresponds to an
expected scenario.

[0011] Furthermore, the systems described 1n this disclo-
sure may be integrated into an additional practical applica-
tion of determining a more eflicient, sate, and reliable
solution to address and perhaps resolve a situation where a
third party 1s tampering with the AV. For example, the
disclosed system may establish a communication path with
the AV, and enable a remote operator to be seen and/or heard
from a communication module at the AV 1n order to dis-
courage mndividuals tampering with the AV from tampering
with the AV. As another example, the disclosed system may
remotely activate a horn of the AV 1n order to discourage
individuals tampering with the AV from tampering with the
AV. As for another example, the disclosed system may send
a notitying message to law enforcement indicating that the
AV 1s being tampered with at a particular location coordi-
nate.

[0012] Certain embodiments of this disclosure may
include some, all, or none of these advantages. These
advantages and other features will be more clearly under-
stood from the following detailed description taken 1n con-
junction with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE

DRAWINGS

[0013] For a more complete understanding of this disclo-
sure, reference 1s now made to the following brief descrip-
tion, taken 1 connection with the accompanying drawings
and detailed description, wherein like reference numerals
represent like parts.

[0014] FIG. 1 1illustrates an embodiment of a system
configured to detect malicious events for an autonomous
vehicle (AV) and a simplified schematic diagram of example
series of events corresponding to malicious events according
to certain embodiments of this disclosure:

[0015] FIG. 2 illustrates an example flowchart of a method
for detecting malicious events for an AV;

[0016] FIG. 3 illustrates a block diagram of an example
AV configured to mmplement autonomous driving opera-
tions;
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[0017] FIG. 4 illustrates an example system for providing
autonomous driving operations used by the AV of FIG. 3;
and

[0018] FIG. 5 illustrates a block diagram of an in-vehicle
control computer included 1n the AV of FIG. 3.

DETAILED DESCRIPTION

[0019] As described above, previous technologies may fail
to provide eflicient, reliable, and safe solutions for detecting,
malicious events for autonomous vehicles. This disclosure
provides various systems, methods, and devices for 1)
improving the performance of a traveling AV; 2) providing
a sale driving experience for the AV, other vehicles, and
pedestrians; and 3) securing a cargo carried by the AV by
detecting a series of events that corresponds to a malicious
event, escalating the malicious event to be addressed, and
carrying out countermeasures to address (and perhaps
resolve) the malicious event. FIG. 1 1llustrates an embodi-
ment ol a system that 1s configured to detect malicious
events encountered by an AV. FIG. 1 further illustrates the
AV traveling along a road where various examples of
anomalous series of events occur that each corresponds to a
malicious event imndividually or that, in the aggregate, cor-
respond to a malicious event. FIG. 2 1llustrates an example
flowchart of an embodiment of a method for detecting
malicious events for an AV. FIGS. 3-5 1llustrate an example
AV and various systems and devices for implementing
autonomous driving operations by an AV, including the
malicious event detection operation described in this disclo-
sure. For example, FIG. 3 illustrates an example control
device of the example AV shown 1n FIG. 3 for implementing
the malicious event detection operations described in this
disclosure.

Example System for Detecting Malicious Events for an AV

[0020] FIG. 1 illustrates an embodiment of a system 100
for detecting malicious events 112 for an AV 302. FIG. 1
turther illustrates a simplified schematic diagram 102 that
comprises various examples of anomalous road conditions
or series of events 114 that correspond to tampering with an
AV 302. In one embodiment, system 100 comprises the AV
302 and an operation server 140. The system 100 may
turther comprise an application server 162, a remote opera-
tor 164, and a network 184 that provides communication
paths for all of the illustrated components of the system 100
to communicate with each other. The system 100 may be
configured as shown or any other suitable configurations.

[0021] In general, the system 100 detects a series of events
114 that may correspond to a malicious event 112, where the
malicious event 112 indicates that a third party, such as a
vehicle 122 or a pedestrian 1s tampering with the AV 302.
The series of events 114 comprises a number of events above
a threshold number 116 that occur within a threshold period
of time 118. For example, the series of events 114 may
comprise a first event 104a and a second event 1046 that 1n
the aggregate taken within a threshold period of time 118
amount to the series of events 114 that deviates from a
normalcy mode 106. Although this disclosure 1s detailed
with respect to a series of events 114 that includes more than
one event 104 that 1n the aggregate deviate from a normalcy
mode 106, it should be understood that system 100 also
contemplates 1dentitying and escalating a singular event 104
that deviates from a normalcy mode 106 as a malicious event



US 2023/0356751 Al

112 1n the same or similar manner to how a series of events
114 1s 1dentified and escalated as a malicious event 112.
Normalcy mode 106 1s described 1n detail further below. In
brief, the normalcy mode 106 comprises events or scenarios
108 that are expected to be encountered by the AV 302 1n the
normal course of operation. System 100 may detect the
series ol events 114 from sensor data 178 received from
sensors 346 associated with the AV 302. Upon detecting the
series of events 114 within the threshold period 118, system
100 determines whether the series of events 114 corresponds
to a malicious event 112. In response to determining that the
series of events 114 corresponds to a malicious event 112,
system 100 escalates the series of events 114 to be
addressed. For example, the control device 350 communi-
cates the series of events 114 to the operation server 140 to
be addressed by a remote operator 164. The various
examples of an anomalous series of events 114 are described
in detail further below. The corresponding description below
comprises a brief description of certain components of the
system 100.

System Components

[0022] In one embodiment, the AV 302 may include a
semi-truck tractor unit attached to a trailer to transport cargo
or freight from one location to another location (see FI1G. 3).
In this disclosure, the semi-truck tractor may be referred to
as a cab of the AV 302. The AV 302 1s navigated by a
plurality of components described in detail in FIGS. 3-5. The
operation of the AV 302 1s described 1n greater detail in FIG.
3. The corresponding description below includes brief
descriptions of certain components of the AV 302. In bret,
the AV 302 includes a in-vehicle control computer 350
which 1s operated to facilitate autonomous driving of the AV
302. In this disclosure, the 1in-vehicle control computer 350
may be mterchangeably referred to as a control device 350.
[0023] Control device 350 1s generally configured to con-
trol the operation of the AV 302 and its components. The
control device 350 1s further configured to determine a
pathway 1n front of the AV 302 that 1s safe to travel and free
of objects/obstacles, and navigate the AV 302 to travel 1n that
pathway. This process 1s described 1n more detail in FIGS.
3-5.

[0024] The control device 350 generally includes one or
more computing devices 1n signal communication with other
components of the AV 302 (see FIG. 3). The control device
350 receives sensor data 178 from one or more sensors 346
positioned on the AV 302 to determine a safe pathway to
travel. The sensor data 178 includes data captured by the
sensors 346. Sensors 346 are configured to capture any
object within their detection zones or fields of view, such as
landmarks, lane markings, lane boundaries, road 120 bound-
aries, vehicles 122, pedestrians, road 120/traflic signs,
among other objects. The sensors 346 may include cameras,
L1iDAR sensors, motion sensors, infrared sensors, and the
like. In one embodiment, the sensors 346 may be positioned
around the AV 302 to capture the environment surrounding
the AV 302. In some cases, the sensors 346 may detect a
series ol events 114 within the threshold period 118 that
corresponds to a malicious event 112. For example, the
sensor data 178 may include one or more indications ndi-
cating anomalous or abnormal series of events 114 within
the threshold period of time 118. The threshold period of
time 118 may be determined to be thirty seconds, one
minute, two minutes, or any other appropriate duration.
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[0025] The control device 350 analyzes the sensor data
178 and determines whether the series of events 114 corre-
sponds to a malicious event 112. For example, the control
device 350 may compare the series of events 114 with the
normalcy mode 106 to determine whether the series of
events 114 corresponds to any of the expected scenarios 108.

[0026] In one embodiment, the control device 350 may
compare each event 104 from the series of events 114
individually with the normalcy mode 106 (or each of the
expected scenarios 108). For example, 11 above the threshold
number 116 of events 104 are detected within the threshold
period of time 118 such that each of those events 104 does
not correspond to the normalcy mode 106, the control device
350 may determine that those events 104 in the aggregate
indicate a deviation from the normalcy mode 106, and
correspond to a malicious event 112.

[0027] In one embodiment, the control device 350 may
compare the series of events 114, as a whole, with the
normalcy mode 106 (or the expected scenarios 108). For
example, 1f the series of events 114, taken as a whole, does
not correspond to any of the expected scenarios 108, the
control device 350 may determine that the series of events
114 1s a deviation from the normalcy mode 106, and
correspond to a malicious event 112. In other words, 11 a
corresponding expected scenario 108 1s found, the control
device 350 determines that the series of events 114, as a
whole, does not correspond to a malicious event 112. If,
however, the series of events 114 does not correspond to any
of the expected scenarios 108, the control device 350
determines that the series of events 114 corresponds to the
malicious event 112.

[0028] The control device 350 1s 1n signal communication
with the operation server 140. The control device 350 1s
configured to communicate the sensor data 178 to the
operation server 140, for example, via network 184. The
control device 350 may communicate the sensor data 178 to
the operation server 140 periodically (e.g., every minute,
every few minutes, or any other suitable interval), continu-
ously, and/or upon receiving a request from the operation
server 140 to send sensor data 178. The sensor data 178 may
include data describing the environment surrounding the AV
302, such as image feed, video feed, LiIDAR data feed, and
other data captured from the fields of view of the sensors
346. The sensor data 178 may further include location
coordinates 138 associated with the AV 302. See the corre-
sponding description of FIG. 3 for further description of the
control device 350.

[0029] Operation server 140 1s generally configured to
oversee the operations of the AV 302. Details of the opera-
tion server 140 are described further below. In brief, the
operation server 140 comprises a processor 142, a memory
144, a network interface 146, and a user interface 148. The
components of the operation server 140 are operably
coupled to each other.

[0030] The processor 142 may include one or more pro-
cessing units that perform various functions as described
herein. The memory 144 stores any data and/or instructions
used by the processor 142 to perform 1ts functions. For
example, the memory 144 stores software instructions 168
that when executed by the processor 142 causes the opera-
tion server 140 to perform one or more functions described
herein.

[0031] The operation server 140 1s 1n signal communica-
tion with the AV 302 and its components. The operation
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server 140 1s configured to receive the sensor data 178 and
the series of events 114 from the control device 350, analyze
them, and, in response, confirm (or update) the determina-
tion of the control device 350 regarding whether the series
of events 114 corresponds to a malicious event 112.
[0032] The operation server 140 1s further configured to
detect objects on and around a road 120 traveled by the AV
302 by analyzing the sensor data 178. For example, the
operation server 140 may detect objects on and around a
road 120 by implementing object detection machine learning,
modules 158. The object detection machine learning mod-
ules 158 may be implemented using neural networks and/or
machine learning algorithms for detecting objects from
images, videos, mnfrared images, point clouds, radar data,
ctc. The object detection machine learning modules 158 1s
described 1n more detail further below.

Normalcy Mode

[0033] Normalcy mode 106 generally comprises scenarios
108 that are expected to be encountered by the AV 302. The
normalcy mode 106 1s built or generated by a normalcy
mode building engine 110. The normalcy mode building
engine 110 1s described turther below. For example, the
normalcy mode 106 may be built by the processor 142
executing the software instructions 168.

[0034] The normalcy mode 106 generally corresponds to
expected or predictable scenarios 108 that indicate 1)
expected actions or behaviors of the AV 302 and 2) expected
actions or behaviors of objects within and outside detection
zones ol the sensors 346, including moving objects (such as
vehicles 122, pedestrians, etc.) and static objects (such as
traflic lights 126, etc.) 1n various situations. For example, the
normalcy mode 106 may include expected scenarios 108 in
situations where the AV 302 1s 1n tratlic, behind a traflic light
126, detected an 1impact or collision with a vehicle 122 or an
object 124, among other situations which are described
below.

[0035] As an example, a first expected scenario 108 1n the
normalcy mode 106 may indicate that when the AV 302 1s
in congested tratlic or behind a traflic light 126, 1t 1s expected
that vehicles 122 surrounding the AV 302 to slow down or
have stopped. Thus, in scenarios where the sensors 346
detect that particular vehicles 122 surrounding the AV 302
are slowing down and there 1s no traflic light 126 or traflic
detected by the sensors 346, the control device 350 deter-
mines that this situation may be a deviation from the
normalcy mode 106. The control device 350 may determine
that there 1s no traflic by detecting that other vehicles 122
(for example, vehicles 122¢ and 1221) are not slowing
down, where vehicles 122 that are not slowing down may be
in the same lane or a diflerent lane than a lane traveled by
the AV 302. The control device 350 may also determine that
there 1s no trathc ahead of the AV 302 {from tratlic data 156,
for example, from live traflic reporting, etc.

[0036] In a particular example, a deviation from the first
expected scenario 108 in the normalcy mode 106 may
comprise indications indicating that multiple vehicles 122
around the AV 302 are slowing down (e.g., vehicles 122a-5,
vehicles 122a-c, or vehicles 122a-d) and attempting to force
the AV 302 to slow down, while there 1s no trathic or trathc
light 126 detected by the sensors 346. In other words, the
multiple vehicles 122 around the AV 302 are impeding the
progress of the AV 302 to “box-1n” the AV 302. In this way,
the vehicles 122 may force the AV 302 to slow down, pull
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over, or deviate from 1ts routing plan 152. Thus, in situations
where the sensors 346 detect that vehicles 122 surrounding
the AV 302 are slowing down, while there 1s no trailic or
traflic light 126 detected by the sensors 346, the control
device 350 may determine that such situations correspond to
an event 104 or a series of events 114 that deviates from the
normalcy mode 106.

[0037] As another example, a second expected scenario
108 1n the normalcy mode 106 may indicate that a distance
of a vehicle 122 from the AV 302 1s expected to be above a
threshold distance 128, and if the distance of that vehicle
122 from the AV 302 becomes less than the threshold
distance 128, it 1s expected that that vehicle 122 does not
persist on staying with a distance less than the threshold
distance 128 from the AV 302 for more than a threshold
period of time 118. In a particular example, a deviation from
the second expected scenario 108 1n the normalcy mode 106
may comprise indications indicating that one or more
vehicles 122 are persisting on staying with a distance less
than the threshold distance 128 from the AV 302 for more
than the threshold period of time 118 (e.g., thirty seconds,
one minute, two minutes, or any other appropriate duration).
Thus, 1n situations where the sensors 346 detect that one or
more vehicles 122 stay with a distance less than the thresh-
old distance 128 from the AV 302 for more than the
threshold period 118, the control device 350 may determine
that such situations correspond to an event 104 or a series of
events 114 that deviates from the normalcy mode 106.

[0038] As another example, a third expected scenario 108
in the normalcy mode 106 may indicate that the AV 302 1s
expected to drive within a particular speed range provided
by the dniving instructions 154 according to a speed limit of
the road 120 traveled by the AV 302. Thus, in situations
where a vehicle drive subsystem 342 (see FIG. 3) monitor-
ing an engine 342a of the AV 302 (see FIG. 3) detects that
the speed of the engine 342a 1s going out of the particular
speed range, while components of the vehicle control sub-
systems 348 (see FIG. 3) are operating according to nstruc-
tions provided in the driving instructions 154, the control
device 350 may determine that this situation i1s a deviation
from the normalcy mode 106. In a particular example, this
situation may occur if a vehicle 1124 drags the AV 302 back
by a cable 182, or otherwise impedes the progress of the AV
302. Thus, the control device 350 determines that such
situations may correspond to an event 104 or a series of
events 114 that deviates from the normalcy mode 106.

[0039] As another example, a fourth expected scenario
108 1n the normalcy mode 106 may 1ndicate that 1n response
to being involved 1 an accident or a collision with a vehicle
122, 1t 1s expected that an individual from the vehicle 122 to
approach the AV 302 within the threshold period of time 118.
Thus, 1f the sensors 346 detect that the vehicle 122 involved
in the accident 1s fleeing the scene of the accident, the
control device 350 may determine that this situation 1s a
deviation from the normalcy mode 106, 1.¢., 1t may be a case
of “hit and run.”

[0040] As another example, a fifth expected scenario 108
in the normalcy mode 106 may indicate that in response to
detecting that one or more vehicles 122 exhibiting unex-
pected or anomalous driving behaviors, 1t 1s expected that
such unexpected or anomalous driving behaviors do not
persist for more than the threshold period of time 118. Some
examples of unexpected or anomalous driving behaviors of
the one or more vehicles 122 may comprise invading the
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space within the threshold distance 128 from the AV 302,
making contact or collide with the AV 302, swerving in front
of the AV 302, among others. Some examples of one or more
vehicles 122 tampering with the AV 302 may comprise
forcing the AV 302 to pull over, deviate from 1ts routing
place 152, slow down, speed up, drive over an object 124,
crash, or collide with another vehicle 122. Thus, 1f the
sensors 346 detect that any or any combination of the driving
scenarios described above persists for more than the thresh-
old period of time 118, the control device 350 may deter-
mine that this situation 1s a deviation of the normalcy mode

106.

Example Malicious Events

[0041] As described above, the series of events 114 gen-
erally includes events 104 that in the aggregate indicate that
a third party, such as at least one vehicle 122 or an individual
1s tampering with the AV 302.

[0042] In one embodiment, determining that a series of
events 114 1n the aggregate indicates a deviation from the
normalcy mode 106 may comprise detecting that each event
104 from the series of events 114 deviates from the normalcy
mode 116.

[0043] In one embodiment, determining that a series of
events 114 in the aggregate indicates a deviation from the
normalcy mode 106 may comprise detecting that at least a
threshold number 116 of events 104 (or at least a subset of
the series of events 114 above the threshold number 116)
within the threshold period of time 118 deviate from the
normalcy mode 106.

[0044] In one embodiment, determining that a series of
events 114 in the aggregate indicates a deviation from the
normalcy mode 106 may comprise grouping or taking a
collection of events 104 together to form the series of events
114 that, as a whole, 1s compared with the expected sce-
narios 108 to determine whether the series of events 114
deviates from the normalcy mode 106.

[0045] Various examples of such series of events 114 are
illustrated 1n FIG. 1 and described 1in detail below. Some
examples of the series of events 114 may be related to
unexpected or abnormal behaviors of moving objects, such
as vehicles 122, individuals, and/or pedestrians detected
within the detection zones of the sensors 346. Some
examples of the series of events 114 may be related to
unexpected or abnormal behaviors of moving objects, such
as vehicles 122, individuals, and/or pedestrians, where the
moving objects are not within the detection zones of the
sensors 346. Some examples of the series of events 114 may
be related to unexpected or abnormal behaviors of static or
stationary objects, such as traflic lights 126. The series of
events 114 may not be zone- or region-specific, which means
that the series of events 114 may occur at any region.
[0046] As illustrated in FIG. 1, the AV 302 1s traveling on
the road 120 according to its predetermined routing plan 152
when one or more examples of the series of events 114
OCCUL.

[0047] As an example, a first series of events 114 may
indicate that the AV 302 1s forced to deviate from its
predetermined routing plan 152 by one or more vehicles 122
such that the AV 302 1s forced to re-route or pull over. For
instance, assume that while the AV 302 1s traveling along the
road 120, vehicles 1224 and 1225 on both sides of the AV
302 drive with a distance less than the threshold distance 128
from the AV 302 for more than the threshold period of time
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118. In other words, vehicles 122a and 12254 invade the
space within a threshold distance 128 from the AV 302 for
more than the threshold period of time 118. The sensors 346
detect these invasions of the space within the threshold
distance 128, and communicate sensor data 178 indicating
these 1nvasions to the control device 350. In one example,
vehicles 122a and 1226 may force the AV 302 to re-route
from 1ts routing plan 152 and take the exit 130. In another
example, vehicles 122a and 1226 may force the AV 302 to
pull over to a side of the road 120 (as noted 1n FIG. 1 as pull
over 180). Although FIG. 1 illustrates vehicles 122a and
1226 on sides of the AV 302, 1t 1s understood that any
number of vehicles 122 on one or more sides of the AV 302
may contribute to forcing the AV 302 to deviate from its
routing plan 152 or pull over. For example, vehicle 122¢
may also contribute to this malicious event by impeding the
AV 302 from speeding up or otherwise evading vehicles
122a and 1225b and their attempt to force AV 302 from being
re-routed or pulled over. In this way, one or more of vehicles
122a-c may “box mn” AV 302 and force it to deviate from 1ts
routing plan 152.

[0048] As another example, a second series of events 114
may indicate that the AV 302 1s forced to slow down by one
or more vehicles 122 where other vehicles 122 around the
AV 302 are not slowing down. For instance, assume that
while the AV 302 1s traveling along the road 120, first
vehicle 122a (on the left side), second vehicle 12256 (on the
right side), and third vehicle 122¢ (on the front) unexpect-
edly slow down even though there are no traflic (i.e.,
vehicles 122¢ and 122/ are not slowing down) and no tratlic
lights 126 detected by the sensors 346. As such, the AV 302
1s forced to slow down. Although FIG. 1 illustrates vehicles
122a-¢ surrounding the AV 302, it 1s understood that any
number of vehicles 122 on one or more sides of the AV 302
may contribute to forcing the AV 302 to slow down. For
example, another vehicle 122 on the rear side of the AV 302
may also match (or comes close to) the speed of the vehicles
122a-c¢ to box-in the AV 302, thus, forcing the AV 302 to

slow down.

[0049] As another example, a third series of events 114
may indicate that the AV 302 1s forced to slow down as
detected by the control device 350 monitoring an engine
342a of the AV 302 (see FIG. 3). For instance, assume that
while the AV 302 1s traveling along the road 120, a fourth
vehicle 1224 drags the AV 302 back with a cable 182
attached to the AV 302, thus, forcing the AV 302 to slow
down or otherwise impeding its movements. The control
device 350 may store this event as a first event 1044 that 1s
initiated at a first timestamp 136. Also, assume that an
individual from the fourth vehicle 1224 or an accomplice
vehicle 122 has attached the cable 182 to the AV 302 that did

not trigger an event 104 that deviates from the normalcy
mode 106.

[0050] In this particular example, the fourth vehicle 1224
that 1s tampering with the AV 302 1s not within the detection
zone of the sensors 346. Thus, the sensors 346 may not
detect the presence of the fourth vehicle 122d4. However, the
control device 350 that 1s monitoring the speed of the engine
342a (see FIG. 3) detects that the speed of the engine 342q
1s not within a particular speed range that 1s provided in the
driving instructions 154, as expected. The particular speed
range 1s determined according to the speed limit of the road
120 and other criteria, such as fuel-saving, providing a safe
driving experience for the AV 302, other vehicles 122,
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pedestrians, among other criteria. The control device 350
may also detect that the engine 3424 (see FIG. 3) and other
components contributing to the speed of the AV 302 indicate
that they are in normal operations. For example, the control
device 350 may detect that the engine 342a (see FIG. 3) and
the other components’ performance indicators indicate their
performance 1s within a normal range, e.g., 80%, and that
they are not damaged. As for another example, the control
device 350 may detect that the engine 342a (see FIG. 3) and
the other components are not overheated (for example, their
temperature 1s within a normal range, e.g., 35-40 degrees),
do not lack fuel (for example, the fuel level 1s above a
threshold level, e.g., 70%), do not lack electrical power (for
example, a battery level indicator of a battery producing
clectrical power indicates that 1s above a threshold level,
e.g., 80%), or any other conditions that may cause the AV
302 to slow down. The control device 350 may store this set
of determinations (indicating that the engine 3424 i1s 1n
normal operation) as a second event 1045 at a second
timestamp 136. If these events 104a-b persists for more than
the threshold period of time 118, the control device 3350
determines that these events amount to the third series of
events 114. Thus, for this particular example, control device
350 detects that the third series of events 114 has occurred
even though no suspected vehicle 122 potentially causing
the AV 302 to slow down 1s detected by the sensors 346.
Although FIG. 1 illustrates that the fourth vehicle 1224 1s
dragging the AV 302 back forcing the AV 302 to slow down,
it 15 understood that the fourth vehicle 1224 may be 1n front
of the AV 302 and pull the AV 302 forward forcing the AV

302 to speed up, for example, to miss 1ts predetermined exit
130 or to deviate from 1ts routing plan 1352.

[0051] As another example, a fourth series of events 114
may indicate one or more 1mpacts with the AV 302 within
the threshold period of time 118 by one or more vehicles 122
tampering with the AV 302. For instance, assume that while
the AV 302 1s traveling along the road 120, the first vehicle
122a hits or collides with the AV 302 at a first timestamp
136. The sensors 346 detect the first collision, and commu-
nicate this event (1.e., first event 1044a) to the control device
350. Also, assume that the first vehicle 122a (or the second
vehicle 1225) hits or collides with the AV 302 at a second
timestamp 136. Similarly, the sensors 346 detect the second
collision, and communicate this event (1.e., second event
1045) to the control device 350. If the control device 350
determines that the first event 104a and the second event
1045 have occurred within the threshold period of time 118,
the control device 350 determines that the events 104a and
1045 taken in the aggregate amount to the fourth series of
cvents 114 that deviates from the normalcy mode 106.

[0052] In another instance, assume that while the AV 302
1s traveling along the road 120, an individual from the first
vehicle 122q hits the AV 302 at the first timestamp 136, for
example, by an object, such as a rock or a crowbar. Also,
assume that an individual from the first vehicle 122a (or the
second vehicle 122b6) hits the AV 302 at the second time-
stamp 136, for example, by an object, such as a rock or a
crowbar. Similar to the instance described above, 1f the
control device 350 determines that these hits or impacts with
the AV 302 are within the threshold period of time 118, the
control device 350 determines that these events taken 1n the
aggregate amount to the fourth series of events 114 that
deviates from the normalcy mode 106.
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[0053] As another example, a fifth series of events 114
may indicate unexpected driving behaviors form one or
more vehicles 122. For instance, assume that while the AV
302 1s traveling along the road 120, the first vehicle 122q
unexpectedly mvades the space withun threshold distance
128 from the AV 302 and swerves in front of the AV 302 at
a first timestamp 136. The sensors 346 detect this invasion
ol the space within threshold distance 128, and communi-
cate sensor data 178 indicating this invasion to the control
device 350. The control device 350 may store this event at
a first event 104a. Also, assume that the first vehicle 1224
slows down at a second timestamp 136, thus, forcing the AV
302 to slow down. Similarly, the sensors 346 detect that the
first vehicle 122qa 1s slowing down, and communicate cor-
responding sensor data 178 indicating that to the control
device 350. The control device 350 may store this event as
a second event 104b. IT the control device 350 determines
that events 104a and 1045 occur within the threshold period
of time 118, the control device 350 determines that the
events 104a and 1045 taken 1n the aggregate amount to the
fifth series of events 114 that deviates from the normalcy

mode 106.

[0054] In another instance, assume that while the AV 302
1s traveling along the road 120, the first vehicle unexpectedly
swerves 1n front of the AV 302 at a first timestamp 136. Also,
assume that the second vehicle 1225 unexpectedly swerves
in front of the AV 302 at a second timestamp 136. Similar to
the istance described above, 1t the control device 3350
determines that the events 104a and 1045 occur within the
threshold period of time 118, the control device 350 deter-
mines that these events 104a-b taken in the aggregate
amount to the fifth series of events 114 that deviates from the
normalcy mode 106.

[0055] As another example, a sixth series of events 114
may indicate that at least one sensor 346 from the sensors
346 1s non-responsive or disabled. For instance, assume that
while the AV 302 1s traveling along the road 120, a sensor
346 from the sensors 346 becomes non-responsive as a
result of an 1mpact. The sensor 346 may become non-
responsive, for example, when the first vehicle 122a or an
individual from the first vehicle 122q hits the sensor 346 1n
an attempt to disable or damage the sensor 346. The control
device 350 analyzes sensor data 178 captured by the sensor
346 (before 1t became non-responsive) and determines that
the sensor 346 was disabled as a result of an impact from an

object, such as a rock, a crowbar, etc., or the first vehicle
122a.

[0056] In another instance, assume that a first sensor 346
becomes non-responsive at a first timestamp 136 (stored at
the first event 104q); and a second sensor 346 becomes
non-responsive at a second timestamp 136 (stored at the
second event 1045). I the control device 350 determines
that the events 104a and 1045 occur within the threshold
period of time 118, the control device 350 determines that
the events 104a and 1045 taken in the aggregate amount to

the sixth series of events 114 that deviates from the normalcy
mode 106.

[0057] In another instance, assume that a sensor 346
becomes non-responsive as a result of tampering. In one
example, a sensor 346 may become non-responsive as a
result of a cybersecurity breach in data commumnication
between the sensor 346 and the control device 350. For
example, the sensor 346 may become non-responsive at a
first timestamp 136 as a result of a cybersecurity breach. The
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control device 350 may detect the cybersecurity breach, for
example, by detecting a third-party attempt to establish

unauthorized access to the sensor 346 or the control device
350.

[0058] In another instance, a sensor 346 may become
non-responsive as a result of propagating jamming signals,
radio waves, light beams, and the like. For example, jam-
ming signals may be used to tamper with infrared sensors
346, jamming radio waves may be used to tamper with
Radar sensors 3460 (see FI1G. 3), jamming light (or jamming
laser) beams may be used to tamper with LiDAR sensors

3461 (see FI1G. 3).

[0059] The control device 350 may detect such events 104
initiated at their corresponding timestamps 136, and 1f they
persist for more than the threshold period of time 118, the
control device 350 determines that such events 104 amount
to a series of events 114 that deviates from the normalcy

mode 106.

[0060] As another example, a seventh series of events 114
may indicate that the AV 302 1s forced to drive over an object
124 as a result of unexpected driving behaviors of one or
more vehicles 122. For instance, assume that while the AV
302 1s traveling along the road 120, the first vehicle 122a
unexpectedly swerves 1 front of the AV 302 at a first
timestamp 136, forcing the AV 302 to deviate from 1its
traveling path (stored as the first event 104a), and as a result,
the AV 302 drives over the object 124 at a second timestamp
136 (stored as the second event 1045). If the control device
350 determines that the events 104a and 1045 occur within
the threshold period of time 118, the control device 3350
determines that the events 104a and 1045 taken 1n the
aggregate amount to the seventh series of events 114 that
deviates from the normalcy mode 106. As for another
instance, following driving over the object 124, assume that
a tire of the AV 302 1s blown at a third timestamp 136. The
control device 350 stores this event at a third event 104c.
Thus, the control device 350 determines that events 104a-c
taken 1n the aggregate amount to a series of events 114 that
deviates from the normalcy mode 106.

[0061] As another example, an eighth series of events 114
may indicate that a scheduled action indicated in a map data
150 unexpectedly does not occur. Map data 150 1s described
in detail further below. In brief, the map data 150 comprises
detailed information about the environment on and around
the traveling path of the AV 302 including objects on and
around the road 120, such as location coordinates of the road
signs, buildings, terrain, traflic lights 126, railroad crossing
lights, among others. The map data 150 further comprises
scheduling information of the traflic lights 126, scheduling
information of the railroad crossing lights, and any other
scheduling information that the AV 302 may encounter
during 1ts routing plan 152. For example, the map data 150
comprises timestamps 136 when the trathic light 126 indi-
cates yellow, green, and red lights. In another example, the
map data 150 comprises timestamps 136 when a railroad
crossing light indicates red and green lights.

[0062] Continuing the example of the eighth series of
events 114, assume that while the AV 302 1s traveling along
the road 120, the AV 302 reaches the trathic light 126 and
stops behind the traflic light 126 that 1s indicating a red light.
Also, assume that the map data 150 indicates that a wait time
tor the traflic light 126 to change from a red light to a green
light 1s a particular duration, for example, one minute. Also,
assume the sensors 346 are detecting the red light from the
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traflic light 126 for more than the particular duration 1ndi-
cated 1n the map data 150. The control device 350 compares
the scheduling information associated with the traflic light
126 provided by the map data 150 with the sensor data 178
captured by the sensors 346. In this particular instance, the
control device 350, based on the comparison between the
map data 150 and the sensor data 178, determines that a
scheduled action (1.¢., the traflic light 126 indicating a green
light after one minute) has not occurred. The control device
350 may store this event as the first event 104q 1itiated at
a first timestamp 136. Also, assume that following the delay
in changing an indication light by the trailic light 126, a
vehicle 122 invades the space within threshold distance 128
from the AV 302 at a second timestamp 136. The sensors 346
detect this invasion of the threshold distance 128, and
communicate sensor data 178 indicating this invasion to the
control device 350. The control device 350 may store this
event as the second event 104b. I the control device 350
determines that the events 104a and 1045 occur within the
threshold period of time 118, the control device 350 deter-
mines that the events 104a and 1045 taken 1n the aggregate
amount to the eighth series of events 114 that deviates from
the normalcy mode 106.

[0063] As another example, a ninth series of events 114
may indicate that a field-of-view of at least one sensor 346
1s obfuscated. For instance, assume that while the AV 302 1s
traveling along the road 120, an object 1s used to obfuscate
a detection zone or a field-of-view of the sensor 346 at a {irst
timestamp 136. In a particular example, sensor data 178

received from the sensor 346 prior to the first timestamp 136
indicate that a blanket 1s thrown over the sensor 346. The
control device 350 determines that the sensor 346 1s func-
tional because the sensor 346 1s responsive to communica-
tion with the control device 350. In other words, the control
device 350 can receive sensor data 178 from the sensor 346.
However, the sensor data 178 1s not as expected compared
to sensor data 178 received prior to the first timestamp 136.
If the control device 350 determines that these events 104
(beginning from the first timestamp 136) persists for more
than the threshold period of time 118, the control device 350
determines that these events 104 amount to the ninth series
of events 114 that deviates from the normalcy mode 106.

[0064] In response to detecting any of the example series
of events 114 described above, the control device 350
escalates the series of events 114 to be addressed. For
example, the control device 350 communicates the series of
events 114 to the operation server 140 to be addressed by the
remote operator 164. This process 1s described in detail in
conjunction with the operational tlow of the system 100
further below. It should be understood that the previous
series of events 114 described above are mere examples are
not an exhaustive list of events 104 or series of events 114
that may be identified as deviating from normalcy mode 106.
This disclosure contemplates any suitable number and com-
bination of events 104 that may deviate from a normalcy
mode 106 that may be 1dentified and escalated even if not
specifically described as an example herein.

Operation Server

[0065] Aspects of an embodiment of the operation server
140 are described above, and additional aspects are provided
below. The operation server 140 includes at least one
processor 142, at least one memory, at least one network
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interface 146, and at least one user interface 148. The
operation server 140 may be configured as shown or in any
other suitable configuration.

[0066] In one embodiment, the operation server 140 may
be implemented by a cluster of computing devices that may
serve to oversee the operations of the AV 302. For example,
the operation server 140 may be implemented by a plurality
of computing devices using distributed computing and/or
cloud computing systems. In another example, the operation
server 140 may be implemented by a plurality of computing
devices 1n one or more data centers. As such, in one
embodiment, the operation server 140 may include more
processing power than the control device 350. The operation
server 140 1s 1n signal communication with one or more AV's
302 and their components (e.g., the control device 350). In
one embodiment, the operation server 140 1s configured to
determine a particular routing plan 152 for the AV 302. For
example, the operation server 140 may determine a particu-
lar routing plan 152 for an AV 302 that leads to reduced

driving time and a safer driving experience for reaching the
destination of that AV 302.

[0067] Processor 142 comprises one or more processors
operably coupled to the memory 144. The processor 142 1s
any electronic circuitry including, but not limited to, state
machines, one or more central processing unit (CPU) chips,
logic units, cores (e.g., a multi-core processor), field-pro-
grammable gate array (FPGAs), application specific inte-
grated circuits (ASICs), or digital signal processors (DSPs).
The processor 142 may be a programmable logic device, a
microcontroller, a microprocessor, or any suitable combina-
tion of the preceding. The processor 142 1s communicatively
coupled to and 1n signal communication with the memory
144, network interface 146, and user interface 148. The one
or more processors are configured to process data and may
be implemented 1in hardware or software. For example, the
processor 142 may be 8-bit, 16-bit, 32-bit, 64-bit or of any
other suitable architecture. The processor 142 may include
an arithmetic logic unit (ALU) for performing arithmetic
and logic operations, processor registers that supply oper-
ands to the ALU and store the results of ALU operations, and
a control unit that fetches instructions from memory and
executes them by directing the coordinated operations of the
ALU, registers and other components. The one or more
processors are configured to implement various instructions.
For example, the one or more processors are configured to
execute soltware instructions 168 to implement the function
disclosed herein, such as some or all of those described with
respect to FIGS. 1 and 2. In some embodiments, the function
described herein 1s implemented using logic units, FPGAs,
ASICs, DSPs, or any other suitable hardware or electronic
circuitry.

[0068] Memory 144 stores any of the information
described above with respect to FIGS. 1 and 2 along with
any other data, instructions, logic, rules, or code operable to
implement the function(s) described herein when executed
by processor 142. For example, the memory 144 may store
normalcy mode 106, normalcy mode building engine 110,
malicious event 112, series of events 114, threshold number
116, threshold period 118, threshold distance 128, confii-
dence score 132, threshold score 134, timestamps 136,
location coordinates 138, sensor data 178, map data 150,
routing plan 152, driving instructions 154, traflic data 156,
object detection machine learming modules 158, counter-
measures 166, software instructions 168, and/or any other
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data/mstructions. The software instructions 168 include
code that when executed by the processor 142 causes the
operation server 140 to perform the functions described
herein, such as some or all of those described 1n FIGS. 1 and
2. The memory 144 comprises one or more disks, tape
drives, or solid-state drives, and may be used as an over-tlow
data storage device, to store programs when such programs
are selected for execution, and to store instructions and data
that are read during program execution. The memory 144
may be volatile or non-volatile and may comprise read-only
memory (ROM), random-access memory (RAM), ternary
content-addressable memory (TCAM), dynamic random-
access memory (DRAM), and static random-access memory
(SRAM). The memory 144 may include one or more of a
local database, cloud database, Network-attached storage
(NAS), etc.

[0069] Network interface 146 1s configured to enable
wired and/or wireless communications. The network inter-
face 146 1s configured to communicate data between the
control device 350 and other network devices, systems, or
domain(s). For example, the network interface 146 may
comprise a WIFI interface, a local area network 184 (LAN)
interface, a wide area network 184 (WAN) interface, a
modem, a switch, or a router. The processor 142 1s config-
ured to send and receive data using the network interface
146. The network interface 146 may be configured to use
any suitable type of communication protocol.

[0070] User interfaces 148 may include one or more user
interfaces that are configured to interact with users, such as
the remote operator 164. For example, the user interfaces
148 may include peripherals of the operation server 140,
such as monitors, keyboards, mouse, trackpads, touchpads,
ctc. The remote operator 164 may use the user interfaces 148

to access the memory 144 to review sensor data 178, review
the series of events 114, and address the detected malicious

event 112.

[0071] Normalcy mode building engine 110 may be
implemented by the processor 142 executing the software
instructions 168, and 1s generally configured to build the
normalcy mode 106. In one embodiment, the normalcy
mode buwlding engine 110 may use simulated or offline
driving situations to determine expected scenarios 108
(similar to those described above) and build the normalcy
mode 106. In other words, the normalcy mode building
engine 110 generates the normalcy mode 106 that corre-
sponds to a pattern-of-life for the AV 302 in the context of
driving.

[0072] In one embodiment, the normalcy mode building
engine 110 may be implemented by machine learning neural
networks, including a plurality of convolutional neural net-
works, and the like. In one embodiment, the normalcy mode
building engine 110 may be implemented by supervised
pattern learning techmiques and/or unsupervised pattern
learning techniques, such as Bayesian Non-Parametric Mod-
cling, decision trees, etc.

[0073] In one embodiment, the expected scenarios 108 1n
the normalcy mode 106 may be determined by ofiline
driving simulations 1n various road environments. In one
example, a first environment where the AV 302 1s in a traflic
may be simulated to determine scenarios expected from the
environment around the AV 302 including 1ts surrounding
vehicles 122 in this situation. In this example, expected
scenarios 108 comprise detecting that surrounding vehicles
122 are stopped or slowing down, for example, by deter-
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mimng speed profiles, trajectory profiles, detecting that rear
red lights of the surrounding vehicles 122 are turned on, and
any other indication that indicates the AV 302 1s 1n traflic.

[0074] In another example, a second environment where
the AV 302 1s behind the traflic light 126 may be simulated
to determine expected scenarios 108 from the environment
around the AV 302 including its surrounding vehicles 122
and the trathic light 126 1n this situation. In this example,
expected scenarios 108 comprise 1) detecting that the traflic
light 126 1s indicating a red light, 2) expecting that the traflic
light 126 changes its status (1.e., from red light to green)
based on 1ts corresponding scheduling information provided
in the map data 150, 3) detecting that surrounding vehicles
122 are stopped or slowing down, and any other indication

that indicates the AV 302 1s behind the traflic light 126.

[0075] In another example, a third environment where one
or more vehicles 122 are driving around the AV 302 may be
simulated to determine expected scenarios 108 from the
environment around the AV 302 including 1ts surrounding
vehicles 122 1n this situation. In thus example, expected
scenarios 108 comprise 1) expecting that the one or more
vehicles 122 do not invade the threshold distance 128 from
the AV 302, 2) expecting that the one or more vehicles 122
do not persist to drive parallel to the AV 302 for more than
a threshold period 118, and 3) 1f the one or more vehicles
122 invade the threshold distance 128 {from the AV 302,
expecting that the one or more vehicles 122 do not persist
this situation for more than the threshold period 118. The
threshold distance 128 may vary depending on which side of

the AV 302 1t 1s being measured. For example, a threshold
distance 128 from the AV 302 from sides of the AV 302 may

be less than a threshold distance 128 trom the AV 302 from
the front and the rear.

[0076] Map data 150 may include a virtual map of a city
which includes the road 120. In some examples, the map
data 150 may include the map 458 and map database 436
(see FIG. 4 for descriptions of the map 458 and map
database 436). The map data 150 may include drivable areas,
such as roads 120, paths, highways, and undrivable areas,
such as terrain (determined by the occupancy grid module
460, see FIG. 4 for descriptions of the occupancy gnd
module 460). The map data 150 may specily location
coordinates of road signs, lanes, lane markings, lane bound-
aries, road boundaries, traflic lights 126, eftc.

[0077] Routing plan 152 1s a plan for traveling from a start
location (e.g., a first AV 302 launchpad/landing pad) to a
destination (e.g., a second AV 302 launchpad/landing pad).
For example, the routing plan 152 may specily a combina-
tion of one or more streets/roads/highways 1 a specific
order from the start location to the destination. The routing
plan 152 may specily stages including the first stage (e.g.,
moving out from the start location), a plurality of interme-
diate stages (e.g., traveling along particular lanes of one or
more particular street/road/highway), and the last stage (e.g.,
entering the destination. The routing plan 152 may include
other information about the route from the start position to
the destination, such as road/traflic signs in that routing plan

152, eftc.

[0078] Driving instructions 154 may be implemented by
the planning module 462 (See descriptions of the planming,
module 462 in FIG. 4). The driving instructions 154 may
include 1instructions and rules to adapt the autonomous
driving of the AV 302 according to the driving rules of each
stage ol the routing plan 152. For example, the driving
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instructions 154 may include instructions to stay within the
speed range of a road 120 traveled by the AV 302, adapt the
speed of the AV 302 with respect to observed changes by the
sensors 346, such as speeds of surrounding vehicles 122,
objects within the detection zones of the sensors 346, etc.

[0079] Object detection machine learning modules 158
may be implemented by the processor 142 executing sofit-
ware istructions 168, and 1s generally configured to detect
objects from the sensor data 178. The object detection
machine learning modules 158 may be implemented using
neural networks and/or machine learning algorithms for
detecting objects from any data type, such as images, videos,
inirared 1images, point clouds, Radar data, etc.

[0080] In one embodiment, the object detection machine
learning modules 158 may be implemented using machine
learning algorithms, such as Support Vector Machine
(SVM), Naive Bayes, Logistic Regression, k-Nearest Neigh-
bors, Decision Trees, or the like. In one embodiment, the
object detection machine learning modules 158 may utilize
a plurality of neural network layers, convolutional neural
network layers, and/or the like, 1n which weights and biases
of perceptrons of these layers are optimized in the training
process of the object detection machine learning modules
158. The object detection machine learning modules 158
may be trained by a training dataset which includes samples
of data types labeled with one or more objects 1 each
sample. For example, the tramning dataset may include
sample 1images of objects (e.g., vehicles 122, lane markings,
pedestrian, road signs, etc.) labeled with object(s) 1n each
sample 1mage. Similarly, the training dataset may include
samples of other data types, such as videos, infrared 1mages,
point clouds, Radar data, etc. labeled with object(s) 1n each
sample data. The object detection machine learning modules
158 may be trained, tested, and refined by the training
dataset and the sensor data 178. The object detection
machine learning modules 158 use the sensor data 178
(which are not labeled with objects) to increase their accu-
racy of predictions 1n detecting objects. For example, super-
vised and/or unsupervised machine learning algorithms may
be used to validate the predictions of the object detection
machine learning modules 158 in detecting objects 1n the
sensor data 178.

[0081] Traflic data 156 may include traflic data of roads/

streets/highways 1n the map data 150. The operation server
140 may use tratlic data 156 that 1s captured by one or more
mapping vehicles. The operation server 140 may use tratlic
data 156 that 1s captured from any source, such as crowd-
sourced trathic data 156 captured from external sources, €.g.,
Waze and Google maps, live tratlic reporting, etc.

[0082] Countermeasures 166 comprise mnstructions to be
carried out 1n response to escalating the series of events 114
and determining that the series of events 114 corresponds to
a malicious event 112. For example, the countermeasures
166 may comprise instructions that indicate to establish a
communication path 160 with a communication module at
the AV 302 1n order to converse with individuals causing the
series of events 114 and tampering with the AV 302. As for
another example, the countermeasures 166 may comprise
instructions that indicate to activate a horn of the AV 302. As
for another example, the countermeasures 166 may com-
prise mstructions that indicate to send a notifying message
172 to law enforcement 170, where the notilying message
172 comprises an indication that the AV 302 has been
tampered with at particular location coordinates 138 where
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the series of events 114 has occurred. In one embodiment,
countermeasures 166 may be performed by the remote
operator 164 as described further below. In one embodiment,
performing the countermeasures 166 may be computerized
and performed by the operation server 140.

Application Server

[0083] The application server 162 i1s generally any com-
puting device configured to communicate with other
devices, such as other servers (e.g., operation server 140),
AV 302, databases, etc., via the network 184. The applica-
tion server 162 1s configured to perform specific functions
described herein and interact with the remote operator 164,
¢.g., via communication path 174 using 1ts user interfaces.
Examples of the application server 162 include, but are not
limited to, desktop computers, laptop computers, servers,
ctc. In one example, the application server 162 may act as a
presentation layer where remote operator 164 accesses the
operation server 140. As such, the operation server 140 may
send sensor data 178, the series of events 114, countermea-
sures 166 and/or any other data/instructions to the applica-
tion server 162, e.g., via the network 184. The remote
operator 164, after establishing the communication path 174
with the application server 162, may review the recerved
data and carry out the countermeasures 166 in addressing the
series of events 114. In another embodiment, the remote
operator 164 can directly access the operation server 140,
and after establishing the communication path 176 with the
operation server 140, may carry out the countermeasures
166 1n addressing the series of events 114. The remote
operator 164 may be an individual who 1s associated with
and has access to the operation server 140. For example, the
remote operator 164 may be an administrator that can access
and view the information regarding the AV 302, such as
sensor data 178 and other information that 1s available on the
memory 144.

[0084] Network 184 may be any suitable type of wireless
and/or wired network including, but not limited to, all or a
portion of the Internet, an Intranet, a private network, a
public network, a peer-to-peer network, the public switched
telephone network, a cellular network, a local area network
(LAN), a metropolitan area network (MAN), a wide area
network (WAN), and a satellite network. The network 184
may be configured to support any suitable type of commu-
nication protocol as would be appreciated by one of ordinary
skill 1n the art.

Operational Flow

Detecting the Series of Events

[0085] The operational flow of the system 100 begins
when the control device 350 detects a series of events 114,
such as those described above or any other examples of a
series of events 114 that deviates from the normalcy mode
106. For example, the control device 350 detects the series
of events 114 by analyzing the sensor data 178. Upon
detection of the series of events 114, the control device 350
determines whether the series of events 114 corresponds to
a malicious event 112. In one embodiment, 1n this process,
the control device 350 may compare the series of events 114
as a whole with the expected scenarios 108 stored in the
normalcy mode 106 to determine whether the series of
events 114, taken as a whole, deviates from the normalcy
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mode 106. In one embodiment, the control device 350 may
compare events 104 from the series of events 104 with the
expected scenarios 108 to determine whether at least a
threshold number 116 of events 104 (from the series of
events 114) within the threshold period of time 118 deviate
from the normalcy mode 106.

[0086] In one embodiment, the control device 350 may
compare each event 104 detected within the threshold period
of time 118 mndividually with each of the expected scenarios
108 to determine whether each event 104 deviates from the
normalcy mode 106. In this embodiment, one or more
correspondence between each individual event 104 (from
the series of events 114) and the expected scenarios 108 may
be found that may result in determining that the series of
cvents 114 deviate from the normalcy mode 106, even
though a correspondence may not be found between the
series of events 114, taken as a whole, (comprising the same
events 104) within the threshold period of time 118 and the
overall expected scenarios 108 such that the series of events
114 1s considered a malicious event 112.

[0087] The control device 350 determines whether the
series of events 114 corresponds to any of the expected
scenarios 108. It a corresponding expected scenario 108 1s
found, the control device 350 determines that the series of
events 114 does not correspond to a malicious event 112. If,
however, the control device 350 determines that the series of
events 114 does not correspond to any of the expected
scenarios 108, 1t determines that the series of events 114
corresponds to the malicious event 112.

[0088] Inone embodiment, at least one surveillance sensor
346; may be used to record the series of events 114 (in
addition to or instead of other sensors 346). The surveillance
sensor 346/ may be hidden from sight. The surveillance
sensor 346/ may be any of the example sensors 346
described 1n FIG. 3 or any other object detection sensor 346.
The surveillance sensor 346; may be positioned on the outer
body and/or 1nside the AV 302 at any suitable position. For
example, surveillance sensors 346; may be positioned 1n the
cab of the AV 302 behind the front and/or side windows. In
another example, a surveillance sensor 346i may be posi-
tioned underneath the AV 302. In one embodiment, the
surveillance sensor 346/ may be activated in response to
detecting the series of events 114. For example, upon
detection of the series of events 114, the control device 350
activates the surveillance sensors 346i to record the series of
events 114.

Assigning a Confidence Score to the Series of Events

[0089] In one embodiment, upon detecting the series of
events 114, the control device 350 assigns a confidence score
132 to the series of events 114, where the confidence score
132 indicates a probability that the series of events 114
corresponds to the malicious event 112. For instance, 1f
every event 104 from the series of events 114 corresponds to
a deviation from the normalcy mode 106, the control device
350 assigns a high confidence score 132 (e.g., 75%) to the
detected series of events 114.

[0090] As another example, 1f the series of events 114
comprises a number of events 104 above the threshold
number 116 detected within the threshold period of time 118,
the control device 350 assigns a high confidence score 132
(e.g., 90%) to the detected series of events 114. For example,
if the control device 350 detects that the first vehicle 122qa
swerved 1n front of the AV 302 at a first timestamp 136
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(stored as a first event 104a), followed by detecting that the
first vehicle 122a 1s slowing down at a second timestamp
136 (stored as a second event 1045H), detecting that other
surrounding vehicles 122 are not slowing down and no
traflic light 126 detected by the sensors 346 (stored as a third
event 104c¢), and this situation persists for more than the
threshold period of time 118, the control device 350 assigns
a high confidence score 132 (e.g., 90%) to these events
104a-c.

[0091] As another example, even 1I only one event 104
that corresponds to a deviation from the normalcy mode 106
1s detected and persists over the threshold period of time
118, the control device 350 may assign a high confidence
score 132 to the event 104. For example, if the control
device 350 detects that a field-of-view of a sensor 346 is
obfuscated according to sensor data 178 received from the
sensor 346 prior to the detection of the obfuscation event
104, and this situation persists more than the threshold
period of time 118, the control device 350 assigns a high
confidence score 132 (e.g., 70%) to this event 104.

[0092] In contrast, for mstance, 1f the control device 350
detects a first event 104q that deviates from the normalcy
mode 106 at a first timestamp 136, and a second event 1045
that deviates from the normalcy mode 106 at a second
timestamp 136, and that the first timestamp 136 and the
second timestamp 136 are not both within the threshold
period of time 118, the control device 350 assigns a low
confidence score 132 (e.g., 30%) to this series of events 114
comprising events 104q and 1045. For example, assume that
the control device 350 detects a first unexpected driving
behavior from the first vehicle 122q at a first timestamp 136
such as the first vehicle 122a unexpectedly swerves 1n front
of the AV 302 (stored as a first event 104a); and detects a
second unexpected driving behavior from the second vehicle
1225 at a second timestamp 136 such as the second vehicle
1226 unexpectedly swerves in front of the AV 302 (stored as
a second event 1045). Also, assume that each of the first
event 104a and second event 1045 indicates a deviation
from the normalcy mode 106; and that the first timestamp
136 and the second timestamp 136 are not within the
threshold period of time 118. In such situations, the control
device 350 assigns a low confidence score 132 to this series
of events 114 that comprises events 104a and 1045.

Escalating the Series of Events

[0093] In response to detecting that the series of events
114 corresponds to a malicious event 112, the control device
350 escalates the series of events 114 to be addressed by
communicating the series of events 114 to the operation
server 140. In one embodiment, the operation server 140
may coniirm (or update) the determination of the control
device 350 regarding whether the series of events 114
corresponds to a malicious event 112. In one embodiment,
the remote operator 164 may confirm (or update) the deter-
mination of the operation server 140 (and the control device
350) regarding whether the series of events 114 corresponds
to a malicious event 112. This confirmation (or update) 1s
used by the normalcy mode building engine 110 to further
refine the normalcy mode 106.

[0094] For example, 11 it 1s determined that the series of
events 114 does not correspond to a malicious event 112, the
normalcy mode 106 1s updated to include the series of events
114 indicating that the series of events 114 does not corre-
spond to a malicious event 112.
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[0095] In one embodiment, the normalcy mode 106 may
be updated by the remote operator 164 reviewing the series
of events 114. As such, a supervised machine learning
technique may be leveraged in refining and updating the
normalcy mode 106. For example, the normalcy mode
building engine 110 may learn from the confirmations and
updates by the remote operator 164 and refine or update the
normalcy mode 106. The normalcy mode building engine
110 may adapt to the updated normalcy mode 106 using an
unsupervised machine learning technique, for example, by
adjusting weight and bias values of neural network layers of
the normalcy mode building engine 110.

Addressing the Series of Events

[0096] The operation server 140 (or the remote operator
164) may take particular countermeasures 166 to address (or
perhaps resolve) the series of events 114 and tampering with
the AV 302. The corresponding description below describes
non-limiting examples of countermeasures 166 1n address-
ing (or perhaps resolving) the series of events 114.

[0097] In one embodiment, the remote operator 164 estab-
lishes a communication path 160 between the operation
server 140 and the AV 302. In one embodiment, the com-
munication path 160 may follow a one-way communication
protocol, where data can be transmitted from the operation
server 140 to the AV 302. For example, the communication
path 160 may be configured to support voice-based, mes-
sage-based, visual-based, and/or any other appropnate types
of communication. The communication path 160 may be
established between the operation server 140 and a commu-
nication module that 1s associated with the AV 302. The
communication module may be installed at any appropriate
location 1nside and/or on the outer body of the AV 302. For
example, the communication module may be installed inside
the cab of the AV 302, behind the front windows. The
communication module may include one or more user
interfaces including, but not limited to, a speaker, a monitor
screen, and a microphone. The communication module may
operably be coupled with a camera 1n a surveillance room
where the remote operator 164 1s located. As such, the
remote operator 164 may configure the communication path
160 to show themselves on the monitor screen at the AV 302,
such that the remote operator 164 1s visible from the monitor
screen to the individuals causing the series of events 114.
For example, the remote operator 164 can converse with the
individuals causing the series of events 114 to discourage the
individuals causing the series of events 114 from tampering
with the AV 302. In another embodiment, the communica-
tion path 160 may follow a two-way communication pro-
tocol, where data can be transmitted and received {from both
s1des.

[0098] In one embodiment, a countermeasure 166 to
address (or perhaps resolve) the malicious event 112 may
comprise activating a horn of the AV 302. For example, the
remote operator 164 may remotely activate the horn of the
AV 302. In one embodiment, a countermeasure 166 to
address (or perhaps resolve) the malicious event 112 may
comprise notitying law enforcement 170. For example, the
remote operator 164 may send a notifying message 172
indicating that the AV 302 is being tampered with at par-
ticular location coordinates 138. In one embodiment, the
countermeasures 166 described above may be computerized
and be carried out by the operation server 140.
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Example Method for Detecting Malicious Events {for

Autonomous Vehicles

[0099] FIG. 2 illustrates an example tlowchart of a method
200 for detecting malicious events 112 for an AV 302.
Modifications, additions, or omissions may be made to
method 200. Method 200 may include more, fewer, or other
steps. For example, steps may be performed 1n parallel or 1n
any suitable order. While at times discussed as the AV 302,
operation server 140, control device 350, or components of
any of thereof performing steps, any suitable system or
components of the system may perform one or more steps of
the method 200. For example, one or more steps of method
200 may be implemented, at least in part, in the form of
software 1nstructions 168, 380, respectively from FIGS. 1
and 3, stored on non-transitory, tangible, machine-readable
media (e.g., memory 144, data storage device 390, and
memory 502, respectively from FIGS. 1, 3, and 5) that when
run by one or more processors (e.g., processors 142, 370,
and 504, respectively from FIGS. 1, 3, and 5) may cause the
one or more processors to perform steps 202-208.

[0100] Method 200 begins at step 202 where the control
device 350 detects a series of events 114 within a threshold
period of time 118. In one embodiment, the control device
350 may detect a series of events 114 within a threshold
period of time 118, where the series of events 114 comprises
events 104 above a threshold number 116. In some embodi-
ments, the threshold number 116 may be one and 1n other
embodiments, the threshold number 116 may be more than
one depending on the circumstances. In this process, the
control device 350 may detect the series of events 114 by
analyzing the sensor data 178 captured by the sensors 346.
The control device 350 may detect any of the example series
of events 114 described in FIG. 1. The series of events 114
may correspond to a deviation from the normalcy mode 106.
For example, the series of events 114 may comprise a {irst
event 104a and a second event 1046 that taken in the
aggregate amount to a series of events 114 that deviates from
the normalcy mode 106.

[0101] In some examples, the series of events 114 may
comprise one or more events 104 that are not detected by the
sensors 362, 1.¢., they are not within the detection zones of
the sensors 362. For instance, as described 1n FIG. 1, vehicle
1224 that drags the AV 302 back by a cable 182 may not be
within the detection zone of the sensors 346. As such, the
sensors 346 may not detect the presence of the vehicle 1224.
However, the control device 350 may detect that the AV 302
1s slowing down by monitoring the speed and performance
of the engine 342a of the AV 302 (see FIG. 4).

[0102] In some examples, the series of events 114 may
comprise one or more events 104 that are detected on lane(s)
other than the lane traveled by the AV 302. For instance, as
described 1in FIG. 1, vehicles 122a and 12254 that invade the
threshold distance 128 from the AV 302 may be 1n side-lanes
with respect to the AV 302.

[0103] The threshold period of time 118 may be deter-
mined to be thirty seconds, one minute, two minutes, or any
other appropriate duration of time. The threshold period of
time 118 may vary depending on an encountered series of
events 114 (and/or a number of events 104 1n the series of
events 114). For example, the threshold period of time 118
may increase as the number of events 104 1n the series of
events 114 increases. For example, 11 the control device 350
detects a set of vehicles 122 are surrounding the AV 302 and
the set of vehicles 122 invading the space within threshold
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distance 128 from the AV 302, the control device 350 may
determine the threshold period of time 118 to be shorter
compared to another series of events 114, such as where one
vehicle 122 on a side of the AV 302 1s driving parallel to the
AV 302.

[0104] At step 204, the control device 350 determines
whether the series of events 114 corresponds to a malicious
event 112.

[0105] In this process, the control device 350 may com-
pare the series of events 114, taken as a whole, with the
expected scenarios 108 stored in the normalcy mode 106. If
no correspondence 1s found between the series of events 114,
taken as a whole, and the expected scenarios 108, the control
device 350 may determine that the series of events 114
corresponds to a malicious event 112, 1.e., the series of
events 114 1s a deviation from the normalcy mode 106. If,
however, a correspondence 1s found, the control device 350
may determine that the series of events 114 does not
correspond to a malicious event 112. In one embodiment, the
control device 350 may compare each event 104 (from the
series ol events 114) with the expected scenarios 108. If
above the threshold number 116 of events 104 within the
threshold period of time 118 correspond to the expected
scenarios 108, the control device 350 may determine that the
series of events 114 does not correspond to a malicious event
112. Otherwise, the control device 350 may determine that
the series of events 114 corresponds to a malicious event

112.

[0106] In one embodiment, the control device 350 may
determine whether the series of events 114 corresponds to a
malicious event 112 by assigning a confidence score 132 to

the series ol events 114 and determining whether the
assigned confidence score 132 1s above the threshold score

134, similar to that described 1in FIG. 1.

[0107] In one embodiment, 1f 1t 1s determined that the
series of events 114 corresponds to a malicious event 112,
method 200 may proceed to step 206. If, however, 1t 1s
determined that the series of events 114 does not correspond
to a malicious event 112, method 200 may be terminated.

[0108] In another embodiment, if 1t 1s determined that the
series of events 114 does not correspond to a malicious event
112, the control device 350 may communicate the series of
cvents 114 to the operation server 140 so that the remote
operator 164 can confirm, update, or override the determi-
nation of the control device 350.

[0109] At step 206, the control device 350 escalates the
series of events 114 to be addressed. For example, the
control device 350 communicates the series of events 114 to
the operation server 140 to be addressed by the remote
operator 164 (or the operation server 140). For example, 1n
response to receiving the series of events 114, the remote
operator 164 (or the operation server 140) may carry out
particular countermeasures 166 to address the series of event
114, similar to that described 1n FIG. 1. Some examples of
countermeasures 166 may comprise establishing a commu-
nication path 160 with the AV 302 such that individuals
causing the series of events 114 can hear and/or see the
remote operator 164 from a speaker and/or a monitor screen
of a communication module installed in the AV 302,
remotely activating a horn of the AV 302, sending a noti-
tying message 172 to law enforcement 170 indicating that
the AV 302 1s being tampered with at the particular location
coordinates 138.
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Example AV and 1ts Operation

[0110] FIG. 3 shows a block diagram of an example
vehicle ecosystem 300 in which autonomous driving opera-
tions can be determined. As shown 1n FIG. 3, the AV 302
may be a semi-trailer truck. The vehicle ecosystem 300
includes several systems and components that can generate
and/or deliver one or more sources of information/data and
related services to the 1m-vehicle control computer 350 that
may be located m an AV 302. The in-vehicle control
computer 350 can be 1n data communication with a plurality
of vehicle subsystems 340, all of which can be resident in the
AV 302. A vehicle subsystem 1nterface 360 1s provided to
tacilitate data communication between the in-vehicle control
computer 350 and the plurality of vehicle subsystems 340.
In some embodiments, the vehicle subsystem interface 360
can include a controller area network (CAN) controller to
communicate with devices 1n the vehicle subsystems 340.

[0111] The AV 302 may include various vehicle subsys-
tems that support the operation of AV 302. The vehicle
subsystems may include the control device 350, a vehicle
drive subsystem 342, a vehicle sensor subsystem 344, and/or
a vehicle control subsystem 348. The components or devices
of the vehicle dnive subsystem 342, the vehicle sensor
subsystem 344, and the vehicle control subsystem 348
shown 1n FIG. 3 are examples. The AV 302 may be config-
ured as shown or any other configurations.

[0112] The vehicle drive subsystem 342 may include
components operable to provide powered motion for the AV
302. In an example embodiment, the vehicle drive subsys-
tem 342 may include an engine/motor 342a, wheels/tires
342b, a transmission 342¢, an electrical subsystem 3424,
and a power source 342e.

[0113] The vehicle sensor subsystem 344 may include a
number of sensors 346 configured to sense nformation
about an environment or condition of the AV 302. The
vehicle sensor subsystem 344 may include one or more
cameras 346a or image capture devices, a Radar unmit 3465,
one or more temperature sensors 346c¢, a wireless commu-
nication umt 3464 (e.g., a cellular communication trans-
ceiver), an inertial measurement unit (IMU) 346e, a laser
range finder/L1IDAR unit 346/, a Global Positioning System
(GPS) transceiver 346¢g, and/or a wiper control system 346/.
The vehicle sensor subsystem 344 may also include sensors
346 configured to monitor internal systems of the AV 302
(e.g., an 02 monitor, a fuel gauge, an engine o1l temperature,
etc.).

[0114] The IMU 346¢ may include any combination of
sensors 346 (e.g., accelerometers and gyroscopes) config-
ured to sense position and orientation changes of the AV 302
based on inertial acceleration. The GPS transceiver 3464
may be any sensor configured to estimate a geographic
location of the AV 302. For this purpose, the GPS transceiver
3464 may include a receiver/transmitter operable to provide
information regarding the position of the AV 302 with
respect to the Earth. The Radar unit 34656 may represent a
system that utilizes radio signals to sense objects within the
local environment of the AV 302. In some embodiments, 1n
addition to sensing the objects, the Radar unit 3465 may
additionally be configured to sense the speed and the head-
ing of the objects proximate to the AV 302. The laser range
finder or LiIDAR umt 346f may be any sensor configured to
sense objects 1n the environment 1 which the AV 302 1s
located using lasers. The cameras 346a may include one or
more devices configured to capture a plurality of 1images of
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the environment of the AV 302. The cameras 346a may be
still 1mage cameras or motion video cameras.

[0115] The vehicle control subsystem 348 may be config-
ured to control the operation of the AV 302 and its compo-
nents. Accordingly, the vehicle control subsystem 348 may
include various elements such as a throttle and gear 348a, a
brake unit 3485, a navigation unit 348¢, a steering system
348d, and/or an autonomous control unit 348¢. The throttle
348a may be configured to control, for instance, the oper-
ating speed of the engine and, 1n turn, control the speed of
the AV 302. The gear 348a may be configured to control the
gear selection of the transmission. The brake unit 3485 can
include any combination of mechanisms configured to
decelerate the AV 302. The brake umit 3485 can use friction
to slow the wheels 1n a standard manner. The brake unit 34856
may include an Anti-Lock Brake system (ABS) that can
prevent the brakes from locking up when the brakes are
applied. The navigation unit 348¢ may be any system
configured to determine a driving path or route for the AV
302. The navigation 348¢ unit may additionally be config-
ured to update the driving path dynamically while the AV
302 1s 1n operation. In some embodiments, the navigation
umt 348¢c may be configured to incorporate data from the
GPS transceiver 3464 and one or more predetermined maps
so as to determine the driving path (e.g., along the road 120
of FIG. 1) for the AV 302. The steering system 3484 may
represent any combination of mechamsms that may be
operable to adjust the heading of AV 302 1n an autonomous
mode or 1n a driver-controlled mode.

[0116] The autonomous control umt 348¢ may represent a
control system configured to 1dentily, evaluate, and avoid or
otherwise negotiate potential obstacles or obstructions 1n the
environment of the AV 302. In general, the autonomous
control unit 348¢ may be configured to control the AV 302
for operation without a driver or to provide driver assistance
in controlling the AV 302. In some embodiments, the
autonomous control umit 348¢ may be configured to 1ncor-
porate data from the GPS transceiver 3464, the Radar 3465,
the LiDAR unit 346/, the cameras 346a, and/or other vehicle
subsystems to determine the driving path or trajectory for
the AV 302.

[0117] Many or all of the functions of the AV 302 can be
controlled by the in-vehicle control computer 350. The
in-vehicle control computer 350 may include at least one
data processor 370 (which can include at least one micro-
processor) that executes processing instructions 380 stored
in a non-transitory computer-readable medium, such as the
data storage device 390 or memory. The in-vehicle control
computer 350 may also represent a plurality of computing
devices that may serve to control individual components or
subsystems of the AV 302 in a distributed fashion. In some
embodiments, the data storage device 390 may contain
processing instructions 380 (e.g., program logic) executable

by the data processor 370 to perform various methods and/or
functions of the AV 302, including those described with
respect to FIGS. 1 and 2.

[0118] The data storage device 390 may contain additional
istructions as well, including instructions to transmit data
to, receive data from, interact with, or control one or more
of the vehicle dnive subsystem 342, the vehicle sensor
subsystem 344, and the vehicle control subsystem 348. The
in-vehicle control computer 350 can be configured to
include a data processor 370 and a data storage device 390.
The 1n-vehicle control computer 350 may control the func-
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tion of the AV 302 based on mputs recerved from various
vehicle subsystems (e.g., the vehicle drive subsystem 342,

the vehicle sensor subsystem 344, and the vehicle control
subsystem 348).

[0119] FIG. 4 shows an exemplary system 400 for pro-
viding precise autonomous driving operations. The system
400 includes several modules that can operate in the in-
vehicle control computer 350, as described in FIG. 3. The
in-vehicle control computer 350 includes a sensor fusion
module 402 shown 1n the top left corner of FIG. 4, where the
sensor fusion module 402 may perform at least four 1mage
or signal processing operations. The sensor fusion module
402 can obtain 1mages from cameras located on an autono-
mous vehicle to perform 1mage segmentation 404 to detect
the presence of moving objects (e.g., other vehicles 122,
pedestrians, etc.) and/or static obstacles (e.g., stop sign,
speed bump, terrain, etc.) located around the autonomous
vehicle. The sensor fusion module 402 can obtain LiDAR
point cloud data item from LiDAR sensors 346 located on
the autonomous vehicle to perform LiDAR segmentation
406 to detect the presence of objects and/or obstacles located
around the autonomous vehicle.

[0120] The sensor fusion module 402 can perform
instance segmentation 408 on 1mage and/or point cloud data
item to 1dentify an outline (e.g., boxes) around the objects
and/or obstacles located around the autonomous vehicle.
The sensor fusion module 402 can perform temporal fusion
where objects and/or obstacles from one 1image and/or one
frame ol point cloud data item are correlated with or
associated with objects and/or obstacles from one or more
images or frames subsequently recerved 1n time.

[0121] The sensor fusion module 402 can fuse the objects
and/or obstacles from the images obtained from the camera
and/or pomnt cloud data item obtamned from the LiDAR
sensors 346. For example, the sensor fusion module 402
may determine based on a location of two cameras that an
image irom one of the cameras comprising one half of a
vehicle located in front of the autonomous vehicle 1s the
same as the vehicle located captured by another camera. The
sensor fusion module 402 sends the fused object information
to the interference module 446 and the fused obstacle
information to the occupancy grid module 460. The 1in-
vehicle control computer includes the occupancy grid mod-
ule 460 can retrieve landmarks from a map database 4358
stored 1n the in-vehicle control computer. The occupancy
orid module 460 can determine drivable areas and/or
obstacles from the fused obstacles obtained from the sensor
fusion module 402 and the landmarks stored in the map
database 458. For example, the occupancy grid module 460
can determine that a drivable area may include a speed bump
obstacle.

[0122] Below the sensor fusion module 402, the in-vehicle
control computer 350 includes a LiDAR based object detec-
tion module 412 that can perform object detection 416 based
on point cloud data 1tem obtained from the LiDAR sensors
414 located on the autonomous vehicle. The object detection
416 technique can provide a location (e.g., in 3D world
coordinates) ol objects from the point cloud data item.
Below the LiDAR based object detection module 412, the
in-vehicle control computer includes an image based object
detection module 418 that can perform object detection 424
based on 1mages obtained from cameras 420 located on the
autonomous vehicle. The object detection 424 technique can

employ a deep machine learning technique to provide a
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location (e.g., 1n 3D world coordinates) of objects from the
image provided by the camera.

[0123] The Radar 456 on the autonomous vehicle can scan
an area 1n front of the autonomous vehicle or an area towards
which the autonomous vehicle 1s driven. The Radar data 1s
sent to the sensor fusion module 402 that can use the Radar
data to correlate the objects and/or obstacles detected by the
Radar 456 with the objects and/or obstacles detected from
both the L1iDAR point cloud data item and the camera image.
The Radar data 1s also sent to the mterference module 446
that can perform data processing on the Radar data to track
objects by object tracking module 448 as further described
below.

[0124] The 1mn-vehicle control computer includes an inter-
terence module 446 that receives the locations of the objects
from the point cloud and the objects from the 1mage, and the
fused objects from the sensor fusion module 402. The
interference module 446 also receive the Radar data with
which the mterference module 446 can track objects by
object tracking module 448 from one point cloud data 1tem
and one 1mage obtained at one time 1nstance to another (or
the next) point cloud data item and another 1image obtained
at another subsequent time 1nstance.

[0125] The mterference module 446 may perform object
attribute estimation 450 to estimate one or more attributes of
an object detected 1n an 1mage or point cloud data item. The
one or more attributes of the object may include a type of
object (e.g., pedestrian, car, or truck, etc.). The interference
module 446 may perform behavior prediction 452 to esti-
mate or predict motion pattern of an object detected 1n an
image and/or a point cloud. The behavior prediction 452 can
be performed to detect a location of an object 1n a set of
images received at diflerent points 1n time (e.g., sequential
images) or 1 a set of point cloud data item receirved at
different points in time (e.g., sequential point cloud data
items). In some embodiments, the behavior prediction 452
can be performed for each image recerved from a camera
and/or each point cloud data item received from the L1IDAR
sensor. In some embodiments, the interference module 446
can be performed to reduce computational load by perform-
ing behavior prediction 452 on every other or alter every
pre-determined number of 1mages received from a camera or
point cloud data 1tem recerved from the LiDAR sensor (e.g.,
alter every two 1mages or after every three point cloud data
items).

[0126] The behavior prediction 4352 feature may determine
the speed and direction of the objects that surround the
autonomous vehicle from the Radar data, where the speed
and direction mformation can be used to predict or deter-
mine motion patterns ol objects. A motion pattern may
comprise a predicted trajectory information of an object over
a pre-determined length of time 1n the future after an 1mage
1s received from a camera. Based on the motion pattern
predicted, the interference module 446 may assign motion
pattern situational tags to the objects (e.g., “located at
coordinates (X,y),” “stopped,” “driving at 50 mph,” “speed-
ing up” or “slowing down”). The situation tags can describe
the motion pattern of the object. The interference module
446 sends the one or more object attributes (e.g., types of the
objects) and motion pattern situational tags to the planning
module 462. The interference module 446 may perform an
environment analysis 454 using any information acquired by
system 400 and any number and combination of 1ts com-
ponents.
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[0127] The in-vehicle control computer includes the plan-
ning module 462 that receives the object attributes and
motion pattern situational tags from the interference module
446, the drivable area and/or obstacles, and the wvehicle

location and pose information from the fused localization
module 426 (further described below).

[0128] The planning module 462 can perform navigation
planning 464 to determine a set of trajectories on which the
autonomous vehicle can be driven. The set of trajectories
can be determined based on the drivable area information,
the one or more object attributes of objects, the motion
pattern situational tags of the objects, location of the
obstacles, and the drivable area information. In some
embodiments, the navigation planning 464 may include
determining an area next to the road 120 (see FI1G. 1) where
the autonomous vehicle can be safely parked in case of
emergencies. The planming module 462 may include behav-
1ioral decision making 466 to determine driving actions (e.g.,
steering, braking, throttle) in response to determining chang-
ing conditions on the road 120 (see FIG. 1) (e.g., trathic light
turned yellow, or the autonomous vehicle is 1n an unsafe
driving condition because another vehicle drove 1n front of
the autonomous vehicle and occupies a region within a
pre-determined safe distance of the location of the autono-
mous vehicle). The planming module 462 performs trajec-
tory generation 468 and selects a trajectory from the set of
trajectories determined by the navigation planning operation
464. The selected trajectory information i1s sent by the
planning module 462 to the control module 470.

[0129] The in-vehicle control computer includes a control
module 470 that receives the proposed trajectory from the
planning module 462 and the autonomous vehicle location
and pose from the fused localization module 426. The
control module 470 includes a system 1dentifier 472. The
control module 470 can perform a model based trajectory
refinement 474 to refine the proposed ftrajectory. For
example, the control module 470 can apply a filter (e.g.,
Kalman filter) to make the proposed trajectory data smooth
and/or to minimize noise. The control module 470 may
perform the robust control 476 by determining, based on the
refined proposed trajectory information and current location
and/or pose of the autonomous vehicle, an amount of brake
pressure to apply, a steering angle, a throttle amount to
control the speed of the vehicle, and/or a transmission gear.
The control module 470 can send the determined brake
pressure, steering angle, throttle amount, and/or transmis-
s10n gear to one or more devices in the autonomous vehicle
to control and facilitate precise driving operations of the
autonomous vehicle.

[0130] The deep image-based object detection 424 per-
formed by the image based object detection module 418 can
also be used to detect landmarks (e.g., stop signs, speed
bumps, etc.) on the road 120 (see FIG. 1). The n-vehicle
control computer includes a fused localization module 426
that obtains landmarks detected from 1mages, the landmarks
obtained from a map database 436 stored on the n-vehicle
control computer, the landmarks detected from the point
cloud data item by the LiDAR based object detection

module 412, the speed and displacement from the odometer
sensor 444 and the estimated location of the autonomous

vehicle from the GPS/IMU sensor 438 (i.e., GPS sensor 440

and IMU sensor 442) located on or in the autonomous
vehicle. Based on this information, the fused localization

module 426 can perform a localization operation 428 to
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determine a location of the autonomous vehicle, which can
be sent to the planning module 462 and the control module

470.

[0131] The fused localization module 426 can estimate
pose 430 of the autonomous vehicle based on the GPS
and/or IMU sensors 438. The pose of the autonomous
vehicle can be sent to the planning module 462 and the
control module 470. The fused localization module 426 can
also estimate status (e.g., location, possible angle of move-
ment) of the trailer unit based on, for example, the nfor-
mation provided by the IMU sensor 442 (e.g., angular rate
and/or linear velocity). The fused localization module 426
may also check the map content 432.

[0132] FIG. § shows an exemplary block diagram of an
in-vehicle control computer 350 included 1n an autonomous
AV 302. The in-vehicle control computer 350 1ncludes at
least one processor 504 and a memory 502 having instruc-
tions stored thereupon (e.g., software instructions 168 and
processing instructions 380 of FIGS. 1 and 3, respectively).
The 1nstructions upon execution by the processor 504 con-
figure the 1n-vehicle control computer 350 and/or the various
modules of the in-vehicle control computer 350 to perform
the operations described 1n FIGS. 1-5. The transmitter 506
transmits or sends information or data to one or more
devices 1n the autonomous vehicle. For example, the trans-
mitter 506 can send an 1nstruction to one or more motors of
the steering wheel to steer the autonomous vehicle. The
receiver 308 recerves information or data transmaitted or sent
by one or more devices. For example, the receiver 508
receives a status of the current speed from the odometer
sensor or the current transmission gear from the transmis-
sion. The transmitter 506 and recerver 508 are also config-
ured to communicate with a plurality of vehicle subsystems

340 and the in-vehicle control computer 350 described
above m FIGS. 3 and 4.

[0133] While several embodiments have been provided 1n
this disclosure, 1t should be understood that the disclosed
systems and methods might be embodied in many other
specific forms without departing from the spirit or scope of
this disclosure. The present examples are to be considered as
illustrative and not restrictive, and the intention 1s not to be
limited to the details given herein. For example, the various
clements or components may be combined or integrated into
another system or certain features may be omitted, or not
implemented.

[0134] In addition, techniques, systems, subsystems, and
methods described and illustrated in the various embodi-
ments as discrete or separate may be combined or integrated
with other systems, modules, techniques, or methods with-
out departing from the scope of this disclosure. Other items
shown or discussed as coupled or directly coupled or com-
municating with each other may be indirectly coupled or
communicating through some interface, device, or interme-
diate component whether electrically, mechanically, or oth-
erwise. Other examples of changes, substitutions, and altera-
tions are ascertainable by one skilled 1n the art and could be
made without departing from the spirit and scope disclosed
herein.

[0135] To aid the Patent Oflice, and any readers of any
patent 1ssued on this application 1n interpreting the claims
appended hereto, applicants note that they do not intend any
of the appended claims to invoke 35 U.S.C. § 112(1) as 1t
exists on the date of filing hereof unless the words “means
for” or “step for” are explicitly used 1n the particular claim.




US 2023/0356751 Al

[0136] Implementations of the disclosure can be described
in view of the following clauses, the features of which can
be combined 1n any reasonable manner.

[0137] Clause 1. A system, comprising;:

[0138] an autonomous vehicle (AV) comprising at least
one vehicle sensor located on the AV, wherein the AV
1s configured to travel along a road;

[0139] a control device associated with the AV and
comprising a processor configured to:

[0140] detect, from sensor data received from the at
least one vehicle sensor, a series of events within a
threshold period of time, wherein:

[0141] the series of events taken in the aggregate
within the threshold period of time deviates from
a normalcy mode;

[0142] the normalcy mode comprises events that
are expected to be encountered by the AV,

[0143] a number of events 1n the series of events 1s
above a threshold number;

[0144] determine whether the series of events corre-
sponds to a malicious event; and

[0145] 1n response to determining that the series of
events corresponds to the malicious event, escalate
the series of events to be addressed, wherein:

[0146] escalating the series of events comprises
performing at least one countermeasure to address
the series of events; and

[0147] the at least one countermeasure comprises
establishing a communication path between the
AV and an operator such that the operator 1s able
to converse with accomplices causing the series of

events.
[0148] Clause 2. The system of Clause 1, wherein:
[0149] the series of events comprises at least one event

that 1s not within a field-of-view of the at least one
vehicle sensor; and

[0150] the field-of-view of the at least one sensor cor-
responds to a detection zone of the at least one vehicle
SeNSor.

[0151] Clause 3. The system of Clause 1, wherein detect-
ing the series ol events within the threshold period of time
comprises detecting one or more of:

[0152] a first series of events indicating that the AV 1s
forced to deviate from a predetermined routing plan by
one or more vehicles such that the AV 1s forced to
re-route or pullover;

[0153] a second series of events indicating that the AV
1s forced to slow down by one or more vehicles where
other surrounding vehicles are not slowing down;

[0154] a third sernies of events indicating that the AV 1s
forced to slow down as detected by monitoring a speed
of an engine of the AV;

[0155] a fourth series of events indicating one or more
impacts with the AV by one or more vehicles tampering

with the AV;

[0156] a fifth series of events indicating unexpected
driving behaviors from one or more vehicles compris-
ing invading a threshold distance from the AV;

[0157] a sixth series of events indicating a vehicle
sensor located on the AV 1s non-responsive as a result
ol an 1mpact;
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[0158] a seventh series of events indicating that the AV
1s forced to drive over an object on the road as a result
of unexpected driving behaviors of one or more
vehicles:

[0159] an eighth series of events indicating that a sched-
uled action 1ndicated 1n a map data unexpectedly not
occurred, wherein the scheduled action comprises at
least one of scheduling of a tratlic light and scheduling
of a railroad crossing light; and

[0160] a ninth series of events indicating that a field of
view of the at least one vehicle sensor 1s obfuscated.

[0161] Clause 4. The system of Clause 1, wherein deter-
mining whether the series of events corresponds to the
malicious event comprises:

[0162] comparing the series of events with the normalcy
mode;
[0163] determining whether above a threshold number

of events from the series of events correspond to any of
the expected events; and

[0164] 1n response to determining that the series of
events does not correspond to any of the expected
events, determining that the series of events corre-
sponds to the malicious event.

[0165] Clause 5. The system of Clause 1, wherein the
processor 1s further configured to:

[0166] assign a confidence score to the series of events,
wherein the confidence score indicates a probability of
the series of events corresponding to the malicious
cvent,

[0167] determine whether the confidence score 1s above
a threshold score; and

[0168] 1n response to determining that the confidence
score 1s above the threshold score, escalate the series of
events to be addressed.

[0169] Clause 6. The system of Clause 5, wherein the
processor 1s further configured to 1n response to determining
that the confidence score 1s below the threshold score,
update the normalcy mode to include the series of events
indicating that the series of events does not correspond to the
malicious event.

10170}

[0171] the system further comprises a surveillance sen-
sor associated with the AV such that the surveillance
sensor 1s hidden from sight;

[0172] the surveillance sensor 1s configured to be acti-
vated upon detecting the series of events;

[0173] and the surveillance sensor 1s further configured
to record the series of events.

10174]

[0175] detecting, from sensor data received from at
least one vehicle sensor associated with an autonomous
vehicle (AV), a series of events within a threshold

period of time, wherein:

[0176] the series of events taken in the aggregate
within the threshold period of time deviates from a
normalcy mode;

[0177] the normalcy mode comprises events that are
expected to be encountered by the AV;

[0178] a number of events in the series of events 1s
above a threshold number:

[0179] determining whether the series of events corre-
sponds to a malicious event; and

Clause 7. The system of Clause 1, wherein:

Clause 8. A method, comprising;:
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[0180] 1n response to determining that the series of
events corresponds to the malicious event, escalating
the series of events to be addressed, wherein:

[0181] escalating the series of events comprises per-
forming at least one countermeasure to address the
series of events; and

[0182] the at least one countermeasure comprises
establishing a communication path between the AV
and an operator such that the operator 1s able to
converse with accomplices causing the series of
events.

[0183] Clause 9. The method of Clause 8, wherein deter-
miming whether the series of events corresponds to the
malicious event comprises:

[0184] comparing each event from the series of events
with the normalcy mode;

[0185] determining whether each event from the series
of events corresponds to the normalcy mode; and

[0186] 1n response to determining that each event from
the series of events does not correspond to the nor-

malcy mode, determiming that the series of events
corresponds to the malicious event.

[0187] Clause 10. The method of Clause 8, wherein deter-
miming whether the series of events corresponds to the
malicious event comprises:

[0188] comparing a threshold number of events from
the series of events with the normalcy mode, wherein
the threshold number of events 1s a subset of the series
of events;

[0189] determining whether the threshold number of
cvents from the series of events in the aggregate
corresponds to the normalcy mode; and

[0190] 1n response to determining that the threshold
number of events from the series of events in the
aggregate corresponds to the normalcy mode, deter-
mining that the series of events corresponds to the
malicious event.

[0191] Cllause 11. The method of Clause 8, wherein the

communication path comprises one or more of audio and
visual communications.

[0192] Clause 12. The method of Clause 8, wherein esca-
lating the series of events comprises sending a notifying
message to law enforcement 1indicating that the AV 1s being
tampered with at a particular location where the series of
events 1s detected.

[0193] Clause 13. The method of Clause 8, wherein the
threshold period of time 1s determined based at least in part
upon the number of events in the series of events such that
as the number of events 1n the series of events increases, the
threshold period of time 1ncreases.

[0194] Clause 14. The method of Clause 8, wherein esca-
lating the series of events comprises remotely activating a
horn of the AV discouraging accomplices causing the series
ol events.

[0195] Cllause 15. The method of Clause 14, further com-
prising in response to determiming that the series of events
does not correspond to the malicious event, updating the
normalcy mode to include the series of events.

[0196] Clause 16. A computer program comprising
executable 1nstructions stored 1n a non-transitory computer-
readable medium that when executed by one or more
processors causes the one or more processors to:
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[0197] detect, from sensor data received from at least
one vehicle sensor associated with an autonomous
vehicle (AV), a series of events within a threshold
period of time, wherein:

[0198] the series of events taken in the aggregate
within the threshold period of time deviates from a
normalcy mode;

[0199] the normalcy mode comprises events that are
expected to be encountered by the AV;

[0200] a number of events 1 the series of events 1s
above a threshold number;

[0201] determine whether the series of events corresponds
to a malicious event; and

[0202] 1n response to determining that the series of
events corresponds to the malicious event, escalate the
series of events to be addressed, wherein:

[0203] escalating the series of events comprises per-
forming at least one countermeasure to resolve the
series of events; and

[0204] the at least one countermeasure comprises
establishing a communication path between the AV
and an operator such that the operator 1s able to
converse with accomplices causing the series of
events.

[0205] Clause 17. The computer program of Clause 16,
wherein the events in the normalcy mode correspond to
events expected from at least one of:

[0206] moving objects comprising vehicles and pedes-
trians; and

[0207] static objects comprising road signs and traflic
lights.

[0208] Clause 18. The computer program of Clause 16,
wherein the at least one vehicle sensor comprises at least one
of a camera, Light Detection and Ranging (L1DAR) sensor,
motion sensor, and infrared sensor.

[0209] Clause 19. The computer program of Clause 16,
wherein the at least one vehicle sensor comprises a sensor
monitoring performance ol at least one of an engine, a
wheel, a tire, a transmission component, and an electrical
component of the AV,

[0210] Clause 20. The computer program of Clause 16,
wherein the AV 1s a tracker unit and 1s attached to a trailer.

1. A server, comprising:
a memory configured to store at least one of:

a series ol events experienced by an autonomous
vehicle, wherein the series of events occur within a
threshold period of time; and

information about a normalcy mode that comprises
events that are expected to be experienced by the
autonomous vehicle; and

a processor operably coupled to the memory, and config-
ured to:

receive the series of events from the autonomous
vehicle;

determine whether the series of events taken as aggre-
gate deviate from the normalcy mode; and

in response to determining that the series of events 1n
the aggregate deviate from the normalcy mode, per-
form at least one countermeasure action to address
the series of events.

2. The system of claim 1, wherein:

the series of events comprises at least one event that 1s not
within a field-of-view of at least one sensor coupled to
the autonomous vehicle; and
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the field-of-view of the at least one sensor corresponds to
a detection zone of the at least one sensor.

3. The system of claim 1, wherein to perform the at least
one countermeasure the processor 1s further configured to
establish a communication path between the autonomous
vehicle and an operator such that the operator 1s able to
converse, using the established communication path, with
entities that are causing the series of events.

4. The system of claim 1, wherein the processor 1s further
configured to generate the normalcy mode based on simu-
lating offline driving conditions for the autonomous vehicle
in various road environments, wherein the various road
environments comprise at least one of a first road environ-
ment where the autonomous vehicle 1s behind trathc, a
second road environment where the autonomous vehicle 1s
approaching a traflic light, or a third road environment
where a set of vehicles are driving along a road near the
autonomous vehicle.

5. The system of claim 1, wherein the series ol events
comprises one or more of:

a first series of events indicating that the autonomous
vehicle 1s forced to deviate from a predetermined
routing plan by one or more vehicles such that the
autonomous vehicle 1s forced to re-route or pullover;

a second series of events indicating that the autonomous
vehicle 1s forced to slow down by one or more vehicles
where other surrounding vehicles are not slowing
down;

a third series of events indicating that the autonomous
vehicle 1s forced to slow down as detected by moni-
toring a speed of an engine of the autonomous vehicle;

a fourth series of events imndicating one or more 1mpacts
with the autonomous vehicle by one or more vehicles
tampering with the autonomous vehicle;

a 1ifth series of events indicating unexpected driving
behaviors from one or more vehicles comprising invad-
ing a threshold distance from the autonomous vehicle;

a sixth series of events indicating a vehicle sensor located
on the autonomous vehicle 1s non-responsive as a result
ol an 1mpact;

a seventh series of events indicating that the autonomous
vehicle 1s forced to drive over an object on the road as
a result of unexpected driving behaviors of one or more
vehicles:

an eighth series of events indicating that a scheduled
action i1ndicated 1n a map data unexpectedly not
occurred, wherein the scheduled action comprises at
least one of scheduling of a trathic light and scheduling
of a railroad crossing light; and

a ninth series ol events indicating that a field of view of
the at least one vehicle sensor 1s obfuscated.

6. The system of claim 1, wherein determining that the
series of events 1n the aggregate deviate from the normalcy
mode 1s 1n response to:

comparing the series of events with the normalcy mode
information;

determining whether more than a threshold number of
events from the series of events correspond to any of
the expected events; and

in response to determining that the series of events does

not correspond to any of the expected events, deter-
mining that the series of events corresponds to a
malicious event.
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7. The system of claim 1, wherein determining that the
series of events 1n the aggregate deviate from the normalcy
mode 1s 1n response to confirming a determination made by
a second processor associated with the autonomous vehicle
that the series of events corresponds to a malicious event.

8. The system of claim 1, wherein:

the system further comprises a surveillance sensor asso-

ciated with the autonomous vehicle wherein the sur-
veillance sensor 1s hidden from sight;

the surveillance sensor 1s configured to be activated upon

detecting the series of events; and

the surveillance sensor 1s further configured to record the

series ol events.

9. The system of claim 1, wherein the processor 1s further
configured to:

determine that the series of events 1n the aggregate does

not deviate from the normalcy mode; and

in response to determining that the series of events does

not deviate from the normalcy mode, update the nor-
malcy mode to include the series of events indicating
that the series of events does not correspond to a
malicious event.

10. The system of claim 3, wherein the established
communication path supports at least one of a voice-based,
a message-based, or a visual-based communication.

11. The system of claim 3, wherein the established com-
munication path supports a two-way communication
between the autonomous vehicle and the operator.

12. The system of claim 1, wherein the at least one
countermeasure action comprises causing the autonomous
vehicle to activate a horn at the autonomous vehicle dis-
couraging accomplices causing the series of events.

13. The system of claim 1, wherein the at least one
countermeasure action comprises sending a notifying mes-
sage to law enforcement indicating that the autonomous
vehicle 1s being tampered with at a particular location where
the series of events 1s detected.

14. The system of claim 1, wherein the threshold period
of time 1s determined based at least 1n part upon the number
of events 1n the series of events such that as the number of
events 1n the series of events increases, the threshold period
ol time increases.

15. The system of claim 1, wherein the events in the
normalcy mode correspond to events expected from at least
one of:

moving objects comprising vehicles and pedestrians; or

static objects comprising road signs and traflic lights.

16. The system of claim 1, wherein the autonomous
vehicle comprises a tracker unit and 1s attached to a trailer.

17. A method, comprising;

recerving a series ol events experienced by an autono-

mous vehicle, wherein the series of events occur within
a threshold period of time;

storing the series of events 1n a memory;

determining whether the series of events taken as aggre-

gate deviate from a normalcy mode;

in response to determining that the series of events in the

aggregate deviate from the normalcy mode, performing,

at least one countermeasure action to address the series
of events.

18. The method of claim 17, wherein:

the series of events comprises at least one event that 1s not
within a field-of-view of at least one sensor coupled to
the autonomous vehicle; and
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the field-of-view of the at least one sensor corresponds to
a detection zone of the at least one sensor.

19. The method of claim 18, wherein performing the at
least one countermeasure comprises establishing a commu-
nication path between the autonomous vehicle and an opera-
tor such that the operator i1s able to converse, using the
established communication path, with entities that are caus-
ing the series of events.

20. The method of claim 18, wherein determining that the
series of events 1n the aggregate deviate from the normalcy
mode 1s 1n response to:

comparing the series of events with information about the

normalcy mode information about a normalcy mode,
the iformation about the normalcy mode comprising
cvents that are expected to be experienced by the
autonomous vehicle:

determining whether more than a threshold number of

events from the series of events correspond to any of
the expected events; and

in response to determining that the series of events does

not correspond to any of the expected events, deter-
mining that the series of events corresponds to a
malicious event.
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