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(57) ABSTRACT

A head-mountable device can include multiple microphones
for directional audio detection. The head-mountable device
can also 1nclude a speaker for audio output and/or a display
for visual output. The head-mountable device can be con-
figured to provide visual outputs based on audio inputs by
displaying an indicator on a display based on a location of
a source of a sound. The head-mountable device can be
configured to audio outputs based on audio inputs by modi-
tying an audio output of the speaker based on a detected
sound and a target characteristic. Such characteristics can be
based on a direction of a gaze of the user, as detected by an
€ye Sensor.
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AUDIO-BASED FEEDBACK FOR
HEAD-MOUNTABLE DEVICE

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application 1s a continuation of U.S. applica-
tion Ser. No. 16/935,052, entitled “AUDIO-BASED FEED-
BACK FOR HEAD-MOUNTABLE DEVICE,” filed Jul.
21, 2020, which claims the benefit of U.S. Provisional
Apphcatlon No. 62/889,473, entitled “AUDIO-BASED
FEEDBACK FOR HEAD- MOUNTABL <. DEVICE,” filed
Aug. 20, 2019, the entirety of which are incorporated herein
by reference.

T]

TECHNICAL FIELD

[0002] The present description relates generally to head-
mountable devices, and, more particularly, to audio-based
feedback for head-mountable devices.

BACKGROUND

[0003] A head-mountable device can be worn by a user to
display visual information within the field-of-view of the
user. The head-mountable device can be used as a virtual
reality (VR) system, an augmented reality (AR) system,
and/or a mixed reality (MR) system. A user may observe
outputs provided by the head-mountable device, such as
visual mformation provided on a display. The display can
optionally allow a user to observe an environment outside of
the head-mountable device. Other outputs provided by the
head-mountable device can include speaker output and/or
haptic feedback. A user may further interact with the head-
mountable device by providing 1inputs for processing by one
or more components of the head-mountable device. For
example, the user can provide tactile 1nputs, voice com-
mands, and other inputs while the device 1s mounted to the
user’s head.

BRIEF DESCRIPTION OF THE

[0004] Certain features of the subject technology are set
forth in the appended claims. However, for purpose of
explanation, several embodiments of the subject technology
are set forth 1n the following figures.

[0005] FIG. 1 illustrates a perspective view ol a head-
mountable device on a user, according to some embodiments
of the present disclosure.

[0006] FIG. 2 illustrates a block diagram of a head-
mountable device, 1n accordance with some embodiments of

the present disclosure.

[0007] FIG. 3 illustrates a top view ol a user wearing a
head-mountable device and a source of a sound within a
field-of-view of the user, according to some embodiments of
the present disclosure.

[0008] FIG. 4 illustrates a view of the head-mountable
device of FIG. 3 providing a visual output, according to
some embodiments of the present disclosure.

[0009] FIG. § illustrates a top view ol a user wearing a
head-mountable device and a source of a sound that 1s
outside a field-of-view of the user, according to some
embodiments of the present disclosure.

[0010] FIG. 6 illustrates a view of the head-mountable
device of FIG. 5 providing a visual output, according to
some embodiments of the present disclosure.

DRAWINGS

Oct. 26, 2023

[0011] FIG. 7 illustrates a method of operating a head-
mountable device to provide audio-based feedback with a
display of the head-mountable device, according to some
embodiments of the present disclosure.

[0012] FIG. 8 illustrates a method of operating a head-
mountable device to provide audio-based feedback with a
speaker of the head-mountable device, according to some
embodiments of the present disclosure.

[0013] FIG. 9 illustrates a method of operating a head-
mountable device to provide audio-based feedback with a
speaker of the head-mountable device, according to some
embodiments of the present disclosure.

DETAILED DESCRIPTION

[0014] The detailed description set forth below 1s intended
as a description of various configurations of the subject
technology and 1s not intended to represent the only con-
figurations 1n which the subject technology may be prac-
ticed. The appended drawings are incorporated herein and
constitute a part of the detailed description. The detailed
description includes specific details for the purpose of
providing a thorough understanding of the subject technol-
ogy. However, 1t will be clear and apparent to those skilled
in the art that the subject technology 1s not limited to the
specific details set forth herein and may be practiced without
these specific details. In some 1nstances, well-known struc-
tures and components are shown in block diagram form in
order to avoid obscuring the concepts of the subject tech-
nology.

[0015] Head-mountable devices, such as head-mountable
displays, headsets, visors, smartglasses, head-up display,
etc., can perform a range ol functions that are managed by
the components (e.g., sensors, circuitry, and other hardware)
included with the wearable device. A head-mountable device
can capture various types of inputs (e.g., visual, audio,
tactile, etc.) from an environment and/or the user. A head-
mountable device can also provide various types of outputs
(e.g., visual, audio, tactile, etc.) to a user and/or the envi-
ronment.

[0016] In particular, a head-mountable device can be pro-
vided with multiple microphones for capturing audio infor-
mation (e.g., sounds) from multiple sources that are located
in different directions with respect to the head-mountable
device. Multiple microphones distributed across the head-
mountable device can provide directional audio detection.
The head-mountable device can use the data collected by the
microphones to provide visual and/or audio outputs to the
user. For example, the detected audio mputs can be rendered
with visual outputs by providing indicators directing the user
to the source of the sound. This can allow the user to
correctly and readily 1dentity the location of the source, even
when the user 1s not readily able to hear the sound indepen-
dently of the head-mountable device. By further example,
the detected audio mputs can be rendered with audio outputs
that emphasize (e.g., amplily) certain sounds over others to
help the user distinguish between different sounds.

[0017] Systems of the present disclosure can include a
head-mountable device with multiple microphones. The
head-mountable device can also include a speaker for audio
output and/or a display for visual output. The head-mount-
able device can be configured to provide visual outputs
based on audio mnputs by displaying an indicator on a display
based on a location of a source of a sound. The head-
mountable device can be configured to audio outputs based
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on audio inputs by modifying an audio output of the speaker
based on a detected sound and a target characteristic. Such

characteristics can be based on a direction of a gaze of the
user, as detected by an eye sensor.

[0018] These and other embodiments are discussed below
with reference to FIGS. 1-9. However, those skilled in the art
will readily appreciate that the detailed description given
herein with respect to these Figures i1s for explanatory
purposes only and should not be construed as limiting.

[0019] According to some embodiments, for example as
shown 1n FIG. 1, a head-mountable device 100 includes a
frame 110 that 1s worn on a head of a user. The frame 110
can be positioned in front of the eyes of a user to provide
information within a field-of-view of the user. The frame 110
can provide nose pads or another feature to rest on a user’s
nose. The frame 110 can be supported on a user’s head with
the securement element 120. The securement element 120
can wrap or extend along opposing sides of a user’s head.
The securement element 120 can include earpieces for
wrapping around or otherwise engaging or resting on a
user’s ears. It will be appreciated that other configurations
can be applied for securing the head-mountable device 100
to a user’s head. For example, one or more bands, straps,
belts, caps, hats, or other components can be used 1n addition
to or 1n place of the illustrated components of the head-
mountable device 100. By further example, the securement
clement 120 can include multiple components to engage a
user’s head.

[0020] The frame 110 can provide structure around a
peripheral region thereof to support any 1internal components
of the frame 110 1n their assembled position. For example,
the frame 110 can enclose and support various internal
components (including for example integrated circuit chups,
processors, memory devices and other circuitry) to provide
computing and functional operations for the head-mountable
device 100, as discussed further herein. Any number of
components can be included within and/or on the frame 110
and/or the securement element 120.

[0021] The head-mountable device 100 can include mul-
tiple microphones 130 distributed on the frame 110 and/or
the securement element 120. The microphones 130 can be
spatially distributed evenly or unevenly. The microphones
130 can be positioned at various portions, such as on a front,
rear, left, right, top, and/or bottom side of the head-mount-
able device 100 (e.g., including the frame 110 and/or the
securement element 120). The microphones 130 can be
omnidirectional or directional. Detection of sound source
direction can be performed with one or more of a variety of
microphone types, as discussed further herein.

[0022] One or more of the microphones 130 can be or
include a directional microphone that 1s configured to be
most sensitive to sound in a particular direction. Such
directionality can be provided based on structural features of
the microphone 130 and/or surrounding structures. For
example, one or more of the microphones 130 can include
or be adjacent to a parabolic reflector that collects and
focuses sound waves from a particular direction onto a
transducer. Based on the known directionality relative to
other portions of the head-mountable device 100, sound
received by such a microphone 130 can be attributed to a
source 1 a particular direction with respect to the head-
mountable device 100. Different microphones 130 can be

Oct. 26, 2023
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oriented with different directionalities to provide an array of
coverage that captures sounds from a variety of (e.g., all)
directions.

[0023] An array of multiple microphones can be operated
to 1solate a sound source and reject ambient noise and
reverberation. For example, multiple microphones can be
operated to perform beamiorming by combining sounds
from two or more microphones to allow preferential capture
of sounds coming from certain directions. In a delay-and-
sum beamiormer, sounds from each microphone are delayed
relative to sounds from the other microphones, and the
delayed signals are added. The amount of delay determines
the beam angle (e.g., the angle 1n which the array preferen-
tially “listens”). When a sound arrives from this angle, the
sound signals from the multiple phones are added construc-
tively. The resulting sum 1s stronger, and the sound 1s
received relatively well. When a sound arrives from another
angle, the delayed signals from the various microphones add
destructively (e.g., with positive and negative parts of the
sound waves canceling out to some degree) and the sum 1s
not as loud as an equivalent sound arriving from the beam
angle. For example, 11 a sound arrives at a microphone on the
right before it enters a microphone on the left, then 1t can be
determined that the sound source 1s to the right of the
microphone array. During sound capturing, a controller
(e.g., processor) can “aim’ a capturing beam 1n a direction
of the sound source. Beamforming allows a microphone
array to simulate a directional microphone pointing toward
the sound source. The directivity of the microphone array
reduces the amount of captured ambient noises and rever-
berated sound as compared to a single microphone. This
may provide a clearer representation of a sound source. A
beamiorming microphone array may made up of distributed
omnidirectional microphones linked to a processor that
combines the several mputs mto an output with a coherent
form. Arrays may be formed using numbers of closely
spaced microphones. Given a fixed physical relationship 1n
space between the different individual microphone trans-
ducer array elements, simultaneous digital signal processor
(DSP) processing of the signals from each of the individual
microphones 1n the array can create one or more “virtual”
microphones.

[0024] The head-mountable device 100 can include one or
more speakers 212. Where multiple speakers are provided,
the speakers can be directed to each of a user’s ears to
provide stereo sound. Other speaker arrangements are con-
templated, including surround sound. Additionally or alter-
natively, the head-mountable device 100 can be operably
connected to speakers that are directed to, near, or 1n a user’s
ears.

[0025] The frame 110 can include and/or support a display
190 that provides visual output for viewing by a user
wearing the head-mountable device 100. For example, one
or more optical modules can each provide a display 190 that
1s positioned on an inner side of the frame 110. As used
herein, an 1nner side of a portion of a head-mountable device
1s a side that faces toward the user and/or away from the
external environment. For example, a pair of optical mod-
ules can be provided, where each optical module 1s movably
positioned to be within the field-of-view of each of a user’s
two eyes. Each optical module can be adjusted to align with
a corresponding eye of the user. For example, each optical
module can be moved along one or more axes until a center
of each optical module 1s aligned with a center of the
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corresponding eye. Accordingly, the distance between the
optical modules can be set based on an interpupillary
distance of the user.

[0026] The frame 110 can include and/or support one or
more cameras 150. The cameras 150 can be positioned on or
near an outer side of the frame 110 to capture images of
views external to the head-mountable device 100. As used
herein, an outer side of a portion of a head-mountable device
1s a side that faces away from the user and/or towards an
external environment. The captured images can be visually
output by the display 190 to the user and/or stored for any
other purpose. Accordingly, the display 190 1s able to
accurately reproduce, simulate, or augment a view based on
a view captured by the camera 150.

[0027] The display 190 and accompanying components
can transmit light from a physical environment (e.g., as
captured by the camera 150) for viewing by the user. Such
a display 190 and/or accompanying components can include
optical properties, such as lenses for vision correction based
on mncoming light from the physical environment. Addition-
ally or alternatively, a display 190 can provide information
within a field-of-view of the user. Such information can be
provided to the exclusion of a view of a physical environ-
ment or i addition to (e.g., overlaid with) a physical
environment.

[0028] A physical environment refers to a physical world
that people can sense and/or interact with without aid of
clectronic systems. Physical environments, such as a physi-
cal park, include physical articles, such as physical trees,
physical buildings, and physical people. People can directly
sense and/or interact with the physical environment, such as
through sight, touch, hearing, taste, and smell.

[0029] In contrast, a computer-generated reality (CGR)
environment refers to a wholly or partially simulated envi-
ronment that people sense and/or interact with via an elec-
tronic system. In CGR, a subset of a person’s physical
motions, or representations thereof, are tracked, and, in
response, one or more characteristics of one or more virtual
objects simulated 1n the CGR environment are adjusted in a
manner that comports with at least one law of physics. For
example, a CGR system may detect a person’s head turning
and, 1 response, adjust graphical content and an acoustic
field presented to the person 1n a manner similar to how such
views and sounds would change 1n a physical environment.
In some situations, (e.g., for accessibility reasons), adjust-
ments to characteristic(s) of virtual object(s) mn a CGR
environment may be made in response to representations of
physical motions (e.g., vocal commands).

[0030] A person may sense and/or interact with a CGR
object using any one of their senses, including sight, sound,
touch, taste, and smell. For example, a person may sense
and/or interact with audio objects that create 3D or spatial
audio environment that provides the perception of point
audio sources 1 3D space. In another example, audio
objects may enable audio transparency, which selectively
incorporates ambient sounds from the physical environment
with or without computer-generated audio. In some CGR
environments, a person may sense and/or interact only with
audio objects.

[0031] Examples of CGR include virtual reality and mixed
reality.

[0032] A wvirtual reality (VR) environment refers to a
simulated environment that 1s designed to be based entirely
on computer-generated sensory inputs for one or more
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senses. A VR environment comprises a plurality of virtual
objects with which a person may sense and/or 1nteract. For
example, computer-generated imagery of trees, buildings,
and avatars representing people are examples of virtual
objects. A person may sense and/or interact with virtual
objects 1n the VR environment through a simulation of the
person’s presence within the computer-generated environ-
ment, and/or through a simulation of a subset of the person’s
physical movements within the computer-generated envi-
ronment.

[0033] In contrastto a VR environment, which 1s designed
to be based entirely on computer-generated sensory inputs,
a mixed reality (MR) environment refers to a simulated
environment that 1s designed to incorporate sensory inputs
from the physical environment, or a representation thereof,
in addition to including computer-generated sensory inputs
(e.g., virtual objects). On a virtuality continuum, a mixed
reality environment 1s anywhere between, but not including,
a wholly physical environment at one end and virtual reality
environment at the other end.

[0034] In some MR environments, computer-generated
sensory inputs may respond to changes in sensory inputs
from the physical environment. Also, some electronic sys-
tems for presenting an MR environment may track location
and/or orientation with respect to the physical environment
to enable virtual objects to mteract with real objects (that 1s,
physical articles from the physical environment or repre-
sentations thereotf). For example, a system may account for
movements so that a virtual tree appears stationery with
respect to the physical ground.

[0035] Examples of mixed realities include augmented
reality and augmented virtuality.

[0036] An augmented reality (AR) environment refers to a
simulated environment 1n which one or more virtual objects
are superimposed over a physical environment, or a repre-
sentation thereof. For example, an electronic system for
presenting an AR environment may have a transparent or
translucent display through which a person may directly
view the physical environment. The system may be config-
ured to present virtual objects on the transparent or trans-
lucent display, so that a person, using the system, perceives
the virtual objects superimposed over the physical environ-
ment. Alternatively, a system may have an opaque display
and one or more 1maging sensors that capture images or
video of the physical environment, which are representa-
tions of the physical environment. The system composites
the 1mages or video with virtual objects, and presents the
composition on the opaque display. A person, using the
system, indirectly views the physical environment by way of
the 1mages or video of the physical environment, and
perceives the virtual objects superimposed over the physical
environment. As used herein, a video of the physical envi-
ronment shown on an opaque display 1s called “pass-through
video,” meaning a system uses one or more 1image sensor(s)
to capture 1mages of the physical environment, and uses
those 1mages in presenting the AR environment on the
opaque display. Further alternatively, a system may have a
projection system that projects virtual objects mto the physi-
cal environment, for example, as a hologram or on a physical
surface, so that a person, using the system, perceives the
virtual objects superimposed over the physical environment.

[0037] An augmented reality environment also refers to a
simulated environment 1n which a representation of a physi-
cal environment 1s transformed by computer-generated sen-
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sory mnformation. For example, 1n providing pass-through
video, a system may transiorm one or more sensor 1mages
to 1impose a select perspective (e.g., viewpoint) diflerent
from the perspective captured by the imaging sensors. As
another example, a representation of a physical environment
may be transformed by graphically modifying (e.g., enlarg-
ing) portions thereot, such that the modified portion may be
representative but not photorealistic versions of the origi-
nally captured images. As a further example, a representa-
tion of a physical environment may be transformed by
graphically eliminating or obfuscating portions thereof.

[0038] An augmented virtuality (AV) environment refers
to a simulated environment 1n which a virtual or computer
generated environment incorporates one or more Sensory
inputs from the physical environment. The sensory inputs
may be representations of one or more characteristics of the
physical environment. For example, an AV park may have
virtual trees and virtual buildings, but people with faces
photorealistically reproduced from 1mages taken of physical
people. As another example, a virtual object may adopt a
shape or color of a physical article imaged by one or more
imaging sensors. As a further example, a virtual object may
adopt shadows consistent with the position of the sun in the
physical environment.

[0039] There are many different types of electronic sys-
tems that enable a person to sense and/or interact with
various CGR environments. Examples include head-mount-
able systems, projection-based systems, heads-up displays
(HUDs), vehicle windshields having integrated display
capability, windows having integrated display capability,
displays formed as lenses designed to be placed on a
person’s eyes (e.g., similar to contact lenses), headphones/
carphones, speaker arrays, input systems (e.g., wearable or
handheld controllers with or without haptic feedback),
smartphones, tablets, and desktop/laptop computers. A head-
mountable system may have one or more speaker(s) and an
integrated opaque display. Alternatively, a head-mountable
system may be configured to accept an external opaque
display (e.g., a smartphone). The head-mountable system
may incorporate one or more imaging sensors to capture
images or video of the physical environment, and/or one or
more microphones to capture audio of the physical environ-
ment. Rather than an opaque display, a head-mountable
system may have a transparent or translucent display. The
transparent or translucent display may have a medium
through which light representative of 1mages 1s directed to a
person’s eyes. The display may utilize digital light projec-
tion, OLEDs, LEDs, uLEDs, liquid crystal on silicon, laser
scanning light source, or any combination of these technolo-
gies. The medium may be an optical waveguide, a hologram
medium, an optical combiner, an optical reflector, or any
combination thereof. In one embodiment, the transparent or
translucent display may be configured to become opaque
selectively. Projection-based systems may employ retinal
projection technology that projects graphical images onto a
person’s retina. Projection systems also may be configured
to project virtual objects 1nto the physical environment, for
example, as a hologram or on a physical surface.

[0040] Referring now to FIG. 2, components of the head-
mountable device can be operably connected to provide the
performance described herein. FIG. 2 shows a simplified
block diagram of an 1llustrative head-mountable device 100
in accordance with one embodiment of the invention. It will
be appreciated that components described herein can be
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provided on either or both of a frame and/or a securement
clement of the head-mountable device 100.

[0041] As shown in FIG. 2, the head-mountable device
100 can include a controller 270 with one or more process-
ing units that include or are configured to access a memory
218 having instructions stored thereon. The instructions or
computer programs may be configured to perform one or
more of the operations or functions described with respect to
the head-mountable device 100. The controller 270 can be
implemented as any electronic device capable of processing,
receiving, or transmitting data or instructions. For example,
the controller 270 may include one or more of: a micropro-
cessor, a central processing unit (CPU), an application-
specific mtegrated circuit (ASIC), a digital signal processor
(DSP), or combinations of such devices. As described
herein, the term “processor’” 1s meant to encompass a single
processor or processing unit, multiple processors, multiple
processing units, or other suitably configured computing
clement or elements.

[0042] The memory 218 can store electronic data that can
be used by the head-mountable device 100. For example, the
memory 218 can store electrical data or content such as, for
example, audio and video files, documents and applications,
device settings and user preferences, timing and control
signals or data for the various modules, data structures or
databases, and so on. The memory 218 can be configured as
any type of memory. By way of example only, the memory
218 can be implemented as random access memory, read-
only memory, Flash memory, removable memory, or other
types of storage elements, or combinations of such devices.

[0043] The head-mountable device 100 can further
include a display 190 for displaying visual information for
a user. The display 190 can provide visual (e.g., image or
video) output. The display 190 can be or include an opaque,
transparent, and/or translucent display. The display 190 may
have a transparent or translucent medium through which
light representative of images 1s directed to a user’s eyes.
The display 190 may utilize digital light projection, OLEDs,
LEDs, uLLEDs, liquid crystal on silicon, laser scanning light
source, or any combination of these technologies. The
medium may be an optical waveguide, a hologram medium,
an optical combiner, an optical reflector, or any combination
thereof. In one embodiment, the transparent or translucent
display may be configured to become opaque selectively.
Projection-based systems may employ retinal projection
technology that projects graphical images onto a person’s
retina. Projection systems also may be configured to project
virtual objects 1nto the physical environment, for example,
as a hologram or on a physical surface. The head-mountable
device 100 can include an optical subassembly 214 config-
ured to help optically adjust and correctly project the image
based content being displayed by the display 190 for close
up viewing. The optical subassembly 214 can include one or
more lenses, mirrors, or other optical devices.

[0044] The head-mountable device 100 can include a
camera 150 for capturing a view of an environment external
to the head-mountable device 100. The camera 150 can
include an optical sensor, such as a photodiode or a photo-
diode array. Additionally or alternatively, the camera 150
can include one or more of various types of optical sensors
that are arranged 1n various configurations for detecting user
inputs described herein. The camera 150 may be configured
to capture an 1mage ol a scene or subject located within a
field-of-view of the camera 150. The image may be stored 1n
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a digital file in accordance with any one of a number of
digital formats. In some embodiments, the head-mountable
device 100 includes a camera, which includes an image
sensor formed from a charge-coupled device (CCD) and/or
a complementary metal-oxide-semiconductor (CMOS)
device, a photovoltaic cell, a photo resistive component, a
laser scanner, and the like. It will be recognized that a
camera can include other motion sensing devices.

[0045] The head-mountable device 100 can 1include one or
more sensors 140 (e.g., eye sensor) for tracking features of
the user wearing the head-mountable device 100. For
example, such sensors can perform facial feature detection,
facial movement detection, facial recognition, eye tracking,
user mood detection, user emotion detection, voice detec-
tion, etc. For example, an eye sensor can optically capture a
view of an eye (e.g., pupil) and determine a direction of a
gaze of the user. Such eye tracking may be used to determine
a location and/or direction of interest. Detection and/or
amplification of sound can then be focused 1f it 1s received
from sources at such a location and/or along such a direc-
tion.

[0046] Head-mountable device 100 can include a battery
220, which can charge and/or power components of the
head-mountable device 100. The battery 220 can also charge
and/or power components connected to the head-mountable
device 100, such as a portable electronic device 202, as
discussed further herein.

[0047] The head-mountable device 100 can include an

input/output component 226, which can include any suitable
component for connecting head-mountable device 100 to
other devices. Suitable components can include, {for
example, audio/video jacks, data connectors, or any addi-
tional or alternative input/output components. The mmput/
output component 226 can include buttons, keys, or another
teature that can act as a keyboard for operation by the user.
As such, the description herein relating to keyboards can
apply to keyboards, keys, and/or other input features inte-
grated on the head-mountable device 100. Such an mput/
output component 226 can be fixedly or removably attached
to a main body of the head-mountable device 100.

[0048] The head-mountable device 100 can include com-
munications circuitry 228 for communicating with one or
more servers or other devices using any suitable communi-
cations protocol. For example, communications circuitry
228 can support Wi-F1 (e.g., a 802.11 protocol), Ethernet,
Bluetooth, high frequency systems (e.g., 900 MHz, 2.4 GHz,
and 5.6 GHz communication systems), inirared, TCP/IP
(e.g., any of the protocols used 1n each of the TCP/IP layers),
HTTP, BitTorrent, F'TP, RTP, RTSP, SSH, any other com-
munications protocol, or any combination thereof. Commu-
nications circuitry 228 can also include an antenna for
transmitting and receiving electromagnetic signals.

[0049] The head-mountable device 100 can include the
microphones 230 as described herein. The microphone 230
can be operably connected to the processor 170 for detection
of sound levels and communication of detections for further
processing, as described further herein.

[0050] The head-mountable device 100 can include the

speakers 212 as described herein. The speakers 212 can be
operably connected to the processor 170 for control of
speaker output, including sound levels, as described further
herein.

[0051] The head-mountable device 100 can include one or
more other sensors. Such sensors can be configured to sense
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substantially any type of characteristic such as, but not
limited to, 1images, pressure, light, touch, force, temperature,
position, motion, and so on. For example, the sensor can be
a photodetector, a temperature sensor, a light or optical
sensor, an atmospheric pressure sensor, a humidity sensor, a
magnet, a gyroscope, an accelerometer, a chemical sensor,
an ozone sensor, a particulate count sensor, and so on. By
further example, the sensor can be a bio-sensor for tracking
biometric characteristics, such as health and activity metrics.
Other user sensors can perform facial feature detection,
facial movement detection, facial recognition, eye tracking,
user mood detection, user emotion detection, voice detec-
tion, etc.

[0052] The head-mountable device 100 can optionally
connect to a portable electronic device 202, which can
provide certain functions. For the sake of brevity, the por-
table electronic device 202 will not be described in detail in
FIG. 2. It should be appreciated, however, that the portable
clectronic device 202 may be embodied 1n a variety of forms
including a variety of features, all or some of which can be
utilized by the head-mountable device 100 (e.g., input/
output, controls, processing, battery, etc.). The portable
clectronic device 202 can provide a handheld form factor
(e.g., small portable electronic device which 1s light weight,
fits 1n a pocket, etc.). Although not limited to these,
examples include media players, phones (including smart
phones), PDAs, computers, and the like. The portable elec-
tronic device 202 may include a screen 213 for presenting
the graphical portion of the media to the user. The screen 213
can be utilized as the primary screen of the head-mountable

device 100.

[0053] The head-mountable device 100 can include a dock
206 operative to recerve the portable electronic device 202.
The dock 206 can include a connector (e.g., Lightning, USB,
FireWire, power, DVI, etc.), which can be plugged into a
complementary connector of the portable electronic device
202. The dock 206 may include features for helping to align
the connectors during engagement and for physically cou-
pling the portable electronic device 202 to the head-mount-
able device 100. For example, the dock 206 may define a
cavity for placement of the portable electronic device 202.
The dock 206 may also include retaining features for secur-
ing portable electronic device 202 within the cavity. The
connector on the dock 206 can function as a communication
interface between the portable electronic device 202 and the
head-mountable device 100.

[0054] Referring now to FIG. 3, a user can wear and/or
operate a head-mountable device that provides visual out-
puts based on audio mputs. As shown i FIG. 3, a user 10
can wear the head-mountable device 100, which provides a
field-of-view 90 and external environment. A source 20 of a
sound 30 can be located within the field-of-view 90. Other
sources of sounds can also be located within the field-of-
view 90 and/or outside the field-of-view 90. As each of the
sounds are recerved by the user, the head-mountable device
100 can provide visual outputs that guide the user’s attention
to particular sources of sound.

[0055] Referring now to FIG. 4, the display 190 of the
head-mountable device 100 can provide a view of the
external environment, including a source 20 of the sound.
One or more of the displayed items 1n the view of the display
190 can correspond to physical objects in an environment.
For example, a camera of the head-mountable device 100
can capture a view of the external environment. Based on the
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captured view, the display 190 can provide a display that
includes i1mages of the physical objects. Additionally or
alternatively, the display 190 can provide a display of virtual
objects that correspond to physical objects 1n the external
environment. For example, recognized objects can be ren-
dered as virtual objects having features (e.g., position,
orientation, color, size, etc.) that are based on detections of
the physical objects 1n the external environment. Addition-
ally or alternatively, the display 190 can provide a display of
virtual objects that do not correspond to physical objects 1n
the external environment. For example, other objects can be
rendered as virtual objects even when no corresponding
physical objects are present. Accordingly, it will be recog-
nized that the view can include a view of physical objects
and virtual objects.

[0056] As shown in FIG. 4, the display 190 can 1dentily a

source 20 of a detected sound as having a particular location
(e.g., direction of origin) with respect to the head-mountable
device 100. Such determinations can be performed by an
array ol microphones, as discussed herein. Upon determi-
nation of the location of the source 20, the corresponding
location on the display 190 can also be determined based on
a known spatial relationship between the microphones and
the display 190 of the head-mountable device 100. As
turther shown 1n FIG. 4, an indicator 300 can be visually
output by the display 190 to indicate the location of the
source 20. Such an output can help the user visually identily
the location of the source 20 even when the user 1s unable
to directly i1dentily the location-based on the user’s own
detection of the sound.

[0057] The indicator 300 can include an icon, symbol,
graphic, text, word, number, character, picture, or other
visible feature that can be displayed at, on, and/or near the
source 20 as displayed on the display 190. For example, the
indicator 300 can correspond to a known characteristic (e.g.,
identity, name, color, etc.) of the source 20. Additionally or
alternatively, the indicator 300 can include visual features
such as color, highlighting, glowing, outlines, shadows, or
other contrasting features that allow portions thereof to be
more distinctly visible when displayed along with the view
to the external environment and/or objects therein. The
indicator 300 can move across the display 190 as the user
moves the head-mountable device to change the field-oi-
view being captured and/or displayed. For example, the
indicator 300 can maintain 1ts position with respect to the
source 20 as the source 20 moves within the display 190 due
to the user’s movement.

[0058] Referring now to FIG. 5, a source 20 of a sound 30
can be located outside of the field-of-view 90 provided by
the head-mountable device 100. Other sources of sounds can
also be located within the field-of-view 90 and/or outside the
field-of-view 90. As each of the sounds are received by the
user, the head-mountable device 100 can provide visual
outputs that guide the user’s attention to particular sources
of sound, even when such sources are outside of the field-
of-view.

[0059] Referring now to FIG. 6, the display 190 of the
head-mountable device 100 can provide a view of the
external environment, even when the view does not include
the source of the sound. One or more of the displayed 1tems
in the view of the display 190 can correspond to physical
objects 1n an environment, as discussed herein. For example,
a camera of the head-mountable device 100 can capture a
view of the external environment.
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[0060] As shown in FIG. 6, the display 190 can 1dentify a
source of a detected sound as having a particular location
(e.g., direction of origin) with respect to the head-mountable
device 100. Such determinations can be performed by an
array ol microphones, as discussed herein. Upon determi-
nation of the location of the source 20, 1t can be further
determined that the location of the source i1s not within a
ficld-of-view provided by the display 190. Such a determi-
nation can be made based on a known spatial relationship
between the microphones and the display 190 of the head-
mountable device 100. As further shown in FIG. 6, the
indicator 300 can be visually output by the display 190 to
indicate the location of the source even when the source 1s
not displayed within the field-of-view of the display 190. As
such, the mdicator 300 can suggest to the user the direction
in which the user may change its position and/or orientation
to capture a view of the source. Such an output can help the
user visually 1dentity the location of the source even when
the user 1s unable to directly identify the location-based on
the user’s own detection of the sound.

[0061] The indicator 300 can include an icon, symbol,
graphic, text, word, number, character, picture, or other
visible feature that can be displayed at, on, and/or near the
portion of the display 190 that most closely corresponds to
the location of the source. By further example, the indicator
300 can correspond to a known characteristic (e.g., identity,
name, color, etc.) of the source. Additionally or alternatively,
the indicator 300 can include visual features such as color,
highlighting, glowing, outlines, shadows, or other contrast-
ing features that allow portions thereof to be more distinctly
visible when displayed along with the view to the external
environment and/or objects therein.

[0062] The indicator 300 can be provided at a portion of
the display 190 that 1s adjacent to an edge of the display 190.
The edge can be one that 1s closest to where the source
would be provided 11 the field of view were large enough to
include it. For example, the indicator 300 can be provided at
a portion of the display 190 that 1s along a pathway extend-
ing from a center of the display 190 and 1n a direction from
the center towards the source. By further example, the
indicator 300 can indicate a direction in which the user can
turn to bring the source within the field-of-view of the
display 190. The indicator 300 can updates its position on
the display 190 as the user moves the head-mountable
device, so that the indicator 300 provides updated sugges-
tions of the direction in which the user can turn to capture
the source within the field-of-view of the display 190.
Additionally, when the source 1s brought within the field-

of-view of the display 190, the indicator 300 can be provided
as shown in FIG. 4.

[0063] Referring now to FIG. 7, a method of operating a
head-mountable device 1s provided to achieve the results
described herein. The method 700 can be performed at least
in part by a head-mountable device to provide audio-based
teedback with a display of a head-mountable device. Addi-
tionally or alternatively, at least some steps can be per-
formed 1n part by another device operatively connected to
the head-mountable device. It will be understood that the
method 700 1llustrated in FIG. 7 1s merely an example, and
that a method can be performed with additional steps and/or
tewer steps than those 1llustrated 1in FIG. 7.

[0064] In operation 702, a head-mountable device detects
a sound with one or more microphones. In operation 704, the
location of the source of the sound 1s determined based on
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operation of the microphones. For example, the micro-
phones can be directional and/or an array of omnidirectional
microphones that provide an ability to detect the direction of
the source with respect to the head-mountable device.
Optionally, the source can be determined to be within or
outside a field-of-view of a display of the head-mountable
device. In operation 706, and indicator 1s displayed on a
display of the head-mountable device. Where the source 1s
within a field-of-view of the display of the head-mountable
device, the indicator can be provided on the display at or
near the source as output on the display. Where the source
1s outside of a field-of-view of the display of the head-
mountable device, the indicator can be provided on the
display as described herein (e.g., to indicate a direction 1n
which the user can turn to view the source).

[0065] Referring now to FIG. 8, a method of operating a
head-mountable device 1s provided to achieve the results
described herein. The method 800 can be performed at least
in part by a head-mountable device to provide audio-based
teedback with a speaker of a head-mountable device. Addi-
tionally or alternatively, at least some steps can be per-
formed 1n part by another device operatively connected to
the head-mountable device. It will be understood that the
method 800 illustrated in FIG. 8 1s merely an example, and
that a method can be performed with additional steps and/or
tewer steps than those illustrated 1in FIG. 8.

[0066] In operation 802, a head-mountable device deter-
mines a target characteristic of a sound to be detected. The
target characteristic can be based on a user mput. For
example, the target characteristic can be selected (e.g., from
a menu) and/or input by a user. The target characteristic can
be based on a user mput 1n which the user selects a
previously recorded sound to form the basis for analysis of
subsequently detected sounds. The target characteristic can
be a frequency, volume (e.g., amplitude), location, type of
source, and/or range of one or more of the above. For
example, a sound of a particular type can be targeted, so that
the audio output of the head-mountable device 1s focused on
sounds having such a target characteristic.

[0067] In operation 804, the head-mountable device
detects a sound with one or more microphones.

[0068] In operation 806, the head-mountable device modi-
fies audio output of a speaker thereof based on the target
characteristic. For example, the head-mountable device can
compare the detected sound with the target characteristic to
determine whether the detected sound has the target char-
acteristic. If the detected sound 1s determined to have the
target characteristic, 1t can be amplified as an output of the
speakers. For example, the audio output of the speakers can
be controlled to amplify audio mput that corresponds to the
sounds that have the target characteristic. By further
example, audio mput received by microphones that are
directed to the qualitying sound (e.g., having the target
characteristic) can be amplified (e.g., volume increased) and
audio mput recerved by microphones that are not directed to
the qualifying sound (e.g., lacking the target characteristic)
can be reduced (e.g., volume decreased).

[0069] The modified audio output can allow a user to
focus on audio that satisfies the target characteristic, there-
tore allowing the user to filter out audio that does not satisty
the target characteristic. Accordingly, the burden on the user
to separate multiple sounds 1s reduced by focusing on
sounds of interest.
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[0070] Referring now to FIG. 9, a method of operating a
head-mountable device 1s provided to achieve the results
described herein. The method 900 can be performed at least
in part by a head-mountable device to provide audio-based
teedback with a speaker of a head-mountable device. Addi-
tionally or alternatively, at least some steps can be per-
formed 1n part by another device operatively connected to
the head-mountable device. It will be understood that the
method 900 illustrated 1n FIG. 9 1s merely an example, and
that a method can be performed with additional steps and/or
tewer steps than those 1illustrated 1n FIG. 9.

[0071] In operation 902, a head-mountable device deter-
mines a gaze of the user. For example, and eye sensor can
be operated to determine the direction 1in which the user’s
eye (e.g., pupil) 1s directed. Such a gaze direction can be
understood to indicate the direction of the user’s interest,
and therefore the locations from which the user desires to
hear sounds.

[0072] In operation 904, the head-mountable device
detects a sound with one or more microphones.

[0073] Inoperation 906, the head-mountable device modi-
fies audio output of a speaker thereof based on the direction
of the user’s gaze. For example, the head-mountable device
can compare the detected sound with the direction of the
user’s gaze to determine whether the detected sound 1s from
a source that 1s along the direction of the user’s gaze. If the
detected sound 1s determined to be along the direction of the
user’s gaze, 1t can be amplified as an output of the speakers.
For example, the audio output of the speakers can be
controlled to amplify audio iput that corresponds to the
sounds that are along the direction of the user’s gaze. By
further example, audio 1nput received by microphones that
are directed 1n the qualifying direction (e.g., the direction of
the user’s gaze) can be amplified (e.g., volume increased)
and audio input recerved by microphones that are not
directed to the qualifying direction (e.g., other than in the
direction of the user’s gaze) can be reduced (e.g., volume
decreased).

[0074] The modified audio output can allow a user to
indicate the desired audio focus by merely directing the gaze
of the eye 1n the desired direction. Other sounds can be
filtered out. Accordingly, the burden on the user to separate
multiple sounds 1s reduced by naturally focusing on sources
ol interest with eye gaze.

[0075] Accordingly, embodiments of the present disclo-
sure provide a head-mountable device with multiple micro-
phones for directional audio detection. The head-mountable
device can also include a speaker for audio output and/or a
display for visual output. The head-mountable device can be
configured to provide visual outputs based on audio nputs
by displaying an indicator on a display based on a location
ol a source of a sound. The head-mountable device can be
configured to audio outputs based on audio mputs by modi-
tying an audio output of the speaker based on a detected
sound and a target characteristic. Such characteristics can be
based on a direction of a gaze of the user, as detected by an
€ye Sensor.

[0076] Various examples of aspects of the disclosure are
described below as clauses for convenience. These are
provided as examples, and do not limit the subject technol-
0gy.

[0077] Clause A: a head-mountable device comprising:
multiple microphones; a display; a controller configured to
perform the operations of: detecting a sound with the
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microphones; determining a location of a source of the
sound with respect to the head-mountable device; and dis-
playing an indicator on the display based on the location of
the source.

[0078] Clause B: a head-mountable device comprising:
multiple microphones; a speaker; a controller configured to
perform the operations of: determining a target characteris-
tic; detecting a sound with the microphones; comparing the
sound to the target characteristic; and modifying an audio
output of the speaker based on the sound and the target
characteristic.

[0079] Clause C: a head-mountable device comprising:
multiple microphones; a speaker; an eye sensor; a controller
configured to: determining a direction of a gaze of a user
based on the eye sensor; detecting a sound with the micro-
phones; and moditying an audio output of the speaker based
on the sound and the direction of the gaze.

[0080] One or more of the above clauses can include one
or more of the features described below. It 1s noted that any
of the following clauses may be combined 1n any combina-
tion with each other, and placed into a respective indepen-
dent clause, e.g., clause A, B, or C.

[0081] Clause 1: the location of the source 1s within a
field-of-view provided by the display and the indicator is
displayed at a portion of the display that corresponds to the
location of the source.

[0082] Clause 2: the location of the source 1s outside a
field-of-view of the display and the indicator 1s displayed at
an edge of the display that corresponds to a direction of the
location of the source relative to a center of the display.
[0083] Clause 3: determining the location of the source of
the sound with respect to the head-mountable device com-
prises determining which one of the microphones 1s most
closely directed toward the location of the source.

[0084] Clause 4: the controller 1s further configured to
perform the operation of determining a target characteristic;
and determining the location of the source of the sound with
respect to the head-mountable device 1s based on the sound
and the target characteristic.

[0085] Clause 5: the target characteristic 1s based on a user
input that identifies the sound.

[0086] Clause 6: the indicator 1s based on a characteristic
of the source of the sound.

[0087] Clause 7: a camera, wherein the display 1s config-
ured to display a view captured by the camera.

[0088] Clause 8: modifying the audio output of the
speaker comprises mncreasing a volume of the audio output
that 1s based on audio mput from one of the microphones
that 1s directed toward a location of a source of the sound.
[0089] Clause 9: the speaker 1s one of multiple speakers;
and modifying the audio output comprises increasing a
volume of one of the speakers that corresponds to a direction
that 1s toward a location of a source of the sound.

[0090] Clause 10: the target characteristic 1s based on a
frequency of the sound.

[0091] Clause 11: the target characteristic 1s based on a
user mput that identifies the sound.

[0092] Clause 12: the target characteristic 1s based on
facial recognition of an individual.

[0093] Clause 13: determining the direction of the gaze of
the user comprises optically capturing a view of an eye of
the user with the eye sensor;

[0094] Clause 14: moditying the audio output of the
speaker comprises increasing a volume of the audio output
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that 1s based on audio mput from one of the microphones
that 1s directed toward the direction of the gaze.

[0095] Clause 15: the controller 1s further configured to
determine that one of the microphones 1s more closely
directed toward the direction of the gaze than others of the
microphones; and

[0096] Clause 16: moditying the audio output of the
speaker comprises: mcreasing a volume of the audio output
that 1s based on audio mput from the one of the micro-
phones; and decreasing a volume of the audio output that 1s
based on audio mput from the others of the microphones.

[0097] Clause 17: a camera; and a display configured to
display a view captured by the camera, wherein the direction
of the gaze of the user extends through the display.

[0098] As described above, one aspect of the present
technology may include the gathering and use of data
available from various sources. The present disclosure con-
templates that in some instances, this gathered data may
include personal information data that uniquely 1dentifies or
can be used to contact or locate a specific person. Such
personal information data can include demographic data,
location-based data, telephone numbers, email addresses,
twitter ID’s, home addresses, data or records relating to a
user’s health or level of fitness (e.g., vital signs measure-
ments, medication information, exercise mnformation), date
of birth, or any other 1dentifying or personal information.

[0099] The present disclosure recognizes that the use of
such personal information data, in the present technology,
can be used to the benefit of users. For instance, health and
fitness data may be used to provide insights 1into a user’s
general wellness, or may be used as positive feedback to
individuals using technology to pursue wellness goals.

[0100] The present disclosure contemplates that the enti-
ties responsible for the collection, analysis, disclosure, trans-
fer, storage, or other use of such personal information data
will comply with well-established privacy policies and/or
privacy practices. In particular, such entities should imple-
ment and consistently use privacy policies and practices that
are generally recognized as meeting or exceeding industry or
governmental requirements for maintaining personal infor-
mation data private and secure. Such policies should be
casily accessible by users, and should be updated as the
collection and/or use of data changes. Personal information
from users should be collected for legitimate and reasonable
uses of the entity and not shared or sold outside of those
legitimate uses. Further, such collection/sharing should
occur after receiving the imformed consent of the users.
Additionally, such entities should consider taking any
needed steps for safeguarding and securing access to such
personal information data and ensuring that others with
access to the personal information data adhere to their
privacy policies and procedures. Further, such entities can
subject themselves to evaluation by third parties to certily
theirr adherence to widely accepted privacy policies and
practices. In addition, policies and practices should be
adapted for the particular types of personal information data
being collected and/or accessed and adapted to applicable
laws and standards, including jurisdiction-specific consid-
erations. For instance, 1n the US, collection of or access to
certain health data may be governed by federal and/or state
laws, such as the Health Insurance Portability and Account-
ability Act (HIPAA); whereas health data 1n other countries
may be subject to other regulations and policies and should
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be handled accordingly. Hence diflerent privacy practices
should be maintained for different personal data types 1n
cach country.

[0101] Despite the foregoing, the present disclosure also
contemplates embodiments 1n which users selectively block
the use of, or access to, personal mnformation data. That 1s,
the present disclosure contemplates that hardware and/or
solftware elements can be provided to prevent or block
access to such personal information data. For example, 1n
the case of advertisement delivery services, the present
technology can be configured to allow users to select to “opt
in” or “opt out” of participation in the collection of personal
information data during registration for services or anytime
thereafter. In another example, users can select not to
provide mood-associated data for targeted content delivery
services. In yet another example, users can select to limit the
length of time mood-associated data 1s maintained or
entirely prohibit the development of a baseline mood profile.
In addition to providing “opt 1n” and “opt out” options, the
present disclosure contemplates providing notifications
relating to the access or use of personal information. For
instance, a user may be notified upon downloading an app
that their personal mformation data will be accessed and
then reminded again just before personal information data 1s
accessed by the app.

[0102] Moreover, it 1s the intent of the present disclosure
that personal information data should be managed and
handled 1n a way to minimize risks of unintentional or
unauthorized access or use. Risk can be minimized by
limiting the collection of data and deleting data once 1t 1s no
longer needed. In addition, and when applicable, including
in certain health related applications, data de-identification
can be used to protect a user’s privacy. De-1dentification
may be facilitated, when appropriate, by removing specific
identifiers (e.g., date of birth, etc.), controlling the amount or
specificity of data stored (e.g., collecting location data a city
level rather than at an address level), controlling how data 1s
stored (e.g., aggregating data across users), and/or other
methods.

[0103] Theretfore, although the present disclosure broadly
covers use of personal information data to implement one or
more various disclosed embodiments, the present disclosure
also contemplates that the various embodiments can also be
implemented without the need for accessing such personal
information data. That 1s, the various embodiments of the
present technology are not rendered inoperable due to the
lack of all or a portion of such personal information data. For
example, content can be selected and delivered to users by
inferring preferences based on non-personal information
data or a bare minimum amount of personal information,
such as the content being requested by the device associated
with a user, other non-personal information available to the
content delivery services, or publicly available information.

[0104] A reference to an element 1n the singular 1s not
intended to mean one and only one unless specifically so
stated, but rather one or more. For example, “a” module may
refer to one or more modules. An element proceeded by “a,”
“an,” “the,” or “said” does not, without further constraints,
preclude the existence of additional same elements.

[0105] Headings and subheadings, if any, are used for
convenience only and do not limit the invention. The word
exemplary 1s used to mean serving as an example or 1llus-
tration. To the extent that the term include, have, or the like
1s used, such term 1s intended to be inclusive in a manner
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similar to the term comprise as comprise 1s interpreted when
employed as a transitional word in a claim. Relational terms
such as first and second and the like may be used to
distinguish one entity or action from another without nec-
essarily requiring or implying any actual such relationship or
order between such entities or actions.

[0106] Phrases such as an aspect, the aspect, another
aspect, some aspects, one or more aspects, an implementa-
tion, the implementation, another implementation, some
implementations, one or more implementations, an embodi-
ment, the embodiment, another embodiment, some embodi-
ments, one or more embodiments, a configuration, the
confliguration, another configuration, some configurations,
one or more configurations, the subject technology, the
disclosure, the present disclosure, other variations thereof
and alike are for convenience and do not imply that a
disclosure relating to such phrase(s) 1s essential to the
subject technology or that such disclosure applies to all
configurations of the subject technology. A disclosure relat-
ing to such phrase(s) may apply to all configurations, or one
or more configurations. A disclosure relating to such phrase
(s) may provide one or more examples. A phrase such as an
aspect or some aspects may refer to one or more aspects and
vice versa, and this applies similarly to other foregoing
phrases.

[0107] A phrase “at least one of” preceding a series of
items, with the terms “and” or “or” to separate any of the
items, modifies the list as a whole, rather than each member
of the list. The phrase “at least one of” does not require
selection of at least one item; rather, the phrase allows a
meaning that includes at least one of any one of the items,
and/or at least one of any combination of the 1tems, and/or
at least one of each of the items. By way of example, each
of the phrases “at least one of A, B, and C” or *“at least one
of A, B, or C” refers to only A, only B, or only C; any
combination of A, B, and C; and/or at least one of each of
A, B, and C.

[0108] It 1s understood that the specific order or hierarchy
ol steps, operations, or processes disclosed 1s an illustration
of exemplary approaches. Unless explicitly stated otherwise,
it 15 understood that the specific order or hierarchy of steps,
operations, or processes may be performed 1n different order.
Some of the steps, operations, or processes may be per-
formed simultaneously. The accompanying method claims,
il any, present elements of the various steps, operations or
processes 1n a sample order, and are not meant to be limited
to the specific order or hierarchy presented. These may be
performed 1n serial, linearly, 1n parallel or 1n different order.
It should be understood that the described instructions,
operations, and systems can generally be integrated together
in a single software/hardware product or packaged into
multiple software/hardware products.

[0109] In one aspect, a term coupled or the like may refer
to being directly coupled. In another aspect, a term coupled
or the like may refer to being indirectly coupled.

[0110] ‘Terms such as top, bottom, front, rear, side, hori-
zontal, vertical, and the like refer to an arbitrary frame of
reference, rather than to the ordinary gravitational frame of
reference. Thus, such a term may extend upwardly, down-
wardly, diagonally, or horizontally 1n a gravitational frame
ol reference.

[0111] The disclosure 1s provided to enable any person
skilled 1n the art to practice the various aspects described
herein. In some instances, well-known structures and com-
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ponents are shown in block diagram form 1n order to avoid
obscuring the concepts of the subject technology. The dis-
closure provides various examples of the subject technology,
and the subject technology 1s not limited to these examples.
Various modifications to these aspects will be readily appar-
ent to those skilled 1n the art, and the principles described
herein may be applied to other aspects.

[0112] All structural and functional equivalents to the
clements of the various aspects described throughout the
disclosure that are known or later come to be known to those
of ordinary skill 1n the art are expressly imcorporated herein
by reference and are intended to be encompassed by the
claims. Moreover, nothing disclosed herein 1s intended to be
dedicated to the public regardless of whether such disclosure
1s explicitly recited 1n the claims. No claim element is to be
construed under the provisions of 35 U.S.C. § 112, sixth
paragraph, unless the element 1s expressly recited using the
phrase “means for” or, in the case of a method claim, the
clement 1s recited using the phrase “step for”.

[0113] The title, background, brief description of the
drawings, abstract, and drawings are hereby incorporated
into the disclosure and are provided as illustrative examples
of the disclosure, not as restrictive descriptions. It 1s sub-
mitted with the understanding that they will not be used to
limit the scope or meaning of the claims. In addition, in the
detailed description, 1t can be seen that the description
provides 1llustrative examples and the various features are
grouped together 1n various implementations for the purpose
of streamliming the disclosure. The method of disclosure 1s
not to be iterpreted as retlecting an intention that the
claimed subject matter requires more features than are
expressly recited in each claim. Rather, as the claims retflect,
inventive subject matter lies 1 less than all features of a
single disclosed configuration or operation. The claims are
hereby incorporated into the detailed description, with each

claim standing on 1ts own as a separately claimed subject
matter.

[0114] The claims are not intended to be lmmited to the
aspects described herein, but are to be accorded the full
scope consistent with the language of the claims and to
encompass all legal equivalents. Notwithstanding, none of
the claims are intended to embrace subject matter that fails

to satisly the requirements of the applicable patent law, nor
should they be interpreted in such a way.

What 1s claimed 1s:

1. A head-mountable device comprising:

multiple microphones configured to detect a sound and a

location of an object producing the sound;

an eye sensor configured to detect a direction of an eye

gaze;

a speaker configured to provide an audio output; and

a controller configured to perform operations comprising:

determining whether the location of the object 1s 1n the
direction of the eye gaze; and

when the location of the object 1s in the direction of the
eye gaze, amplifying the sound with the audio output
of the speaker.

2. The head-mountable device of claim 1, wherein the
controller 1s further configured to, when the location of the
object 1s not 1n the direction of the eye gaze, reduce a volume
of the sound with the audio output of the speaker.

3. The head-mountable device of claim 1, wherein the
multiple microphones are further configured to detect an
additional sound, wherein the controller 1s further config-
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ured to, when a location of a source of the additional sound
1s not in the direction of the eye gaze, filter the additional
sound.

4. The head-mountable device of claim 1, further com-
prising;:

a camera configured to capture an 1image; and

a display configured to output a view based on the image

captured by the camera, wherein the object 1s a physical
object captured within the 1image.

5. The head-mountable device of claim 1, wherein the
multiple microphones are configured to detect the location
of the object by determining which one of the microphones
1s most closely directed toward the object.

6. A head-mountable device comprising:
a display configured to output a view including an object;

an eye sensor configured to detect a direction of an eye
gaze with respect to the view;

a speaker; and
a controller configured to perform operations comprising:

determining whether the object 1n the view 1s 1n the
direction of the eye gaze; and

when the object 1s 1n the direction of the eye gaze,
providing an audio output, with the speaker, corre-
sponding to the object.

7. The head-mountable device of claim 6, further com-
prising a camera configured to capture an 1image, the display
1s further configured to output the view based on the image
captured by the camera, and the object 1s a physical object
captured within the 1mage.

8. The head-mountable device of claim 6, further com-
prising multiple microphones configured to detect a sound
produced by the object and a location of the object, wherein
providing the audio output corresponding to the object
comprises amplitying the sound produced by the object.

9. The head-mountable device of claam 8, wherein the
multiple microphones are configured to detect the location
of the object by determining which one of the microphones
1s most closely directed toward the object.

10. The head-mountable device of claim 8, wherein the
controller 1s further configured to, when the location of the
object 1s not 1n the direction of the eye gaze, reduce a volume
of the sound with the audio output of the speaker.

11. The head-mountable device of claim 8, wherein the
multiple microphones are further configured to detect an
additional sound, wherein the controller 1s further config-
ured to, when a location of a source of the additional sound
1s not 1n the direction of the eye gaze, filter the additional
sound.

12. The head-mountable device of claim 6, wherein the
object 1s a virtual object.

13. A head-mountable device comprising:
a camera configured to capture an 1mage;

a display configured to output a view based on the image
captured by the camera;

an eye sensor configured to detect a direction of an eye
gaze;

a speaker; and

a controller configured to perform operations comprising:

outputting, with the display, an indicator corresponding
to an object;

determining whether the object 1s 1n the direction of the
eye gaze; and



US 2023/0341498 Al Oct. 26, 2023
11

when the object 1s on the display and 1n the direction of
the eye gaze, providing an audio output, with the
speaker, corresponding to the object.

14. The head-mountable device of claim 13, wherein the
object 1s a physical object captured within a field-of-view of
the camera.

15. The head-mountable device of claim 13, wherein,
when the object 1s within the view output by the display, the
indicator 1s displayed at a portion of the display correspond-
ing to the object.

16. The head-mountable device of claim 13, wherein,
when the object 1s located outside the view output by the
display, the indicator 1s displayed at an edge of the display
corresponding to a direction of a location of the object
relative to a center of the display.

17. The head-mountable device of claim 13, wherein the
indicator corresponds to a characteristic of the object.

18. The head-mountable device of claim 13, further
comprising multiple microphones configured to detect a
sound produced by the object and a location of the object,
wherein providing the audio output corresponding to the
object comprises amplifying the sound produced by the
object.

19. The head-mountable device of claim 18, wherein the
multiple microphones are configured to detect the location
of the object by determining which one of the microphones
1s most closely directed toward the object.

20. The head-mountable device of claim 13, wherein the
object 1s a virtual object.
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