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(57) ABSTRACT

Provided here are systems and method for two-way authen-
tication of a user. In an embodiment, the method may
include, 1n response to reception of an audio signal from a
user, determining, via a smart device and/or authentication
circuitry, whether a corresponding bone conduction signal 1s
received from one of one or more separate wearable devices.
The method may include, in response to determination that
the corresponding bone conduction signal 1s received: deter-
mining, via the smart device and/or authentication circuitry,
whether the audio signal and corresponding conduction
signal are consistent. The method may include, in response
to a determination that the audio signal and corresponding
conduction signal are consistent: verifying, via the smart
device, the audio signal; verifying, via the smart device, the
corresponding bone conduction signal; and, 1n response to
verification of the audio signal and the corresponding bone
conduction signal, authenticating a user.
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METHOD FOR MULTIFACTOR
AUTHENTICATION USING BONE
CONDUCTION AND AUDIO SIGNALS

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application 1s related to U.S. Provisional
Application No. 63/268,999, filed Mar. 8, 2022, titled “SY S-

TEMS AND APPARATUS FOR MULTIFACTOR
AUTHENTICATION USING BONE CONDUCTION
AND AUDIO SIGNALS,” U.S. Provisional Application No.
63/269,001, filed Mar. 8, 2022, titled “METHOD FOR
MULTIFACTOR AUTHENTICATION USING BONE
CONDUCTION AND AUDIO SIGNALS,” and U.S. Pro-
visional Application No. 63/380,229, filed Oct. 19, 2022,
titled “SYSTEMS AND METHODS FOR CONTINUOUS,
ACTIVE, AND NON-INTRUSIVE USER AUTHENTICA.-
TION,” the disclosures of which are incorporated herein by
reference 1n their entirety.

TECHNICAL FIELD

[0002] The disclosure relates to methods and systems for
using a bone conduction signal and an audio signal for
two-way or multifactor authentication of user. More specifi-
cally, the methods and systems use a bone conduction signal
from a wearable device and an audio signal from a smart
device to authenticate a user of the smart device.

BACKGROUND

[0003] Smart voice assistants or smart devices typically
include a vocal or audio based authentication process, 11 any
authentication at all. For example, a user may speak a
specific phrase or statement and the smart device may
recognize the user based on the unique audio characteristics
of the user’s vocals when speaking the specific phrase. Such
audio characteristics are usually determined during an
enrollment or mitialization period. However, a user’s sub-
mission during enrollment or 1nitialization may not match a
current attempt to authenticate due to diflerences 1n tone and
volume, thus resulting 1n a mismatch or denial of access to
the smart device. Further, a third party may spoof or copy a
user’s audio signal and utilize such a spootf or copy of the
audio signal to imitate the user, thus gaining access to,
potentially, sensitive and/or private user data or information.

SUMMARY

[0004] Accordingly, Applicants have recognized a need
for systems and methods to utilize two-factor or multifactor
authentication to enable user access to a smart device, the
two-factor or multifactor authentication including verifying,
a user via a bone conduction signal from a wearable device
and an audio signal obtained by the smart device. The
present disclosure 1s directed to embodiments of such sys-
tems and methods.

[0005] The present disclosure 1s generally directed to
systems and methods for utilizing two-factor or multifactor
authentication to enable user access to a smart device, the
two-factor or multifactor authentication including verifying,
a user via a bone conduction signal from a wearable device
and an audio signal obtained by the smart device. In such
embodiments, a smart device may request an 1nput from a
user prior to access to a portion of or all of the functionality
and/or data of the smart device. Prior to a request for such

Sep. 14, 2023

an 1nput, the smart device may prompt the user to mitialize
or enroll with the smart device. Such an enrollment or
initialization may include prompting a user to speak a
particular phrase or phrases using each ol one or more
wearable devices associated with the user. In other words,
the user may speak or submit a phrase for each wearable
device the user desires to utilize for subsequent verifications
and/or authentications. In such embodiments, the smart
device and/or an authentication circuitry may store the audio
signals, obtained from a microphone or other sensor of the
smart device, and bone conduction signals, obtained from
each of the one or more wearable devices. Further, an
identifier or tag may be stored alongside each submission or
entry, such an identifier or tag associated with one of the one
or more wearable devices. The identifier or tag may be a
device name obtained via data 1n a connection (for example,
Bluetooth, WiF1, or other signal communication standard)
between the wearable device and the smart device and/or
authentication circuitry. Further still, more than one user
may access a smart device. In such embodiments, different
users may be able to access different functionality and/or
data of the smart device. In such examples, when 1nitializing
or enrolling a user, a user identifier may be generated and
may be stored with associated wearable devices and level of
access. In an embodiment, functionality may include the
smart device, after determining consistency and verilying
the bone conduction signal and audio signal, utilizing natu-
ral language processing to interpret voice commands from
the user and, based on the interpretation, performing an
action or operation. The smart device may be configured to
provide the additional functionality of granting access to
virtual or physical locations and/or data, enabling a user to
purchase goods and/or utilize services (for example, play
music, view video of cameras connected to and/or proximate
the smart device, among other services and/or functions),
allowing a user to access a computing device or user profile,
among other functionality.

[0006] The smart device and/or authentication circuitry
may include one or more trained models. The smart device
and/or authentication circuitry may include a bone conduc-
tion verification model and an audio conduction verification
model. The bone conduction verification model may be
trained based on previous users’ bone conduction signals,
previous users’ enrollment or 1nitialization bone conduction
signals, and the outcome of previous verifications. Further,
when a user submits a bone conduction signal enrollment or
initialization, the bone conduction signal enrollment or
initialization may be utilized to refine, re-train, or further
train the bone conduction verification model. The audio
conduction verification model may be trained based on
previous users’ audio signals, previous users’ enrollment or
initialization audio signals, and the outcome of previous
verifications. Further, when a user submits an audio signal
enrollment or imitialization, the audio signal enrollment or
initialization may be utilized to refine, re-train, or further
train the audio conduction verification model.

[0007] As noted, prior to providing access to some or all
of the functionality of the smart device, the smart device
and/or authentication circuitry may request authentication
and/or verification. In response to such a prompt, the smart
device and/or authentication circuitry may wait until an
audio signal and/or bone conduction signal 1s received. Once
one signal (for example, the audio signal and/or bone
conduction signal) 1s recerved by the smart device and/or
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authentication circuitry, the smart device and/or authentica-
tion circuitry may wait for the other signal to be recerved
(for example, the bone conduction signal and/or the audio
signal, respectively). If the other signal 1s not received
within a pre-selected or specified time interval, the smart
device and/or authentication circuitry may deny the user
access to some or all functionality (for example, a user may
play a song, but not access private or sensitive data or
information relating to the user). Further, the smart device
and/or authentication circuitry may prompt the user to
resubmit a phrase or phrases for authentication or verifica-
tion for an amount of pre-determined or pre-selected times.

[0008] Once the smart device and/or authentication cir-
cuitry receives both signals (for example, the bone conduc-
tion signal and the audio signal), the smart device and/or
authentication circuitry may determine whether the bone
conduction signals and audio signals are consistent. In other
words, whether the bone conduction signals and audio
signals are based on the same phrase and/or from the same
user. Such a determination may include pre-processing each
signal (for example, delaying or aligning one of the signals
to match the other and/or reducing noise of the signals by
passing the signals through a Wiener filter or other audio or
signal filter, among other pre-processing steps), determining
a consistency score, and/or determinming whether the consis-
tency score 1s greater than or equal to a consistency thresh-
old. Such a consistency score may be based on similarities
between the audio signal and/or bone conduction signal. In
such embodiments, since the audio signal and bone conduc-
tion signal are from the same user, some aspects of each
signal should be consistent. After consistency 1s determined,
the audio signal may be verified and the bone conduction
signal may be verified. Such verifications may occur simul-
taneously, substantially simultaneously, and/or 1n sequence.
Once verified, the smart device and/or authentication cir-
cuitry may grant access to some or all functionality of the
smart device to the user.

[0009] In other embodiments, rather than a smart device
obtaining an audio signal to be utilized for two-factor or
multi-factor authentication of a user, a device may obtain an
identification signal via a sensor of the device. Such an
identification signal may include a signal generated by one
or more of a badge scan, an 1dentification card scan, a retinal
scan, a fingerprint scan, or other scan configured to obtain a
signal to be utilized for authentication. In such embodi-
ments, authentication of a user may include authenticating a
user based on the bone conduction signal and the identifi-
cation signal.

[0010] Accordingly, an embodiment of the disclosure is
directed to a method for two-way authentication of a user.
The method may include recerving a bone conduction signal
from a user via one or more wearable devices. The method
may include receiving an audio signal from the user via a
microphone separate from the one or more wearable devices,
the audio signal corresponding to the bone conduction
signal. The method may include determining a consistency
score for the audio signal and corresponding bone conduc-
tion signal. The method may include, 1n response to the
consistency score being greater than or equal to a consis-
tency threshold, verifying, using an audio conduction model
(AC model), that the audio signal 1s associated with a
particular user. The method may include veritying, using a
bone conduction model (BC model), that the bone conduc-
tion signal 1s associated with the particular user. The method
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may include, 1n response to verification of the audio signal
and bone conduction signal, enabling, for the particular user,
access to a smart device.

[0011] In an embodiment, the determination of the con-
sistency score may include, (a) determining a marginal bone
conduction power distribution with respect to time; (b)
selecting a time range of interest based on an average of the
margin marginal bone conduction power distribution with
respect to time; (¢) determining a marginal audio conduction
and bone conduction power distribution with respect to
frequency; (d) selecting the top frequency index M from the
marginal bone conduction power distribution with respect to
frequency and the top frequency index N from the marginal
audio conduction power distribution with respect to fre-
quency; (e) determining a correlation matrix between the top
frequency index M and the top frequency index N; and (1)
generating, based on the correlation matrix, the consistency
score.

[0012] In an embodiment, the method may include, prior
to determining the consistency score, pre-processing the
bone conduction signal. The pre-processing of the bone
conduction signal may include passing the bone conduction
signal through (a) a low-pass filter to remove noise gener-
ated by human motion and (b) a Wiener filter to remove
noise. The method may include, prior to determining the
consistency score, passing the audio signal through a Wiener
filter to remove noise. The method may include, prior to
determination of a consistency score and verification,
prompting a user to submit an 1nitial or enrollment (a) bone
conduction signal and (b) audio signal. The AC model may
be trained using a plurality of responses prior to submission
of an 1mitial or enrollment audio signal. The AC model may
further be tramned using a submitted initial or enrollment
audio signal. The BC model may be a convolutional neural
network (CNN). The CNN may be trained using the initial
or enrollment bone conduction signal.

[0013] In an embodiment, the method may include, 1t one
or more of the audio signal or bone conduction signal are not
verified, preventing the particular user from accessing the
smart device. The method may include, prior to determining
the consistency score, delaying the earliest received of the
bone conduction signal and the audio signal to align the bone
conduction signal and the audio signal.

[0014] Another embodiment of the disclosure 1s directed
to a non-transitory machine-readable storage medium stor-
Ing processor-executable instructions that, when executed
by at least one processor. Such execution may cause the at
least one processor to receive a bone conduction signal from
a user via one or more wearable devices. The execution may
cause the at least one processor to receive an audio signal
from the user via a microphone separate from the one or
more wearable devices, the audio signal corresponding to
the bone conduction signal. The execution may cause the at
least one processor to determine a consistency score for the
audio signal and corresponding bone conduction signal. The
execution may cause the at least one processor to, 1n
response to the consistency score being greater than or equal
to a consistency threshold: (a) verily, using an audio con-
duction model (AC model), that the audio signal 1s associ-
ated with a particular user; (b) verily, using a bone conduc-
tion model (BC model), that the bone conduction signal 1s
associated with the particular user; and (¢) 1n response to
verification of the audio signal and bone conduction signal,
enable, for the particular user, access to a smart device.
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[0015] In an embodiment, the smart device may include
the microphone. The bone conduction signal may be
received via wireless communication. The consistency
threshold may be based on similarities between bone con-
duction signals and audio signals that indicate the bone
conduction signal and the audio signal are from the particu-
lar user.

[0016] Another embodiment of the disclosure 1s directed
to a method for two-way authentication of a user. The
method may include prompting a particular user to submit
initial or enrollment (a) audio signals and (b) bone conduc-
tion signals. The method may include updating an audio
conduction model (AC model) and a bone conduction model
(BC model) based on the received initial or enrollment (a)
audio signal and (b) bone conduction signals. The method
may 1nclude, after reception of the initial or enrollment (a)
audio signal and (b) bone conduction signals, recerving a
bone conduction signal from a user via one or more wearable
devices. The method may further include recerving an audio
signal from the user via a microphone separate from the one
or more wearable devices, the audio signal corresponding to
the bone conduction signal. The method may 1nclude deter-
mimng a consistency score for the audio signal and corre-
sponding bone conduction signal. The method may include,
in response to the consistency score being greater than or
equal to a consistency threshold, veritying, using the AC
model, that the audio signal 1s associated with a particular
user. The method may include vernifying, using the BC
model, that the bone conduction signal 1s associated with the
particular user. The method may include, 1n response to
verification of the audio signal and bone conduction signal,
enabling, for the particular user, access to a smart device.

[0017] In an embodiment the mitial or enrollment audio
signal may be received via the microphone. The microphone
may be included in the smart device. The mitial or enroll-
ment bone conduction signals may be received from one of
one or more wearable devices. The method may include
prompting the particular user to submit 1nitial or enrollment
(a) audio signals and (b) bone conduction signals for each of
the one or more wearable devices. The 1nitial or enrollment
(a) audio signals and (b) bone conduction signals may
include one or more specific phrases. The BC model may be
a convolutional neural network (CNN). The CNN may be
trained using the inmitial or enrollment bone conduction
signal to generate corresponding nitial embedded bone
conduction vectors. The method may include, prior to veri-
fication via the BC model, generating embedded bone con-
duction vectors using the bone conduction signals and the
initial embedded bone conduction vectors.

[0018] Still other aspects and advantages of these embodi-
ments and other embodiments, are discussed 1n detail herein.
Moreover, 1t 1s to be understood that both the foregoing
information and the following detailed description provide
merely 1llustrative examples of various aspects and embodi-
ments, and are intended to provide an overview or frame-
work for understanding the nature and character of the
claimed aspects and embodiments. Accordingly, these and
other objects, along with advantages and features herein
disclosed, will become apparent through reference to the
tollowing description and the accompanying drawings. Fur-
thermore, 1t 1s to be understood that the features of the
vartous embodiments described herein are not mutually
exclusive and may exist in various combinations and per-
mutations.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0019] These and other features, aspects, and advantages
of the disclosure will become better understood with regard
to the following descriptions, claims, and accompanying
drawings. It 1s to be noted, however, that the drawings
illustrate only several embodiments of the disclosure and,
therefore, are not to be considered limiting of the scope of
the disclosure.

[0020] FIG. 1A, FIG. 1B, FIG. 1C, FIG. 1D, FIG. 1E, and
FIG. 1F are block diagrams of systems to authenticate a user,
according to an embodiment of the present disclosure.

[0021] FIG. 2 1s a block diagram of a system to authen-

ticate a user, according to an embodiment of the present
disclosure.

[0022] FIG. 3A, FIG. 3B, and FIG. 3C are block diagrams
of systems to authenticate a user, according to an embodi-
ment of the present disclosure.

[0023] FIG. 4 1s a flow diagram of two-way user authen-
tication, according to an embodiment of the present disclo-
SUre

[0024] FIG. 5A, FIG. 3B, and FIG. 5C are flow diagrams
of two-way user authentication, according to an embodiment
of the present disclosure.

DETAILED DESCRIPTION

[0025] So that the manner i which the features and
advantages of the embodiments of the systems and methods
disclosed herein, as well as others that will become apparent,
may be understood in more detail, a more particular descrip-
tion of embodiments of systems and methods briefly sum-
marized above may be had by reference to the following
detailed description of embodiments thereof, 1n which one
or more are further illustrated 1n the appended drawings,
which form a part of this specification. It 1s to be noted,
however, that the drawings 1llustrate only various embodi-
ments of the systems and methods disclosed herein and are
therefore not to be considered limiting of the scope of the
systems and methods disclosed herein as 1t may include
other eflective embodiments as well.

[0026] The present disclosure 1s directed to systems and
methods for two-way authentication or multifactor authen-
tication for a user. Such authentication may occur be in
response to a user’s attempt to access a device or smart
device. Typically, a smart device or other device may utilize
audio or actual passwords or pins to authenticate a user.
However, a user’s speech may be spootfed or copied or a
user’s password determined or stolen, thus allowing a third
party to take control of a user’s account. To prevent such
issues, the systems and methods described herein may
utilize a two-factor or multifactor authentication. For
example, a user attempting to access functionality or data
associated with a particular device or smart device may be
prompted to submit a phrase or one or more phrases. The
data may include personal data, data associated with the
user, data stored on the smart device, data associated with
the smart device, and/or data stored in a specified location
accessible via the smart device. Functionality of the smart
device may include (for example, the smart device may be
configured to) the smart device accepting voice commands,
the smart device performing an action based on the recerved
voice commands, granting access to virtual or physical
locations and/or data, and/or enabling a user to purchase
goods and/or utilize services (for example, play music, view
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video of cameras connected to and/or proximate the smart
device, among other services and/or Tunctions), among other
functionality. In an example, the smart device may, after
determining consistency and veritying the bone conduction
signal and audio signal, utilize natural language processing
to interpret voice commands from the user and, based on the
interpretation, perform an action or operation. Further, to
ensure proper authentication, the user may submit such a
phrase or one or more phrases while wearing a wearable
device. While the smart device may include a microphone or
other sensor to obtain an audio signal or other 1dentification
signal from the user, the wearable device may be configured
to obtain a bone conduction signal from the user and
transmit the bone conduction signal to the smart device
and/or an authentication circuitry. Thus, at least two different
factors may be gathered to authenticate a user.

[0027] Further, such systems and methods may authenti-
cate the user when the bone conduction signal and audio
signal or other signal are received. In such examples, the
smart device and/or authentication circuitry may first deter-
mine whether the bone conduction signal and audio signal or
other signal are consistent. If the signals (for example, the
bone conduction signal and audio signal or other signal) are
consistent, then each signal (for example, the bone conduc-
tion signal and audio signal or other signal) may be verified.
IT each signal (for example, the bone conduction signal and
audio signal or other signal) 1s verified, then the smart device
and/or authentication circuitry may authenticate the user.

[0028] The systems and methods may utilize various
machine learning and/or signal processing techniques to
analyze the bone conduction and the audio signal or other
signal. Additionally, machine learning models or classifiers
used may be trained based on a user’s enrollment or 1nitial
submission of one or more phrases. In other words, the smart
device and/or authentication circuitry may prompt the user
to submit the enrollment or mnitialization. Such an enroll-
ment or 1nitialization may be prompted for each wearable
device the user utilizes (for example, a headphone, headset,
carbud, smart glasses, smart phone, virtual reality (VR)
headset, and/or augmented reality (AR) headset, among
other devices), as the interaction between such wearable
devices and the user’s skull may produce different bone
conduction signals. Once enrolled or initialized, the smart
device and/or authentication circuitry may update, refine,
re-train, or further train any machine learning models,
probabilistic models, and/or statistical models utilized in
such systems and methods. Thus, when the smart device
and/or authentication device verifies a bone conduction
signal and/or audio signal or other signal, the smart device
and/or authentication device may grant the user access to all
or some portion of the functionality and/or data for the smart
device or other devices.

[0029] A solution to such 1ssues, as noted, imnclude the use
ol a wearable device 1n conjunction with a microphone or
other sensor of a smart device or other device. The user can
provide an audio signal and bone conduction signal and,
based on such signals, be authenticated. Other and/or dif-
ferent signals may be utilized in the systems and methods.

Further, a user may submit an enrollment or initialization for
cach of one or more wearable devices the user owns or that

the user wishes to utilize for authentication.

[0030] FIG. 1A, FIG. 1B, FIG. 1C, FIG. 1D, FIG. 1E, and
FIG. 1F are block diagrams of systems to authenticate a user,
according to an embodiment of the present disclosure.
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Turming first to FIG. 1A, the system 100 may include a
wearable device 102 and a smart device 112. In such
embodiments, a user 108 may be wearing the wearable
device 102. The wearable device 102 may be a number of
different devices, for example, such as audio headphones
(wired or wireless), a headset, smart glasses, earbuds, a VR
headset, an AR headset, a smart watch, and/or another
wearable device including a bone conduction sensor. In
another embodiment, rather than a wearable device 102,
another device may be utilized to gather, obtain, or receive
a bone conduction signal 110 via a bone conduction sensor,
for example, such as a smart phone with an embedded bone
conduction sensor. Such wearable devices 102, describe
herein, may include a sensor 104, such as a sensor 104
configured to detect or sense bone conduction signals from
a user 108, and communications circuitry 106. The sensor
104, 1n an example, may be an accelerometer to measure the
vibrations created when the user 108 speaks and that travel
through the user’s 108 skull. The communications circuitry
106 may be configured to allow communication with the
smart device 112 and/or an authentication circuitry (for
example, authentication circuitry i FIG. 1C). Such a con-
figuration may be based on a Bluetooth, WiF1, and/or other
communication standard. The wearable device may detect or
sense bone conduction signal 110 from a user when a user
speaks. The bone conduction signal 110 may then be trans-
mitted to the smart device and/or authentication circuitry. In
an embodiment, the user 108 may utilize one or more
different wearable devices at diflerent times.

[0031] A user may include a person attempting to utilize
the smart device 112. A user may also include a person, third
person, and/or designee who may be directed, permitted,
and/or appointed by a person who 1s verified as a user or
accessor able to authorize other users.

[0032] The system 100 in FIG. 1A may 1llustrate, at a high
level, the interaction between the wearable device 102, the
smart device 112, and the user 108, when the user 108 seeks
authentication from and/or access to the smart device 112
(for example, to perform one or more functions, including,
but not limited to, operating a drone, playing music or
videos, accessing user data or information, and/or perform-
ing smart home functions, among other operations or func-
tions). In such embodiments, the smart device 112 may
include a voice enabled smart assistant (for example, Sir,
Alexa, Google, among others), a voice controlled device, a
smart voice controlled device, a connected or internet of
things (IoT) enabled device, smart appliances, a remote
control, a television, a video game entertainment system, a
household 1internet enabled device, a household smart
device, a voice controlled intelligent personal assistant
device, a voice controlled ntelligent personal vehicle man-
agement device, computing devices (for example, cell
phones, smart phones, laptops, desktops, tablets, among
other computing devices), among other smart devices con-
figured to receive an input from a user and, based on the
input, perform a function or operation.

[0033] In an embodiment, and as illustrated 1n FIG. 1A,
the smart device 112 may include a processor 122, a memory
124 (for example, a non-transitory machine readable
medium), a microphone 114 or other sensor, and/or a com-
munications circuitry 116. In some examples, the smart
device 112 may be a computing device. The term “comput-
ing device™ 1s used herein to refer to any one or all of servers,
virtual computing device or environment, desktop comput-
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ers, personal data assistants (PDAs), laptop computers,
tablet computers, smart books, palm-top computers, per-
sonal computers, smartphones, wearable devices (such as
headsets, smartwatches, or the like), and similar electronic
devices equipped with at least a processor and any other
physical components necessarily to perform the various
operations described herein. Devices such as smartphones,
laptop computers, tablet computers, and wearable devices
are generally collectively referred to as mobile devices.

[0034] The term “server” or “server device” 1s used to
refer to any computing device capable of functioning as a
server, such as a master exchange server, web server, mail
server, document server, or any other type of server. A server
may be a dedicated computing device or a server module
(for example, an application) hosted by a computing device
that causes the computing device to operate as a server. A
server module (for example, server application) may be a
tull function server module, or a light or secondary server
module (for example, light or secondary server application)
that 1s configured to provide synchronization services among,
the dynamic databases on computing devices. A light server
or secondary server may be a slimmed-down version of
server type functionality that can be implemented on a
computing device, such as a smart phone, thereby enabling
it to function as an Internet server (for example, an enter-
prise e-mail server) only to the extent necessary to provide
the Tunctionality described herein.

[0035] As used herein, a “non-transitory machine-read-
able storage medium” may be any electronic, magnetic,
optical, or other physical storage apparatus to contain or
store information such as executable instructions, data, and
the like. For example, any machine-readable storage
medium described herein may be any of random access
memory (RAM), volatile memory, non-volatile memory,
flash memory, a storage drive (for example, a hard drive), a
solid state drive, any type of storage disc, and the like, or a
combination thereof. The memory may store or include
instructions executable by the processor.

[0036] As used herein, a “processor” or “processing cir-
cuitry” may include, for example one processor or multiple
processors included 1n a single device or distributed across
multiple computing devices. The processor (for example,
processor 122 shown 1n FIG. 1A) may be at least one of a
central processing unmit (CPU), a semiconductor-based
microprocessor, a graphics processing unit (GPU), a field-
programmable gate array (FPGA) to retrieve and execute
instructions, a real time processor (RTP), other electronic
circuitry suitable for the retrieval and execution instructions
stored on a machine-readable storage medium, or a combi-
nation thereof.

[0037] The smart device 112, as noted, may include a
memory 124 (for example, non-transitory machine readable
storage medium). The memory 124 may include instructions
or one or more sets of mnstructions. The nstructions may be
executed by the processor 122 of the smart device 112. Such
instructions may include instructions to authenticate the user
108. The instructions to authenticate a user 108 may com-
prise one or more sets ol 1nstructions, sub-instructions,
modules, and/or other routines or sub-routines. For example,
such instructions may include a first set of mstructions. The
first set of instructions may include instructions to, when
executed, determine whether a received bone conduction
signal 110 1s consistent with an audio signal 120. Prior to or
in conjunction with execution of the first set of istructions
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to determine consistency, instructions (for example, a sec-
ond set of instructions) to pre-process the bone conduction
signal 110 and audio signal 120 may be executed. Such
pre-processing may include aligning the bone conduction
signal 110 with the audio signal 120 (for example, by
delaying an earliest received signal to align similar features
or aspects ol the signals) and passing each of the bone
conduction signal 110 and the audio signal 120 through a
noise reduction program, algorithm, and/or filter (for
example, a Wiener filter). In another embodiment, pre-
processing may include converting the bone conduction
signal 110 and audio signal 120 to a binary waveform, for
determining consistency.

[0038] Adlter pre-processing, consistency of the signals
may be determined via execution of the instructions noted
above. For example, filtered and/or noise reduced signal
wavelorms (for example, wavetorms for the bone conduc-
tion signal 110 and audio signal 120) may be compared to
determine whether the wavetorms or features of the wave-
forms are similar, substantially similar, or consistent. The
instructions, when executed, may determine a probability or
score based on an amount of similar or consistent features or
an amount of differences between the wavelorms. The
probability or score may indicate whether or not the signals
(for example, the bone conduction signal 110 and audio
signal 120) are consistent. In such examples, the smart
device 112 or instructions may utilize a threshold or con-
sistency threshold to determine whether the generated prob-
ability or score indicates consistency or not. For example, 1f
the generated probability or score 1s greater than or equal to
the consistency threshold, then the instructions, when
executed, may determine that the signals (for example, the
bone conduction signal 110 and audio signal 120) are
consistent, while 11 the generated probability or score 1s less
than the consistency threshold, then the instructions, when
executed, may determine that the signals (for example, the
bone conduction signal 110 and audio signal 120) are not
consistent. If the signals (for example, the bone conduction
signal 110 and audio signal 120) are determined to be not
consistent, instructions, when executed, may notily the user
108 of inconsistent signals (for example, such a notification
may be generated and sent to the user 108). Further, 1f the
bone conduction signal 110 and audio signal 120 are 1ncon-
sistent, then instructions to prompt the user 108 to resubmit
a phrase or phrases for authentication may be executed. In
an embodiment, a prompt for the user 108 to resubmit a
phrase or phrases may be submitted a predetermined or
preselected number of times. After the prompt to resubmit
has been given the predetermined or preselected number of
times and the user 108 has submitted corresponding
responses resulting in additional inconsistent bone conduc-
tion signals 110 and audio signals 120, the user 108 may be
locked out of the smart device 112 until the user’s 108
identity can be verified ({or example, via an email or phone
call) or until after a predetermined amount of time has
passed. In such examples, locking a user may prevent the
user from accessing data on or associated with the smart
device 112 and/or utilizing functionality of the smart device
112. Further, after one or more attempts or a pre-determined
or pre-selected number of attempts, the smart device 112
may generate a notification indicating a number of unsuc-
cessiul attempts at access. The smart device 112 may then
transmit such a notification to the user 108. Further, the
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notification may be sent via an alternative form of commu-
nication, such as email, text message, phone call, or other
form of communication.

[0039] If the bone conduction signal 110 and audio signal
120 are determined to be consistent, instructions to verily
cach signal may be executed. The steps or operation for
verification may include passing the bone conduction signal
110 and audio signal 120 through a corresponding trained
model or classifier. Each corresponding trained model or
classifier may be trained using a number of previous or
pre-collected and stored signals and outcomes (for example,
previously submitted bone conduction signals 110 or audio
signals 120, previously submitted enrollment bone conduc-
tion signals 110 or audio signals 120, and an indicator to
indicate whether the bone conduction signals 110 or audio
signals 120 were verified). The trained model or classifier
may also be re-trained or further trained using an 1nitial or
enrollment submission from the user 108 (for example, an
initial or enrollment bone conduction signal or audio signal).
In an embodiment, the trained model or classifier may be a
supervised or unsupervised learning model. In an embodi-
ment, the trained model or classifier may be based on one or
more of decision trees, random forest models, random
forests utilizing bagging or boosting (as in, gradient boost-
ing), neural network methods, support vector machines
(SVM), other supervised learning models, other semi-super-
vised learning models, other unsupervised learning models,
or some combination thereot, as will be readily understood
by one having ordinary skill 1n the art. Other types of models
may be utilized to verily a bone conduction signal 110 or
audio signal 120, such as meta-analytical model or another
statistical or probabilistic model. Upon verification or not of
the bone conduction signal 110 and audio signals 120,
instructions may be executed to grant or deny access of the
user 108 to the smart device 112.

[0040] Turning to FIG. 1B, the smart device 112 may
include an authentication circuitry 118. The authentication
circuitry 118 may include or may perform the same or
similar steps or operations as described herein for the
instructions stored in the memory 124 and executed by the
processor 122. The authentication circuitry 118 may be
included i or may be a part of the processor 122 and/or
memory 124. The authentication circuitry 118 may be a
separate circuit 1n signal communication with the processor
122 and memory 124. The authentication circuitry 118, as
illustrated 1n FIG. 1C for example, may be separate from the
smart device 112. The authentication circuitry 118, 1n such
examples, may be a cloud computing service, may be stored
on a server, may be accessible via a network (for example,
local area network, wide area network, wireless network,
and/or other network capable of allowing communication
between the smart device 112, authentication circuitry 118,
and/or the wearable device 102), or may be stored or be a
part of circuitry in signal communication with many smart
devices and wearable devices. The authentication circuitry
118, for example, may reside or may be a part of a server 1n
signal communication with the smart device 112 and/or
wearable device 102. The authentication circuitry 118 may
connect to the smart device 112 and wearable device 102 via
the communications circuitry of each (for example, com-
munications circuitry 116 and communications circuitry
106, respectively). In another embodiment, the authentica-
tion circuitry 118 may be included in another device. The
other device may utilize the authentication circuitry to
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authenticate users 108. Other devices may include a security
checkpoint (for example, a location where a user 108 swipes
a badge or enters a code to access).

[0041] The wearable device 102, as shown 1n FIG. 1C,
may connect to the authentication circuitry 118 to provide
the bone conduction signal 110 to the authentication cir-
cuitry 118. In another embodiment, the wearable device 102
may connect to the smart device 112 and provide the bone
conduction signal 110 to the authentication circuitry 118 via
the smart device 112. In other words, the wearable device
102 may provide a bone conduction signal 110 to the smart
device 112 and the smart device 112 may then provide the

bone conduction signal 110 to the authentication circuitry
118.

[0042] In an embodiment and referring to FIG. 1C, once
the authentication circuitry 118 authenticates the user 108,
the authentication circuitry 118 may transmit a signal to the
smart device 112 indicating that the user 108 has been
authenticated. Once such a signal i1s received by the smart
device 112, the smart device 112 may allow or enable the
user 108 to access the smart device 112 (for example, access
features and/or tunctionality of the smart device 112 and/or
data associated with or stored 1n the smart device 112).

[0043] Turning to FIG. 1D, the authentication circuitry
118 may include one or more circuits, chips, sub-circuits,
sets of instructions or code, routines or sub-routines, or
components. The components included 1n the authentication
circuitry 118 may include audio preprocessing circuitry 126.
The audio preprocessing circuitry 128 may preprocess the
audio signal 120 by reducing noise. For example, the audio
preprocessing circuitry 126 may include a low band pass
filter, such as a Wiener {ilter, to remove background noise
and other unwanted audio. A bone preprocessing circuitry
128 may preprocess the bone conduction signal 110 by
aligning or synchronizing the bone conduction signal 110
with the audio signal 120. The bone preprocessing circuitry
128 may additionally reduce noise from the bone conduction
signal 110, such as noise created by movement of the user.
After pre-processing the bone conduction signal 110 and the
audio signal 120, the preprocessed bone conduction signal
110 and the preprocessed audio signal 120 may be trans-
mitted to a consistency score circuitry 130. The consistency
score circuitry 130 may determine whether the bone con-
duction signal 110 and the audio signal 120 are consistent or,
in other words, whether the bone conduction signal 110 and
the audio signal 120 are or were produced by the user 108.
Following a determination of consistency, the audio signal
may be verified via an audio verification circuitry 132. The
audio verfication circuitry 132 may include a trained model
or classifier to determine whether the audio signal 120 1s
from or originates from the user 108. Following audio
verification, the bone conduction signal 110 may be verified
via the bone verification circuitry 134. The bone verification
circuitry 134 may include a trained model or classifier to
determine whether the bone conduction signal 110 1s from or
originates from the user 108. In another embodiment, the
bone conduction signal 110 may be verified prior to verifi-
cation of the audio signal 120. In yet another embodiment,
the audio signal 120 and bone conduction signal 110 may be
verified 1n parallel or at a substantially similar time.

[0044] Turning to FIG. 1E and FIG. 1F, the system 100

may include an authentication device 144. The authentica-
tion device 144 may include the authentication circuitry 118
described herein or may include similar or substantially
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similar functionality as the authentication circuitry 118. The
authentication device 144, in such examples, may be
included 1 or may be a cloud computing service. The
authentication device 144 may be stored on or may be a
server. In yet another embodiment, the authentication device
144 may be accessible via a network (for example, local area
network, wide area network, wireless network, and/or other
network capable of allowing communication between a first
device 138, authentication device 144, and/or the second
device 146) or may be stored or be a part of circuitry or a
computing device in signal communication with many dii-
terent devices. The authentication device 144 may 1nclude a
communications interface configured to recerve signals from
one or more devices.

[0045] The system 100 may include a first device 138 and
a second device 146. The first device 138 may include a
computing device, a security device, or a device configured
to receive a signal, communicate with the second device
146, offer functionality or services, ofler access to data,
and/or offer physical or virtual access to a location, among
other functionality. The first device 138 may include a
sensor 142 and communications circuitry 140. The sensor
142 may receirve or sense a first signal 152 from the user 108
(for example, an identification signal). The first signal 152
may be an audio signal, a bone conduction signal, and/or
signals associated with a badge scan, i1dentification scan,
retinal scan, fingerprint scan, facial scan (for example, facial
recognition scan), gesture scan (for example, limb or body
gesture recognition scan), and/or a scan of some other aspect
of a user 108. The first device 138 may include a commu-
nications circuitry 140. The commumnications circuitry 140
may provide or transmit the first signal 152 to communica-
tions circuitry or a communications interface of the authen-
tication device 144.

[0046] As noted, the system 100 may include a second
device 146. The second device 146 may include a sensor 148
and a communications circuitry 150. The sensor 148 may
sense a second signal 154 from the user 108. In an embodi-
ment, the second signal 154 may be a diflerent type of signal
than the first signal 152 (for example, the first signal 152
may be an audio signal, while the second signal 154 may be
a bone conduction signal). The second signal 154 may be an
audio signal, a bone conduction signal, and/or signals asso-
ciated with a badge scan, i1dentification scan, retinal scan,
fingerprint scan, facial scan (for example, facial recognition
scan), gesture scan (for example, limb or body gesture
recognition scan), and/or a scan of some other aspect of a
user 108. The second device 146 may include a communi-
cations circuitry 150. The communications circuitry 150
may provide or transmit the second signal 154 to the
communications circuitry 140 of the first device 138 (as
illustrated 1n FIG. 1E) and/or the authentication device 144
(as 1llustrated 1n FIG. 1F). The second device 146, 1n an
embodiment, may be a device associated with and/or related
to the user 108 or a personal device owned or utilized by the

user 108.

[0047] For example, the user 108 may generate a {first
signal 152 and a second signal 154. The {first signal 152 may
be received or sensed by the sensor 142 of the first device
138, while the second signal 154 may be received or sensed
by the sensor 148 of the second device 146. In another
embodiment, additional signals may be utilized and/or
sensed by the devices and/or other additional devices. The
second signal 154 may be transmitted to the first device 138
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or the authentication device 144 via communications cir-
cuitry 150. The first device 138 may then transmit the first
signal 152, 1n addition to, 1n some embodiments, the second
signal 154, to the authentication device 144 via communi-
cations circuitry 140. The authentication device 144 may
determine whether the signals are consistent (for example,
from the same user 108). The authentication device 144 may
determine a consistency score based on the two signals. For
example, a user 108 may swipe or move a badge against a
badge scanner (for example, the first device 138) and speak
into an audio device (for example, the second device 146),
thus generating a first signal (for example, based on the
badge scan) and a second signal (for example, based on the
audio signal). The authentication device 144 may determine
the consistency score based on whether the badge associated
with the user 108 matches an audio signal from the same
user 108. As noted, different and/or additional signals may
be utilized 1n such operations, such as a bone conduction
signal and/or signals associated with an identification scan,
retinal scan, fingerprint scan, facial scan (for example, facial
recognition scan), gesture scan (for example, limb or body
gesture recognition scan), and/or a scan of some other aspect
of a user 108. After the consistency 1s determined, the
authentication device 144 may verily each signal from the
user 108 (for example, whether each of the signals are
authentic or, in other words, actually from the user 108).
Verification, as described, may utilize models trained using
submitted or previously submitted enrollment or submis-
sions from the user 108. After verification, the authentication
device 144 may grant the user 108 access to utilize func-
tionality of one or more devices (for example, the first
device 138, the second device 146, and/or additional
devices), access to data, and/or physical or virtual access to
a location.

[0048] FIG. 2 1s a block diagram of a system to authen-
ticate a user, according to an embodiment of the present
disclosure. As illustrated a user 202 may wear a wearable
device 206 (for example, a headset, headphones, earbuds,
smart glasses, and/or VR or AR headset, among other
devices). As the user 202 speaks, vibrations from the user’s
202 vocal chords may travel through the user’s 202 jaw or
skull to the wearable device 206 (for example, bone con-
duction 204). The wearable device 206 may sense the
vibrations and convert the vibrations to a bone conduction
signal 214. The bone conduction signal 214 may be trans-
mitted from the wearable device 206 to a smart device
and/or authentication circuitry for user 202 authentication
via a WiF1 222 or Bluetooth 224 interface. In addition, the
as the user 202 speaks, a user’s 202 vocal chords may
generate sound or speech (for example, an audio signal 212
generated via air conduction 208). The sound or speech may
be recorded or received by a microphone 210 or other sensor
of the smart device. The sound or speech, as an audio signal
212, may be remain with the smart device (for example,
where authentication occurs at or 1n the smart device) or be
transmitted to an authentication circuitry (for example,
where authentication occurs separate from the smart device)
for authentication.

[0049] Belore granting the user 202 access, the smart
device and/or authentication circuitry may determine
whether the bone conduction signal 214 1s consistent with
the audio signal 212 (see voice activity consistent 216). In
other words, the smart device and/or authentication circuitry
may determine whether the bone conduction signal 214 1s
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from or originates from the same user 202 that provided the
audio signal 212. During the consistency check, the smart
device and/or authentication circuitry may compare and/or
analyze the bone conduction signal 214 and audio signal 212
to determine to determine consistency. If the bone conduc-
tion signal 214 and audio signal 212 are determined to be
inconsistent, then the smart device may remain locked (see
220).

[0050] If the bone conduction signal 214 and audio signal
212 are determined to be consistent, then the smart device
and/or authentication circuitry may perform bone conduc-
tion signal 214 and audio signal 212 verification. In other
words, the bone conduction signal 214 may be passed
through a trained model or classifier and/or compared to
previous submissions or enrollments to determine whether
the bone conduction signal 214 1s from or originates from a
particular user 202. Similarly, the audio signal 212 may be
passed through a trained model or classifier and/or compared
to previous submissions or enrollments to determine
whether the audio signal 214 i1s from or originates from a
particular user 202. Such operations may occur simultane-
ously or 1n sequence. IT at any point the smart device and/or
authentication circuitry determines that either the bone con-
duction signal 214 or audio signal 212 are not from the user
202, then the smart device may lock the user out or disable
turther access to the smart device by the user. If both the
bone conduction signal 214 and audio signal 212 are veri-
fied, then the smart device may unlock or allow the user to

access leatures of, functionality of, or data stored in the
smart device.

[0051] FIG. 3A, FIG. 3B, and FIG. 3C are block diagrams
of systems to authenticate a user, according to an embodi-
ment of the present disclosure. Turning first to FIG. 3A,
signals generated by a user may mnitially be transmitted to a
denoising and filtering module. For example, a bone con-
duction signal may be received at the denoising and filtering
module 302, while an audio signal may be received at the
denoising and filtering module 304. The denoising and
filtering module 302 may remove different frequencies than
that of denoising and filtering module 304, due to the nature
of the signals captured. For example, denoising and filtering
module 302 may remove signals at about 20 Hz and under.
Such signals at about 20 Hz and under may represent noise
generated by gravity and human motion. Further a frequency
ol interest for bone conduction signals may be about 1.5
kHz. The denoising and filtering module 302 may remove
frequencies outside of a range defined by the frequency of
interest. For example, a band-pass filter, included in the
denoising and filtering module 302, may remove frequencies
under about 20 Hz and over about 2 kHz. The denoising and
filtering module 304 may i1nclude a low-pass band filter.

[0052] After denoising, the bone conduction signal and
audio signal may be passed or transmitted to a synchroni-
zation module 306. The synchronization module 306 may
utilize cross-correlation to align the bone conduction signal
with the audio signal. The synchronization module 306 may
delay the earlier of the bone conduction signal and audio
signal so that the bone conduction signal and audio signal
reach a maximum cross-correlation, such that the signals
may be further processed and analyzed to determine i1 they
are from the same user.

[0053] Adter synchronization, a consistency score may be
determined. The score may be generated using a voice
activity detection module 308 and a similarity check module
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310. The voice activity module 308 may convert the bone
conduction signal and the audio signal to binary waveforms.
The binary wavetforms may be compared to, at the least,
ensure that voice and bone conduction activity 1s occurring
at the same time. Such analysis ensures that an 1n depth
consistency check 1s not performed 11 the bone conduction
signal and audio signal do not at least include matching
activity time frames.

[0054] The bone conduction signal and audio signal may
then be analyzed and compared in the similarity check
module 310. The similarity check module 310 may normal-
1ze, chunk the signals into frames, and transform the signals
into a time-frequency grid by a short-time Fourier Trans-
form. The processed signals may then be compared and a
score generated. Depending on the score, 1t may be deter-
mined whether the bone conduction signal and the audio
signal are form the same user ({or example, a high score
indicating the bone conduction signal and the audio signal 1s
consistent and a low score indicating bone conduction signal
and the audio signal are inconsistent). Additionally, the
consistency score may be compared to a threshold (for
example, a consistency threshold) and 11 the score exceeds
the threshold, then the bone conduction signal and the audio
signal may be determined to be consistent.

[0055] In another embodiment, the bone conduction signal
and the audio signal may be converted to a wavetform and
the wavelorm may be compared to determine whether
certain features are similar. For example, the wavelorms
may simply be compared to determine each time of activity
(for example, as illustrated in the air-bone waveform 311).
In another example, specific frequencies may be compared.
In another example, or in addition to the waveform, the
signals may be converted to a binary waveform (as noted
above) which simply denotes activity using a square wave-
form (for example, as 1llustrated in voice activity 313, where
a 1 would indicate activity and 0 would indicate non-
activity).

[0056] In an embodiment, 1f the bone conduction signal
and the audio signal are determined to be consistent, then
features may be extracted from each of the bone conduction
signal and the audio signal. The bone conduction features
may be extracted using a convolutional neural network
(CNN) or other neural network or machine learning model.
The CNN may leverage an image-classification method to
extract image-like feature maps from using a time-irequency
analysis. The audio features extracted may include various
spectral characteristics of the audio signal. In an embodi-
ment, extracting features may include converting the audio
signal to an audio signal feature vector and converting the
bone conduction signal to a bone conduction signal vector.

[0057] FIG. 3B illustrates two examples of a pass and a
fail 1n regards to consistency between the audio signal and
bone conduction signal. After preprocessing, the audio sig-
nal and bone conduction signal may align or may be
substantially similar, in the case of an audio signal and bone
conduction signal being from the same user (see 314). In
another example, after preprocessing some audio signals and
bone conduction signals may not match (see 316). In such an
example, the audio signal and bone conduction signal may
be so different as to indicate a potential attack or spoot, thus
access to the smart device may be denied. Further, in some
examples, no bone conduction signal may be detected, 1n
which case access to the smart device may be denied.
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[0058] Turning to FIG. 3C, after consistency 1s determined
and the features extracted, the bone conduction features 320
may be transmitted to a trained model or classifier 332. The
trained model or classifier may be trained using a user’s 318
enrollment or submission bone conduction signals. The
trained model or classifier may be based on a CNN or other
neural network 334. The output of the CNN or classifier may
be a bone conduction vector. The system may include a
multi-classification module 336 or a multi-class 1image clas-
sifier. An output of the multi-classification module 336 may
include a probability indicating whether the original bone
conduction signal 1s from or originates from a particular
user. In another embodiment, the bone conduction vector
may be combined with the audio vector at 338. A score may
then be generated at a probability linear discriminant analy-
s1s (PLDA) module 340 using the air-bone speaker embed-
ding (for example, the bone conduction vector combined
with the audio vector). In another embodiment, a linear
discriminant analysis (LDA), a cosine similarity scorer
(CSS), or another statistical or probabilistic model or clas-
sifier may be utilized, rather than the PLDA. Based on the
score, the user may be verified 342 or filed 344.

[0059] As noted, the audio features may be extracted after
the consistency check. After the features are extracted, the

audio features or vectors may be applied to a model or
classifier to further reduce the amount of vectors. The

reduced audio vectors, as noted, may be added to the
air-bone speaker embedding 338.

[0060] In another embodiment, prior to authentication of
the user 318, the smart device and/or authentication circuitry
may prompt the user to submit an audio signal and bone
conduction signal. Such a signal may be submitted for one
or more wearable devices of the user. The results may be
stored 1n a database 326 for future use. Further the model or
classifier used 1n relation to the bone conducting signal and
the audio signal may be traimned using the submission.

[0061] FIG. 4 1s a flow diagram of two-way user authen-
tication, according to an embodiment of the present disclo-
sure. The method 1s detailed with reference to the smart
device, wearable device, and system 100 of FIG. 1A through
FIG. 1D. Unless otherwise specified, the actions of method
400 may be completed within the smart device, wearable
device, and/or authentication circuitry. Specifically, method

400 may be included 1n one or more programs, protocols, or
instructions loaded into the memory of the smart device or
wearable device and executed on the processor or one or
more processors of the smart device or wearable device. The
order in which the operations are described 1s not intended
to be construed as a limitation, and any number of the
described blocks may be combined in any order and/or 1n
parallel to implement the methods.

[0062] At block 402, the smart device may determine
whether an audio signal has been received. The smart device
may wait until such a signal 1s received. In an embodiment,
the smart device may prompt the user to submit the response
(for example, the audio signal and the bone conduction
signal).

[0063] At block 404, the wearable device and/or smart

device may determine whether the bone conduction signal
has been received. In an embodiment, the smart device
and/or authentication circuitry may wait for a specified
period of time for the bone conduction signal. For example,
the smart device and/or authentication circuitry may wait
about 30 seconds, about 1 minute, or up to about 5 minutes.
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Longer periods of time between reception of signals may
indicate a potential attack or spoot via a third party. After the
period of time has lapsed, the smart device and/or authen-
tication circuitry may deny access for the user to utilize the
smart device. In an embodiment, a portion of functionality
of the smart device may be available for use by the user.

[0064] At block 406, the smart device and/or authentica-
tion circuitry may analyze the audio and bone conduction
signals. Such analysis may include, at a high level, a
consistency check and verification. The consistency check
may include preprocessing the bone conduction signal and
the audio signal. If the signals are consistent, then smart
device and/or authentication circuitry may verily the audio
signal and the bone conduction signal. The verification may
include applying the audio signal or audio features or
vectors and the bone conduction signal or bone conduction
features or vectors to a trained model or classifier corre-
sponding to the signal (for example, a model or classifier
specific to either the bone conduction signal or the audio
signal). The output of such a model may be transmaitted to a
PLDA or other statistical or probabilistic model to determine
a score.

[0065] At block 408, the smart device and/or authentica-
tion circuitry may authenticate the user. The smart device
and/or authentication circuitry may determine, based on
scores generated from during analysis of the bone conduc-
tion signal and audio signal, that the user 1s authentic or 1s
verified.

[0066] At block 410, 11 the user 1s authenticated, the smart
device and/or authentication circuitry may grant access, at
block 412, to the smart device. If the user 1s not authenti-
cated, the smart device and/or authentication circuitry, at
block 414, may deny access to the smart device.

[0067] FIG.5A and FIG. 5B are flow diagrams of two-way
user authentication, according to an embodiment of the
present disclosure. The method 1s detailed with reference to
the smart device, wearable device, and system 100 of FIG.
1A through FIG. 1D. Unless otherwise specified, the actions
of method 400 may be completed within the smart device,
wearable device, and/or authentication circuitry. Specifi-
cally, method 400 may be included 1n one or more programs,
protocols, or instructions loaded into the memory of the
smart device or wearable device and executed on the pro-
cessor or one or more processors of the smart device or
wearable device. The order in which the operations are
described is not intended to be construed as a limitation, and
any number of the described blocks may be combined in any
order and/or 1n parallel to implement the methods.

[0068] At block 502, the smart device and/or authentica-
tion circuitry may determine whether a user 1s enrolled or
has been 1nitialized. In other words, the smart device and/or
authentication circuitry may determine whether the user has
submitted an 1nitial phrase or one or more phrases.

[0069] At block 504, 1T the user has not been enrolled or
initialized, then the smart device and/or the authentication
circuitry may prompt a user to submit one or more phrases
for mitialization or enrollment. The one or more phrases
may be random phrases and/or specified phrases (for
example, specified by the smart device). In such examples,
the smart device may 1ssue or transmit a prompt as a text
based message or as an audio prompt. In an embodiment, the
smart device and/or authentication circuitry may 1ssue or
transmit the prompt for each of the user’s wearable devices.
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[0070] At block 506, the smart device and/or authentica-
fion circuitry may 1ssue or transmit a prompt as to whether
an additional wearable device 1s to be enrolled or 1nitialized.
If an additional wearable device 1s to be initialized or
enrolled, then the smart device and/or authentication cir-
cuitry may prompt the user to wear the wearable device and
submit one or more phrases.

[0071] At block 508, the smart device and/or authentica-
tfion circuitry may update a trained bone conduction model
with the submitted one or more phrases. The trained bone
conduction model may be utilized to verify a user’s bone
conduction signal. Utilizing the user’s submitted one or
more phrases may ensure that an accurate verification may
occur. At block 510, the smart device and/or authentication
circuitry may update a trained audio model with the sub-
mitted one or more phrases. The trained bone conduction
model may be utilized to verify a user’s bone conduction
signal. Utilizing the user’s submitted one or more phrases
ensure that an accurate verification may occur.

[0072] At block 512, the smart device and/or authentica-
fion circuitry may determine whether an audio signal has
been received. The smart device and/or authentication cir-
cuitry may wait for such a signal prior to proceeding to the
next operation. In another embodiment, the smart device
and/or authentication circuitry may receive the bone con-
duction signal prior to the audio signal.

[0073] At block 514, the smart device and/or the authen-
tication circuitry may determine whether the bone conduc-
tion signal has been received. In an embodiment, the smart
device and/or authentication circuitry may wait for a speci-
fied or preselected period of time prior to denying access to
the user. The smart device and/or the authentication circuitry
may wait for about 30 seconds, about 1 minute, or up to
about 5 minutes. Longer periods of time between reception
of signals may indicate a potential attack or spoof via a third
party. In an embodiment, the bone conduction signal 1s
received by the wearable device at substantially the same

time as the audio signal 1s received by the microphone or
other sensor.

[0074] If the bone conduction signal 1s received, at block
516, the smart device and/or authentication circuitry may
preprocess the audio signal. Preprocessing the audio signal
may 1nclude passing the audio signal through a low-band
pass filter, through a Wiener filter, and/or utilizing other

noise reduction techniques, as will be understood by those
skilled 1n the art.

[0075] At block 518, the smart device and/or the authen-
tication circuitry may preprocess the bone conduction sig-
nal. Preprocessing the bone conduction signal may include
passing the bone conduction signal through a band pass
filter, through a Wiener filter, and/or utilizing other noise
reduction techniques, as will be understood by those skilled
in the art. The band pass filter may remove frequencies
below about 20 Hz and frequencies above about 2 kHz.

[0076] At block 520, the smart device and/or the authen-
tfication circuitry may delay the earliest received signal to
align the preprocessed bone conduction signal and the
preprocessed audio signal. The time that either signal 1s
received may not match the other. As such, to ensure an
accurate consistency check, the smart device and/or the
authentication circuitry may shift the earliest received signal
in relation to time. Thus, at least from the perspective of
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alignment according to or in relation to time, the prepro-
cessed bone conduction signal and the preprocessed audio
signal may align.

[0077] At block 522, the smart device and/or the authen-
tfication circuitry may determine a bone conduction power
distribution with respect to time. Higher spectral power for
each signal may generate higher correlations considering the
amplitude. Therefore, selecting the frequencies with the
highest or largest power ensures accurate consistency
checks. Such a determination may be represented by y,(t)
<Ly, (L),

[0078] At block 524, the smart device and/or the authen-
tication circuitry may select the time range of interest for the
bone conduction power distribution. As indicated, the higher
the power for a particular frequency the likehier correlation
between a bone conduction signal and audio signal 1s, 1f the
signals are from the same user. As such, the smart device
and/or the authentication circuitry may select the time range
with the highest power or spectral power. Such an operation
may be represented by t'«—arg, [y,(1)=0].

[0079] At block 526, the smart device and/or the authen-
tication circuitry may determine an audio power distribution
and/or bone conduction power distribution with respect to
frequency. Such operations may be represented by, for
audio, y_(f)<2 . vy (I, t') and, for bone conduction y,(f)<2,.
yz;-(fat')'

[0080] At block 528, the smart device and/or the authen-
fication circuitry may select the top frequencies of the bone
conduction signal and audio signal power distribution. Such
an operation may be represented by m«arg, Sort (y_(1));.,.
and n<—arg, Sort (y,(f)),.»- At block 530, the smart device
and/or authentication circuitry may determine a correlation
matrix, as represented by C<Corr™ [y (f, tY, y, (&, t)].
Using the correlation matrix, at block 532, the smart device
and/or the authentication circuitry may generate a consis-
tency score, as represented by

S« max Cim, n).
m=M.n=N

[0081] At block 534, the smart device and/or the authen-
fication circuitry may determine whether the consistency
score 1ndicates that the bone conduction signal and audio
s1ignal are consistent or from the same user. The smart device
and/or the authentication circuitry may utilize a consistency
threshold to determine whether the consistency score 1ndi-
cates that the bone conduction signal and audio signal are
consistent or from the same user (for example, the consis-
tency score 1s greater than or equal to the consistency

threshold.

[0082] At block 536, the smart device and/or the authen-
tication circuitry may generate an audio feature vector.
Using a neural network, a max pooling layer, or a fully
connected layer, at block 538, the smart device and/or the
authentication circuitry may reduce the audio feature vec-
tors. At block 540, the smart device and/or the authentication
circuitry may verify the reduced audio feature vector with
the enrolled user template and/or a classifier.

[0083] At block 542, the smart device and/or the authen-
fication circuitry may generate a bone conduction feature
vector. Using a neural network, a max pooling layer, or a
fully connected layer, at block 544, the smart device and/or
the authentication circuitry may reduce the bone conduction
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feature vector. At block 546, the smart device and/or the
authentication circuitry may verily the reduced bone con-
duction feature vector with the enrolled user template and/or
a classifier.

[0084] At block 544, the smart device and/or the authen-
tication circuitry may utilize the results of block 546 and
block 540 to determine whether the bone conduction signal
and the audio signals have been verified. I the signals have
been verified, at block 550, the smart device and/or the
authentication circuitry may enable access for the user.

[0085] If the signals have not been verified, at block 552,
the smart device and/or the authentication circuitry may
prompt the user to resubmit an audio and bone conduction
signal for resubmission (for example, submit an additional
attempt). The smart device and/or the authentication cir-
cuitry may allow for a specified number of resubmissions or
at least one resubmission. Once that number has been met,
the smart device and/or the authentication circuitry may
deny access to the user at block 554.

[0086] FIG. 4 and FIG. 5A through FIG. 3C illustrate
flowcharts describing sets of operations performed by appa-
ratuses, methods, and computer program products according,
to various example embodiments. It will be understood that
each block of the flowcharts, and combinations of blocks 1n
the flowcharts, may be implemented by various means,
embodied as hardware, firmware, circuitry, and/or other
devices associated with execution of software including one
or more software instructions. For example, one or more of
the operations described above may be embodied by soft-
ware 1nstructions. In this regard, the software instructions
which embody the procedures described above may be
stored by a memory of an apparatus employing an embodi-
ment and executed by a processor of that apparatus. As will
be appreciated, any such software instructions may be
loaded onto a computing device or other programmable
apparatus (for example, hardware) to produce a machine,
such that the resulting computing device or other program-
mable apparatus implements the functions specified in the
flowchart blocks. These software instructions may also be
stored 1 a computer-readable memory that may direct a
computing device or other programmable apparatus to func-
tion 1n a particular manner, such that the software nstruc-
tions stored 1n the computer-readable memory produce an
article ol manufacture, the execution of which implements
the functions specified 1n the flowchart blocks. The software
instructions may also be loaded onto a computing device or
other programmable apparatus to cause a series ol opera-
tions to be performed on the computing device or other
programmable apparatus to produce a computer-imple-
mented process such that the software mstructions executed
on the computing device or other programmable apparatus
provide operations for implementing the functions specified
in the tlowchart blocks.

[0087] The flowchart blocks support combinations of
means for performing the specified functions and combina-
tions of operations for performing the specified functions. It
will be understood that one or more blocks of the flowcharts,
and combinations of blocks in the flowcharts, can be 1mple-
mented by special purpose hardware-based computing
devices which perform the specified functions, or combina-
tions of special purpose hardware and software 1nstructions.

[0088] In some embodiments, some of the operations
above may be modified or further amplified. Furthermore, 1n
some embodiments, additional optional operations may be
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included. Modifications, amplifications, or additions to the
operations above may be performed 1n any order and 1n any
combination.

[0089] This application 1s related to U.S. Provisional

Application No. 63/268,999, filed Mar. 8, 2022, titled “SY S-
TEMS AND APPARATUS FOR MULTIFACTOR
AUTHENTICATION USING BONE CONDUCTION
AND AUDIO SIGNALS,” U.S. Provisional Application No.
63/269,001, filed Mar. 8, 2022, titled “METHOD FOR
MULTIFACTOR AUTHENTICATION USING BONE
CONDUCTION AND AUDIO SIGNALS,” and U.S. Pro-
visional Application No. 63/380,229, filed Oct. 19, 2022,
titled “SYSTEMS AND METHODS FOR CONTINUOUS,
ACTIVE, AND NON-INTRUSIVE USER AUTHENTICA.-
TION,” the disclosures of which are incorporated herein by
reference 1n their entirety.

[0090] In the drawings and specification, several embodi-
ments of systems and methods to provide two-way authen-
tication for a user via a smart device or device and a
wearable device have been disclosed, and although specific
terms are employed, the terms are used in a descriptive sense
only and not for purposes of limitation. Embodiments of
systems and methods have been described 1n considerable
detail with specific reference to the illustrated embodiments.
However, it will be apparent that various modifications and
changes can be made within the spirit and scope of the
embodiments of systems and methods as described 1n the
foregoing specification, and such modifications and changes
are to be considered equivalents and part of this disclosure.

What 1s claimed 1s:

1. A method for two-way authentication of a user, the
method comprising:
recerving a bone conduction signal from the user via one
or more wearable devices;

recerving an audio signal from the user via a microphone
separate from the one or more wearable devices, the
audio signal to correspond with the bone conduction
signal;

determiming a consistency score for the audio signal and
corresponding bone conduction signal;

in response to the consistency score being greater than or
equal to a consistency threshold:

veritying, using an audio conduction model (AC
model), that the audio signal 1s associated with the
user;

verilying, using a bone conduction model (BC model),
that the bone conduction signal 1s associated with the
user; and

in response to verification of the audio signal and the

bone conduction signal, enabling, for the user, access
to a smart device.

2. The method of claim 1, wherein determination of the
consistency score 1cludes:

determining a marginal bone conduction power distribu-
tion with respect to time;

selecting a time range of interest based on an average of
the margin marginal bone conduction power distribu-
tion with respect to time;

determiming a marginal audio conduction and bone con-
duction power distribution with respect to frequency;

selecting a top frequency index M from the marginal bone
conduction power distribution with respect to fre-
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quency and a top frequency imndex N from the marginal
audio conduction power distribution with respect to
frequency;

determining a correlation matrix between the top 1ire-

quency index M and the top frequency index N; and
generating, based on the correlation matrix, the consis-
tency score.

3. The method of claim 1, further comprising, prior to
determining the consistency score, pre-processing the bone
conduction signal.

4. The method of claim 3, wherein pre-processing the
bone conduction signal includes passing the bone conduc-
tion signal through (1) a low-pass filter to remove noise
generated by human motion and (2) a Wiener filter to
remove the noise.

5. The method of claim 1, further comprising, prior to
determining the consistency score, passing the audio signal
through a Wiener {ilter to remove noise.

6. The method of claim 1, further comprising, prior to
determination of a consistency score and verification,
prompting the user to submit an 1mitial or enrollment (1)
bone conduction signal and (2) audio signal.

7. The method of claim 6, further comprising:

training the AC model with a plurality of responses prior

to submission of an 1nitial or enrollment audio signal,
and

training the AC model with a submitted 1nitial or enroll-

ment audio signal.

8. The method of claim 6, wherein the BC model com-
prises a convolutional neural network (CNN).

9. The method of claim 8, further comprising training the
CNN with a stored/pre-collected bone conduction dataset.

10. The method of claim 1, further comprising, 11 one or
more of the audio signal or bone conduction signal are not
verified, preventing the user from accessing the smart
device.

11. The method of claim 1, further comprising, prior to
determining the consistency score, delaying an earliest
received of the bone conduction signal and the audio signal
to align the bone conduction signal and the audio signal.

12. A method for two-way authentication of a user, the
method comprising:

prompting the user to submit mitial or enrollment (a)

audio signals and (b) bone conduction signals;

updating an audio conduction model (AC model) and a

bone conduction model (BC model) based on the
received 1nitial or enrollment (a) audio signals and (b)
bone conduction signals;

after reception of the mitial or enrollment (a) audio

signals and (b) bone conduction signals:

receiving a bone conduction signal from the user via
one or more wearable devices;

receiving an audio signal from the user via a micro-
phone separate from the one or more wearable
devices, the audio signal corresponding to the bone
conduction signal;

determining a consistency score for the audio signal
and corresponding bone conduction signal;

in response to the consistency score being greater than
or equal to a consistency threshold:
veritying, using the AC model, that the audio signal

1s associated with the user:
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veriiying, using the BC model, that the bone con-
duction signal 1s associated with the user; and

in response to verification of the audio signal and
bone conduction signal, enabling, for the user,
access to a smart device.

13. The method of claim 12, wherein the initial or
enrollment audio signal 1s received via the microphone, and
wherein the smart device includes the microphone.

14. The method of claim 13, wherein the initial or
enrollment bone conduction signals are received from one of
one or more wearable devices.

15. The method of claim 12, further comprising prompt-
ing the user to submit 1n1tial or enrollment (a) audio signals
and (b) bone conduction signals for each of the one or more
wearable devices.

16. The method of claim 15, wherein the initial or
enrollment (a) audio signals and (b) bone conduction signals
include one or more specific phrases.

17. The method of claim 12, wherein the BC model
comprises a convolutional neural network (CNN), and
wherein the CNN 1s trained using a stored/pre-collected
bone conduction dataset to generate corresponding initial
embedded bone conduction vectors.

18. The method of claim 17, further comprising, prior to
verification via the BC model, generating embedded bone
conduction vectors using the bone conduction signals and
the 1mitial embedded bone conduction vectors.

19. A non-transitory machine-readable storage medium
storing processor-executable 1nstructions that, when
executed by at least one processor, cause the at least one
processor to:

recerve a bone conduction signal from a user via one or

more wearable devices;

recerve an audio signal from the user via a microphone

separate from the one or more wearable devices, the
audio signal corresponding to the bone conduction
signal;

determine a consistency score for the audio signal and the

bone conduction signal;

in response to the consistency score being greater than or

equal to a consistency threshold:

verily, using an audio conduction model (AC model),
that the audio signal 1s associated with the user;

verily, using a bone conduction model (BC model), that
the bone conduction signal 1s associated with the
user; and

in response to verification of the audio signal and bone
conduction signal, enable, for the user, access to a
smart device.

20. The non-transitory machine-readable storage medium
of claim 19, wherein the smart device includes the micro-
phone.

21. The non-transitory machine-readable storage medium
of claim 20, wherein the bone conduction signal 1s received
via wireless communication.

22. The non-transitory machine-readable storage medium
of claim 19, wherein the consistency threshold 1s based on
similarities between bone conduction signals and audio
signals that indicate the bone conduction signal and the
audio signal are from the user.
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