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(57) ABSTRACT

A method detects a real object with a wearable electronic
device and displays a virtual image of the real object with
the real object on a display of the wearable electronic
device. The wearable electronic device displays movement
of the virtual 1mage of the real object to show a task to be
completed and detects a completion of the task.
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Capture images with a wearable electronic device of a user.
200

Display the images in real-time on an electronic device that is remote from
the wearable electronic device.
210

Receive, at the wearable electronic device and from the remote electronic
device, instructions that provide a task for the user to perform.
220

Display, through and/or with a display of the wearable electronic device,
the instructions received from the remote electronic device.
230

Figure 2

Display, on an electronic device, controls that provide instructions for a
wearer of a wearable electronic device.
300

Receive, at the electronic device and through the controls, instructions
that instruct the wearer to perform an action.
310

Transmit, from the electronic device to the wearable electronic deice, the
instructions that instruct the wearer to perform the action.
320

v

Display, through and/or with the wearable electronic device, the
instructions that instruct the wearer to perform the action.
330

Figure 3
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Detect a real object that is provided with the wearable electronic device.
400

Display, through and/or with the earabie electronic device, a virtual
object with the real object.
410

!

Display, through and/or with the wearable electronic device and while the
virtual object is with the real object, movement of the virtual object to
show a task to be completed on and/or with the real object.

420

!

Detect, while the virtual object is with the real object, completion of the
task on the real object such that the movement of the real object uses and/

or emulates the movement of the virtual object.
430

Figure 4

Display, through and/or with a wearable electronic device, a virtual object
with a real object.
500

!

Maintain a consistent distance between the virtual object being displayed
and the real object visible with the wearable electronic device while the
wearable electronic device and/or the real object moves and alters a field
of view that is viewable with the wearable electronic device.

510

Figure 5
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Display, through and/or with a wearable electronic device, a virtual object
with a real object.
600

Move, in response to movement of the wearable electronic device and/or
the real object, the virtual object from being at one location with respect to
the real object to being at another location with respect to the real object.
610

Figure 6

Provide or capture, with a wearable electronic device, a real location with
real objects.
700

Display, on a display of an electronic device, a virtual location with virtual
objects that emulate the real location with the real objects.
710

!

Receive, at the electronic device, actions to one or more of the virtual

objects at the virtual location.
720

Display, through and/or with a display of the wearable electronic device,
the actions such that the actions to the one or more virtual objects at the
virtual location are reproduced with respect to the real objects at the real

location.
730

Figure 7
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Detect or provide, with a wearable electronic device, a real object with
writing in a first language.
800

Translate the writing from the first language into a second language that
is different than the first language.
810

Display, through and/or with the wearable electronic device, the writing Iin
the second language over or on the real object such that the writing on the
real object appears to be written in the second language.

820

Figure 8

Store virtual content that is associated with an area and/or an object.
900

Display the virtual content when a wearable electronic device views the
area, views the object, and/or comes within proximity of the area and/or
the object.

910

Figure 9
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Determine an error or problem with an electronic device.
1000

Retrieve, receive, or provide instructions for how to remedy or cure the
error or problem.
1010

Provide the instructions to a wearable electronic device.
1020

!

Provide, by the wearable electronic device, the instructions to one or more

persons.
1030

Figure 10

Generate, on or to a real object and/or a real area, a virtual object that is
visible to a user with a wearable electronic device.
1100

Store a location of the virtual object with respect to the real object and/or

real area.
1110

Share or provide the location of the virtual object with multiple wearable
electronic devices such that the virtual object is visible to other users with

the multiple electronic devices.
1120

Figure 11
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WEARABLE ELECTRONIC DEVICE

BACKGROUND

[0001] Electronic devices can provide users with digital
content that enhances a view of the real world. These
enhancements include virtual mmages that provide users
with visual mformation. For example, augmented reality
uses computer-generated elements to supplement a percep-
tion of the physical world that viewers perceive.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] FIG. 1 1s a computer system 1n accordance with an
example embodiment.

[0003] FIG. 2 1s a method to provide mstructions from an
electronic device to a wearable electronic device 1n accor-
dance with an example embodiment.

[0004] FIG. 3 1s a method to display instructions through a
wearable electronic device to nstruct a wearer of the wear-
able electronic device to perform an action 1 accordance
with an example embodiment.

[0005] FIG. 4 1s a method to display a virtual object with a
real object and detect completion of a task on the real object
1in accordance with an example embodiment.

[0006] FIG. 5 1s a method to maintain a consistent distance
between a virtual object and a real object that are 1n a field of
view of a wearable electronic device 1n accordance with an
example embodiment.

[0007] FIG. 6 1s a method to move a location of a virtual
object 1n response to movement of a wearable electronic
device and/or a real object 1n accordance with an example
embodiment.

[0008] FIG. 7 1s a method to display, with and/or through a
wearable electronic device, actions to wvirtual objects
recerved from an electronic device 1n accordance with an
example embodiment.

[0009] FIG. 8 1s a method to display a translation of a
writing on a real object 1n accordance with an example
embodiment.

[0010] FIG. 9 1s a method to display virtual content asso-
ciated with an area or an object when a wearable electronic
device views the area, views the object, and/or comes within
proximity of the area and/or the object in accordance with an
example embodiment.

[0011] FIG. 10 1s a method to provide instructions to a
wearable electronic device for how to cure an error with
an electronic device 1 accordance with an example
embodiment.

[0012] FIG. 11 1s a method to share a location of a virtual
object with multiple wearable electronic devices 1n accor-
dance with an example embodiment.

[0013] FIGS. 12A - 12D show a computer system or elec-
tronic device system that provides mstructions to a wearable
clectronic  device 1m accordance with an example
embodiment.

[0014] FIGS. 13A - 13C show a wearable clectronic
device that provides a virtual object with a real object n
accordance with an example embodiment.

[0015] FIG. 14 shows a wearable electronic device that
provides a virtual object located on a real object 1 accor-

dance with an example embodiment.
[0016] FIGS. 15A - 15C show a computer system or elec-
tronic device system that provides mstructions to a wearable
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clectronic device 1n accordance with an example

embodiment.
[0017] FIGS. 16A - 16C show a wearable clectronic
device that provides a virtual object with a real object 1n

accordance with an example embodiment.
[0018] FIGS. 17A - 17D show a wearable clectronic
device that provides a virtual object with a real object 1n
accordance with an example embodiment.
[0019] FIGS. 18A - 18C show a wearable c¢lectronic
device that translates writing on a real object 1n accordance

with an example embodiment.
[0020] FIG. 19 shows a computer system or electronic

device system that includes wearable electronic devices
that communicate with each other over a network 1n accor-
dance with an example embodiment.

[0021] FIG. 20 shows a computer system or electronic
device system that includes wearable electronic devices
that communicate with each other over a network 1n accor-
dance with an example embodiment.

[0022] FIG. 21 shows a computer system or electronic
device system that includes wearable electronic devices
that communicate with each other over a network 1n accor-

dance with an example embodiment.
[0023] FIG. 22 1s a computer system or electronic device

system 1n accordance with an example embodiment.

SUMMARY OF THE INVENTION

[0024] One example embodiment 1s a method that detects
a real object with a wearable electronic device and displays
a virtual image of the real object with the real object on a
display of the wearable electronic device. The wearable
electronic device displays movement of the virtual image
of the real object to show a task to be completed and detects
a completion of the task.

DETAILED DESCRIPTION

[0025] Example embodiments include systems, apparatus,
and methods that mnclude electronic devices that utilize digi-
tal content to supplement a view of the real world. This con-
tent mcludes digital images, virtual images, computer-
mediated reality, augmented reality, virtual reality, and
other technologies that supplement or alter the view of the
real world.

[0026] FIG. 1 1s a computer system 100 m accordance
with an example embodiment. The computer system
includes servers 110, storage 115, electronic devices 120,
wearable electronic devices 123, an imagery system 130, a
computer system 135 (such as the computer system 2200
shown 1 FIG. 22 or components therem), peripheral
devices 140, and wearable electronic glasses 145 i commu-
nication with each other through one or more networks 150.
Blocks and methods discussed herein execute with the com-
puter system or one or more of the electronic devices, ser-
vers, and/or components therein.

[0027] The servers 110 include one or more of a processor
unit 160 with one or more processors and computer readable
medium 162 (CRM), such as random access memory and/or
read only memory. The electronic devices 120 mclude one
or more of a processor unit 170, CRM 172, and a display
174. The processing unit communicates with the CRM to
execute operations and tasks that implement or assist 1n
implementing example embodiments.
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[0028] DBy way of example, the electronic devices include,
but are not limited to, handheld portable electronic devices
(HPEDSs), wearable electronic devices, wearable electronic
glasses, portable electronic devices, computing devices,
electronic devices with cellular or mobile phone capabil-
ities, digital cameras, desktop computers, servers, portable
computers (such as tablet and notebook computers), hand-
held audio playing devices (example, handheld devices for
downloading and playing music and videos), personal digi-
tal assistants (PDAs), combinations of these devices,
devices with a processor or processing unit and a memory,
and other portable and non-portable electronic devices and
systems.

[0029] By way of example, the networks 150 include one
or more of the internet, an intranet, an extranet, a cellular
network, a local area network (LAN), a home area network
(HAN), metropolitan area network (MAN), a wide area net-
work (WAN), public and private networks, etc.

[0030] By way of example, the storage 115 can include
various types of storage that include, but are not limited to
magnetic storage and optical storage, such as hard disks,
magnetic tape, disk cartridges, universal serial bus (USB)
flash memory, compact disk read-only memory (CD-
ROM), digital video disk read-only memory (DVD-ROM),
CD-recordable memory, CD-rewritable memory, photoCD,
and web-based storage. Storage can include storage pools
that are hosted by third parties, such as an operator of a
data center. The electronic devices, servers, and/or other
components can use the storage to store files, software appli-
cations, data objects, etc. Storage can be accessed through a
web service application programming interface, a web-
based user mterface, or other mechanisms.

[0031] FIG. 2 1s a method to provide mstructions from an
electronic device to a wearable electronic device.

[0032] Block 200 states capture 1mages with a wearable
electronic device of a user.

[0033] By way of example, two-dimensional (2D) and/or
three-dimensional (3D) images are captured with an optical
device of a wearable electronic device, such as with a cam-
era or lens. The 1mages can be recorded, stored 1n memory,
displayed, transmitted, and/or provided to a user. For
instance, video mmages and audio are captured with the
wearable electronic device and then wirelessly transmitted
over a network.

[0034] Block 210 states display the 1mages 1n real-time on
an e¢lectronic device that 1s remote from the wearable elec-
tronic device.

[0035] The remote electronic device recerves the captured
1mages from the wearable electronic device and displays or
projects these immages. For imstance, the mmages are dis-
played on or through a display or presented as a three
dimensional 1mage, such as a volumetric display device,
3D display, or 3D projection. The electronic device and
the wearable electronic device can be physically remote
from each other, such as being 1n different cities or states,
being at ditferent locations 1 a building, being in ditferent
rooms, €tc.

[0036] Block 220 states receive, at the wearable electronic
device and from the remote electronic device, mstructions
that provide a task for the user to perform.

[0037] 'The remote electronic device recerves mstructions
from a user and/or an electronic device. For instance, a user
interacts with a user mterface (UI) or graphical user mter-
tace (GUI) to provide commands and/or mstructions that are
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transmitted to or provided to the wearable electronic device.
These commands and/or mstructions provide a task for the
user or wearer of the wearable electronic device to perform.
[0038] Block 230 states display, through and/or with a dis-
play of the wearable electronic device, the instructions
recerved trom the electronic device.

[0039] The wearable electronic device recerves the
instructions from the remote electronic and then displays,
stores, or provides these mstructions. For instance, the
instructions are displayed or provided to a wearer of the
wearable electronic device.

[0040] Consider an example m which a person wears a
pair of wearable electronic glasses (such as GOOGLE
glass). These glasses capture video images of a field of
view of the user and transmit the video 1mages to a handheld
portable electronic device (HPED) that 1s remotely located
from the glasses. The video images appear on a display of
the HPED so a user of the HPED can view what the person
sees through the glasses. The user mteracts with the HPED
and provides mstructions or information to the person wear-
ing the glasses. By way of example, the mstructions include
one or more of voice commands, text commands, 1mages, or
interactions with controls. These mstructions transmit to the
wearable electronic glasses so the person wearing these
glasses can view or receive the instructions. For example,
the mstructions mclude mmages mn augmented reality or vir-
tual reality that the wearer of the glasses views.

[0041] Consider an example 1n which a person located 1n
the state of Ohio wears a pair of wearable electronic glasses
that transmits 1mages 1n real-time from the wearable electro-
nic glasses to a personal computer of another person located
in the state of California. The personal computer captures or
assists 1n capturing 3D 1mages of the person located 1n Cali-
fornia and then transmaits these 1mages to the wearable elec-
tronic glasses such that the 3D images appear through the
olasses to the person located in Ohio. These 3D images
include information or actions that mstruct the person

located 1n Ohio how to proceed, act, or move.
[0042] FIG. 3 1s a method to display instructions through a

wearable electronic device to 1nstruct a wearer of the wear-
able electronic device to perform an action.

[0043] Block 300 states display, on an electronic device,
controls that provide mstructions for a wearer of a wearable
electronic device.

[0044] The electronic device mcludes a display with con-
trols that enable a user of the electronic device to provide or
generate mstructions for the wearer of the wearable electro-
nic device. For example, the controls appear on or are gen-
crated by the display of the electronic device and/or on the
electronic device. For 1instance, a user mteracts with a user
interface on the electronic device to create instructions,
commands, and/or actions for the wearer of the wearable
clectronic device. The electronic device and the wearable
clectronic device can be physically remote from each
other, such as being in different cities or states, being at
different locations 1 a building, being in different rooms,
elc.

[0045] Block 310 states receive, at the electronic device
and through the controls, instructions that instruct the
wearer of the wearable electronic device to perform an
action.

[0046] The clectronic device receives or generates the
instructions that mstruct the wearer of the wearable electro-
nic device. For mstance, a user of a remote electronic device
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interacts with 1ts display or a user mterface to generate the
instructions. As another example, the electronic device
includes one or more sensors that sense an action of the
user and generates from the sensed action instruction for

the wearer of the wearable electronic device.
[0047] Block 320 states transmit, from the electronic

device to the wearable electronic device, the mstructions
that mstruct the wearer of the wearable electronic device

to perform the action.
[0048] By way of example, the mstructions are trans-

mitted over one or more networks from the remote electro-
nic device to the wearable electronic device. The nstruc-
tions can be stored m memory and then provided to the
wearable electronic device.

[0049] Block 330 state display, through and/or with the
wearable electronic device, the instructions that instruct
the wearer of the wearable electronic device to pertorm the
action.

[0050] The wearable c¢lectronic device receives the
instructions and then provides or displays these mstructions
to the wearer of the wearable electronic device. For mstance,
the 1nstructions are projected by or displayed through a
olass, camera, or lens of the wearable electronic device or
another electronic device. These mstructions are visible to
the wearer of the wearable electronic device.

[0051] Consider an example 1 which a wearer wears a
wearable electronic device that captures video and transmaits
this video to a display of a tablet computer. A user of the
tablet computer 1s thus able to see what the wearer of the
wearable electronic device sees since a field of vision of
the wearer 1s captured with the wearable electronic device
and transmitted to the tablet computer. The display of the
tablet computer also mcludes controls (such as GUI con-
trols) that enable the user of the tablet computer to generate
instructions or commands. These instructions are trans-
mitted back to the wearable electronic device and provided
to the wearer. The wearer views the mstructions through a
lens of the wearable electronic device and acts according to
the information provided from the user of the tablet compu-
ter. For example, the wearer follows the mnstructions viewed

with the wearable electronic device.
[0052] Consider an example 1 which a remote electronic

device includes a 3D motion control system or gesture con-
trolled system that receives commands from a user. The user
performs gestures with his hands and arms to generate com-
mands and/or mstructions. These commands are transmitted
to and displayed to a wearable electronic device as 1nstruc-
tions or mnformation to the wearer of the wearable electronic
device. The commands from the user are replicated at the
wearable electronic device. For mstance, hand and/or body
movements of the user of the remote electronic device are
recorded and then displayed as 3D mmages or virtual images
to the wearer of the wearable electronic device. Alterna-
tively, the hand and/or body movements of the user function
as 1nstructions or commands that are transmitted to or
relayed to the wearable electronic device. For example, a
hand gesture 1n one direction and with a certain motion sig-
nifies to the wearer of the wearable electronic device to walk
1in a particular direction. A hand gesture 1n another direction
and with another motion signifies to the wearer of the wear-
able electronic device to stop and sit down. These gestures
can appear as virtual hand gestures, the actual hand gestures,
or 1n another form, such as text instructions, audio 1nstruc-
tions, or mstructions that use 1cons, symbols, or graphics.
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[0053] Consider an example 1 which a first user at a first
ocographical location wears a first pair of wearable electro-
nic glasses, and a second user at a second geographical loca-
tion wears a second pair of wearable electronic glasses. A
field of vision of the second user transmits to the first user
such that the first user sees through the first wearable elec-
tronic glasses images at the second geographical location
that the second user sees. The first user makes hand gestures
into his field of vision being generated at the first wearable
electronic glasses. These hand gestures transmit to the sec-
ond user and appear as virtual 3D 1mages 1n the field of view
of the second user at the second geographical location. The
second user then emulates or copies these virtual 3D hand
oestures with real hand movements from his own hands. For
instance, the hand gestures instructed or showed the second
user to pick up an 1tem located at the second geographical
location. The second user emulates the received hand ges-
tures with his own hands or interprets the hand gestures to
signify an action to take.

[0054] A user at the remote electronic device 1s able to
control mental and/or physical actions of the wearer of the
wearable electronic device. The user at the remote electronic
device generates or produces commands or mstructions for
mental and/or physical actions, and these commands or
instructions are provided to the wearer of the wearable elec-
tronic device. The user 1s thus able to control or instruct the
wearer how to act. These mental and/or physical actions
include, but are not limited to, thinking, calculating, envi-
sioning, dreaming, walking, running, standing, sitting, mov-
Ing 1n a particular direction, moving at a certain speed, hold-
Ing an object, throwing an object, speaking, moving a
particular body part (such as rotating a head or moving an
arm or hand), jumping, grasping or retrieving an object,
releasing an object, or performing other physical or mental
actions that humans are capable of performing.

[0055] Consider an example 1n which an electronic device
communicates with a head-mounted display i an augmen-
ted reality system. A user of the electronic device provides
mstructions that mstruct a wearer of the head-mounted dis-
play how to act or move. By way of example, these mstruc-
tions mform the wearer to walk 1n a particular direction,
follow another mdividual, and perform a series of work-
related tasks. The instructions are displayed to the wearer
as virtual images that augment a real-world view of the
wearer.

[0056] FIG. 415 a method to display a virtual object with a
real object and detect completion of a task on the real object.
[0057] Block 400 states detect a real object that 1s pro-
vided with the wearable electronic device.

[0058] The wearable electronic device and/or another
electronic device can detect the real object. For example,
the real object 1s seen with or visible through the wearable
electronic device and/or detected with, captured with, or
provided by the wearable electronic device.

[0059] Block 410 states display, through and/or with the
wearable electronic device, a virtual object with the real
object.

[0060] For example, the virtual object 1s displayed on a
display of the wearable electronic device or provided by or
seen through the wearable electronic device. The virtual
object exists adjacent to, on, or with the real object. For
instance, the virtual object 1s stmultaneously or concurrently
provided with the real object such that the virtual object
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exists next to, near, overlapping with, over, or on top of the
real object.

[0061] A size, a shape, and/or a color of the virtual object
can emulate or copy a size, a shape, and/or a color of the real
object. The virtual object looks like or has a similar physical
appearance of the real object. For istance, the virtual object
emulates a physical appearance of the real object or 1s a
copy of the real object. Alternatively, the virtual object can

be ditferent than the real object.
[0062] Block 420 states display, through and/or with the

wearable electronic device and while the virtual object 1s
with the real object, movement of the virtual object to
show a task to be completed on and/or with the real object.
[0063] The virtual object moves to show or illustrate cur-
rent, intended, or future movements of the real object. These
movements of the virtual object can occur before the move-
ments of the real object to show a task or an action to be
completed or performed on and/or with the real object. For
instance, the virtual object executes a series of movements
or operations, and the real object subsequently emulates the
movements or operations of the virtual object. The virtual
object can provide instructions for, to, or with the real
object. For 1nstance, such instructions illustrate or provide
information for what actions should be taken on or with the
real object. Further yet, such instructions are not limited to
actual movements of the virtual object and/or the real object
but mclude sound (such as spoken words), text (such as
written words or characters), graphics, drawings, color,
1mages, projections, light, etc.

[0064] Block 430 states detect, while the virtual object 1s
with the real object, completion of the task on the real object
such that the movement of the real object uses and/or emu-

lates the movement of the virtual object.
[0065] The wearable electronic device and/or another

electronic device can detect or determine when or if the
real object completed or performed the mstructed task. For
instance, the real object completes the task when the real
object performs one or more movements that copy or emu-
late the one or more movements of the virtual object. As
another example, the real object completes the task when
the real object follows instructions provided by the virtual
object.

[0066] Consider an example 1n which a user wears a pair
of wearable electronic glasses. The user stands next to and
views a computer printer (1.€., a real object) through a lens
of the wearable electronic glasses. The user would like help
with operating the printer and requests virtual assistance. In
response to this request, a virtual image of the computer
printer appears 1n the field of view of the user. This virtual
1mage 18 a virtual printer that looks like the make and model
of the real computer printer of the user. For mstance, a dis-
play of the wearable electronic glasses provides or projects
the virtual 1image of the computer printer next to the actual
or real computer printer. The virtual printer moves or pro-
vides mstruction 1 response to a query from the user. For
example, 1f the real printer has a paper jam, then the virtual
printer shows operation of a series of steps to fix the paper
jam. For instance, the virtual printer shows a sequence of
steps as follows: opening 1ts front paper tray;, removing
paper stuck 1n this tray; closing the front paper tray; opening
a rear or back cover; removing paper jammed 1n rollers; and
closing the rear or back cover. The virtual printer thus pro-
vided nstruction and assistance on how to cure an actual
paper jam 1n the computer printer of the user.
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[0067] In this example, the computer printer detects a
location of the paper jam, retrieves the appropriate virtual
1mage sequence, and provides this sequence to the wearable
clectronic glasses of the user. After each step of this process,
a determination 1s made as to whether the task showed by
the virtual object 1s performed on the real object. When the
task 1s correctly performed on the real object, an indication
1s provided to the user (such as a verbal or visual indication
that the user correctly performed the task). When the task 1s
not correctly performed on the real object, an indication 1s
provided to the user (such as a verbal or visual indication

that the user did not correctly pertform the task).
[0068] When a task 1s correctly performed on the real

object, the virtual object proceeds to the next sequence.
For example, while the virtual printer 1s displayed next to
the real printer 1n the field of view of the user, the virtual
printer opens 1ts front paper tray. In response to this action,
the user opens the front paper tray of the real printer. The
real printer and/or the wearable electronic glasses deter-
mines a successiul completion of this action, provides an
indication of this successtul completion to the user, and
then proceeds to the next step m the sequence of curing
the paper jam. For instance, the virtual printer next shows
a virtual arm or person removing paper stuck in the front
paper tray.

[0069] Consider another example 1n which a golf mstruc-
tor wears a pair of electronic glasses while giving a golf
lesson to a student. During the golf lesson, the golf mstruc-
tor views and records a golt swing of the student with the
clectronic glasses and requests a virtual golt swing of a pro-
fessional golter to visually compare with the golf swing of
the student. The recorded golf swing of the student and the
virtual golf swing of the professional golfer are simulta-
neously played on or through a display of the ¢lectronic
olasses so the golf mstructor can compare the goltf swing
of the student with the golf swing of the professional golfer.
This visual side-by-side comparison reveals a flaw 1 the
swing of the student. The golf mstructor assists the student
in changing the golf swing to cure the flaw. The visual side-
by-side comparison can also be saved or transmitted, such as
being sent to the student to watch on a pair of electronic
glasses or projected mm an augmented reality so the student
can view the side-by-side comparison.

[0070] Consider an example 1n which a user desires assis-
tance 1n finishing an assembly of a robotic device. The user
wears electronic glasses, looks at the partially assembled
robotic device, and retrieves a program to assist 1in fimshing
the assembly. The program produces a three-dimensional
line drawing of the robotic device and overlays or superim-
poses this line drawing over the actual partially assembled
robotic device. This virtual overlay reveals that the robotic
device 1s missing an arm component. A virtual arm compo-
nent appears and becomes fastened to the virtual overlay.
The user 1s able to see how the wvirtual arm component
attaches to the robotic device. With this information, the
user retrieves the actual arm component and attaches 1t to
the actual robotic device as previously shown 1n the move-
ments of the virtual overlay. The electronic glasses include
sensors that confirm that the arm was successtully attached
to the robotic device.

[0071] Consider an example 1 which a user cannot find a
particular clothing store while shopping 1n a large mall. The
user wears a pair of electronic glasses and requests assis-
tance 1n finding the clothing store. A virtual 1mage of a per-
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son appears 1n a field of view of the glasses, and this virtual
person walks 1n a direction toward the clothing store. The
user follows the virtual person down an escalator, past a
tood court, and toward an entranceway where the retail
store 18 located. When the user reaches the retail store, the
virtual person disappears from the view of the electronic
glasses. Thus, the virtual person walked with and/or guided
the person to the clothing store.

[0072] Consider an example 1n which a student 1s studying
physics from a textbook that 1s linked to a pair of electronic
olasses. The student reads the textbook while wearing the
glasses. The glasses execute a program that tracks a location
of where the student 1s reading 1n the textbook and automa-
tically retrieves visual examples to assist the student
understanding the matenial. For mstance, the textbook 1llus-
trates a two-dimensional 1mmage of an atom. This mmage,
however, appears as a three-dimensional i1mage when
viewed with the glasses. Further, the glasses provide video
and other 1mages that assist the student i learming physics.
This information 1s displayed through the glasses to the stu-
dent while the student 1s reading from the textbook. Virtual
examples being displayed to the student coincide with the
current subject matter that the student 1s reading from the

textbook.
[0073] FIG. 5 1s a method to maintain a consistent distance

between a virtual object and a real object that are 1n a field of
view of a wearable electronic device.

[0074] Block 500 states display, through and/or with a
wearable electronic device, a virtual object with a real
object.

[0075] The virtual object can appear next to, above, below,
besides, on, over, near, superimposed on, overlaid with, or
partially on the real object. For instance, while the real
object 1s visible with or 1n the field of view of the wearable
clectronic device, the virtual object also appears 1 the field
of view. Thus the virtual object and the real object simulta-
neously or concurrently appear in the field of view of the
wearable electronic device.

[0076] Block 510 states maintain a consistent distance
between the virtual object being displayed and the real
object visible with the wearable electronic device while
the wearable electronic device and/or the real object
moves and alters a field of view that 1s viewable with the
wearable electronic device.

[0077] By way of example, the virtual object 1s positioned
with the real object while the real object 1s 1n the field of
view of the wearable electronic device. A user or wearer
of the wearable e¢lectronic device 1s able to see both the
real object and the virtual object at the same time. The real
object 1s seen through the wearable electronic device while
the virtual object 1s displayed to appear next to the real
object.

[0078] A distance or separation can exist between the real
object and the virtual object bemng displayed with or view-
able with the wearable electronic device. This distance
remains constant or consistent while the wearable electronic
device and/or the real object moves and changes a location
of the real object 1n the field of view of the wearable elec-
tronic device.

[0079] Consider an example 1n which a user wears a pair
of wearable ¢lectronic glasses and views a tablet computer
that sits on a table. The wearable electronic glasses generate
and display on 1ts lens a second tablet computer next to the
real tablet computer. This second tablet computer does not
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actually exist on the table but 1s a virtual object that appears
to exist on the table. Both of the tablet computers appear 1n a
field of view of the wearable electronic glasses and thus are
simultaneously visible to the user. A distance of about four
inches separates the virtual tablet computer from the real
tablet computer. When the user moves his head and there-
fore moves a position of the wearable electronic glasses, the
distance between the two tablet computers remains consis-
tent (1.¢., remains at four inches). This distance remains con-
sistent since a location on the lens of where the virtual tablet
computer 1s located changes. If this location did not change,
then the virtual tablet computer would move 1n synchroniza-
tion with movements of the wearable electronic glasses. As
such, the location on the lens of the virtual tablet computer
adjusts to offset the movement of the wearable electronic
glasses.

[0080] Continuing with this example, the user looks at the
table such that the virtual and real tablet computers appear 1n
a center of a field of view of the user. While the user moves
or rotates his head twenty degrees clockwise or counter-
clockwise, the distance between the two tablet computers
remains constant at four inches. In this example, a position
of the real object did not change since 1t remains unmoved

on the table.
[0081] Still continuing with this example, while both the

virtual and real tablet computers are 1n the field of view of
the wearable electronic glasses, the real tablet computer
moves ten inches farther away from a location of the virtual
tablet computer. During movement of the real tablet compu-
ter, a location of the virtual tablet computer on the lens
changes to maintain a consistent distance of four inches
between the virtual and real tablet computers. The virtual
tablet computer moves to follow a path or trajectory of the
real computer such that a distance or separation between the
two objects appears to the wearer to be unchanged.

[0082] One example embodiment moves a position of the
virtual object on a display of the wearable electronic device
1in order to maintain a consistent position between the virtual
object and the real object. This movement of the virtual
object offsets or counters the movement of the wearable
clectronic device and/or the real object so the virtual object
appears to not move with respect to the real object seen
through the wearable electronic device.

[0083] Consider an example 1n which a virtual object (e.g.,
a mobile phone) 1s displayed on a display or lens of a pair of
wearable electronic glasses such that this wvirtual object
overlaps a real object (e.g., a mobile phone) that 1s 1n a
field of view of a user wearimg the glasses. The virtual object
and the real object appear centered 1n the field of view of the
user, and the virtual mobile phone 1s a same make, model,
and si1ze of the real mobile phone and 1s overlaid on top of
the real mobile phone. The user rotates his head forty-five
degrees counterclockwise. It a position of the virtual mobaile
phone did change with respect to the display or lens, then the
virtual mobile would no longer appear overlaid upon the real
mobile phone but appear forty-five degrees 1n a counter-
clockwise position removed from the real mobile phone. In
order to counteract this movement, a position of the virtual
mobile phone on the display or lens of the wearable electro-
nc glasses 1s changed. In this example, the virtual mobaile
phone 1s rotated forty-five degrees clockwise to counter the
forty-five degree counterclockwise movement of the wear-
able electronic glasses. Thus, the virtual mobile phone
moves 1 an opposite direction to that of the wearable elec-
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tronic glasses mn order to generate an appearance that the
virtual mobile phone did not move with respect to the real
mobile phone.

[0084] In an example embodiment, movement of the vir-
tual object on a lens or display of the wearable electronic
device 1s equal to and opposite to movement of the wearable
clectronic device and/or the real object. This equal and
opposite movement of the virtual object occurs simulta-
neously and 1n real-time with the movement of the wearable
clectronic glasses and/or the real object. In this manner, the
virtual object appears not to move to a user and thus remains
in a consistent relationship with the real object while both
objects are being viewed with the wearable electronic
glasses.

[0085] Consider an example i which the real object 1s a
remote controlled motorized vehicle that a user views with a
wearable electronic device. A virtual image of this motor-
1zed vehicle appears to the user to be below the motorized
vehicle. In response to receiving transmission signals, the
motorized vehicle moves 1n a curved path with a northward
direction. The virtual image follows the motorized vehicle
and also moves 1n the curved path with the northward direc-
tion while maintaining a consistent distance from the motor-
1zed vehicle. Durimg movement of the motorized vehicle,
neither the user nor the wearable electronic device moves.
If the wearable electronic device also moved during move-
ment of the motorized vehicle, then the virtual image would
move to offset and/or counter this movement as well.
[0086] Consider an example 1n which a user wears a pair
of wearable electronic glasses that projects an 1mage of a
soda can (1.e., the virtual object) next to a real glass with
ice (1.€., the real object). While viewing the soda can and
the glass, the user moves his head ten degrees upward and
twenty degrees clockwise. In order to counter this move-
ment, the wearable electronic glasses changes a position of
the projection of the soda can ten degrees downward and
twenty degrees counterclockwise. From a point of view of
the user, the soda can and the glass did not move. This
change of the projection of the soda can causes the soda
can to appear to remain unchanged or unmoved next to the
olass.

[0087] Consider an example 1n which a user wears a pair
of wearable electronic glasses that provides a virtual 1mage
of a document with written text (1.e., the virtual object) on
top of a flat, white surface (1.e., the real object). The virtual
document with the written text appears to exist on the sur-
face. While reading the text of the virtual document, the user
looks away from the surface and simultaneously moves his
head 1n the direction of the look. In order to counteract this
head movement, the wearable electronic glasses shifts or
moves the virtual text with a speed and direction that are
equal and opposite the speed and direction of the movement
of the head of the user. This counteraction causes the virtual
document to appear to remain still and unchanged while
being provided on the surface.

[0088] FIG. 6 1s a method to move a location of a virtual
object 1n response to movement of a wearable electronic

device and/or a real object.
[0089] Block 600 states display, through and/or with a

wearable electronic device, a virtual object with a real
object.

[0090] The virtual object can appear next to, above, below,
besides, on, over, near, superimposed on, overlaid with, or
partially on the real object. For imstance, while the real

Sep. 7, 2023

object 1s visible with or 1n the field of view through the
wearable electronic device, the virtual object also appears
in the field of view. Thus the virtual object and the real
object simultaneously or concurrently appear 1n the field of
view of the wearable electronic device.

[0091] Block 610 states move, 1n response to movement of
the wearable electronic device and/or the real object, the
virtual object from being at one location with respect to
the real object to being at another location with respect to
the real object.

[0092] The virtual object moves around the real object as
the distance between the virtual object and a perimeter or
edge of the field of view changes. Movement of the wear-
able electronic device and/or the real object can cause a
space between the wirtual object and the perimeter to
decrease such that there 1s no longer sufficient space for
the virtual object at 1ts current location 1n the field of view
of the wearable electronic device. When the space 1s no
longer suflicient, the virtual object moves to a new location
in the field of view with respect to the real object. This
action of moving the virtual object around the real object
or within the field of view maintains the virtual object n
the field of view while the wearable electronic device and/
or the real object moves. This action also extends an amount
of time that the virtual object appears with the real object. It
the virtual object were not moved, then 1t would disappear
from the ficld of view of the wearable ¢lectronic device and

hence not be visible to the wearer.
[0093] For example, as the wearable e¢lectronic device

moves, a distance or space between an edge or perimeter
of the field of view and the real object and/or the virtual
object can mncrease or decrease depending on the direction
of movement of the wearable electronic device. For exam-
ple, 1f the real object 15 located 1n a center of the field of view
of the wearable electronic device and a head of a user moves
to his left, then space from a right side of the perimeter of
the field of view decreases while space from a left side of the
perimeter of the field of view simultaneously increases. It
the virtual object were displayed on the night side of the
real object, then movement of the wearable e¢lectronic
device to the left may cause the virtual object to fall outside
of the field of view. In other words, as the wearable electro-
nic device continues to move to the left, a distance decreases
between the virtual object and a right side of the perimeter
of the field of view. If the virtual object does not move its
location, then the virtual object will be pushed out of the
field of view of the wearable electronic device. To compen-
sate Tor this movement, the virtual object 1s moved to a loca-
tion 1 the field of view where more space exists between the
real object and the permmeter. In this example, the virtual
object could be moved trom a right side of the real object
and to a left side of the real object.

[0094] The virtual object can switch or move locations
with respect to the real object as the wearable electronic
device moves and alters the field of view for a user and/or
as the real object moves within the field of view. When an
available space m the field of view for the virtual object
shrinks or becomes too small to house or include the virtual
object, the virtual object moves or switches to a new loca-
tion that has more space 1n the field of view. Thus, the virtual
object can switch or move locations within the field of view
and with respect to the real object in order to compensate for
movement of the wearable electronic device and/or move-
ment of the real object.
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[0095] By way of example, the virtual object moves to a
new location 1n the field of view when 1ts current location
becomes too small to accommodate a size and/or shape of
the virtual object. This new location changes a position of
the virtual object with respect to the real object. For exam-
ple, the virtual object moves trom one side of the real object
to an opposite side of the real object (such as moving from
above the real object to below the real object or moving
from a right side of the real object to a left side of the real
object or moving from being mn front of the real object to
being behind the real object).

[0096] Consider an example 1n which a user wears a pair
of wearable electronic glasses that provides an elliptical
field of view. A real object 1s located 1 a center of the
ellipse, and a virtual object 1s displayed on the lens of the
glasses and next to and to the left of the real object from the
point of view of the user. As the user moves his head to his
right, an edge or a perimeter on a left side of the field of view
simultaneously moves toward the virtual object. This move-
ment shrinks an available space 1n the field of view for the
virtual object. If the user continues to move his head m the
rightward direction, then the virtual object will be outside of
the field of view of the user and hence no longer visible. To
prevent this from happening, the virtual object moves to a
new location with respect to the real object. In this instance,
simce the user 1s moving his head to the right, available space
on a right side of the real object increases. The virtual object
switches from being located at a lett side of the real object to
being located at an opposite right side of the real object to
counteract the movement of the wearable electronic device

and change 1n the field of view.
[0097] Consider an example 1n which a user wears a pair

of wearable ¢lectronic glasses that provides a field of view
that imncludes a computer (1.e., the real object) and a virtual
computer (1.€., the virtual object). The virtual computer 1s
situated to a right side of the real computer. A person
picks up the real computer and moves 1t to the location
that the virtual computer occupies. In response to this move-
ment, the virtual computer changes location and moves to a
location previously occupied by the real computer (..,
move the virtual computer to the location where the real
computer was located right before the person moved it).
[0098] Consider an example 1n which the virtual object 1s
located 1n front of the real object from the point of view of
the user (1.e., the virtual object 1s located between the user
and the real object). The user moves toward the virtual
object and the real object such that the user now physically
occupies the space 1 the real world where the virtual object
appeared to be. In response to this movement, the virtual
object 1s moved to a new location that 1s located behind
the real object (1.e., now the real object 1s located between
the user and the Vlrtual object).

[0099] Consider an example 1 which the wearable elec-
tronic device presents a user with a square or rectangular
shaped field of view with a real object located m a center
of the field of view and a virtual object located adjacent to
the real object. As the wearable electronic device moves, the
real object 1s no longer located mn a center of the field of
view. In response to this movement, the virtual object
changes or switches locations with respect to the real object.
For instance, the virtual object moves from one corner of the
square or rectangular field of view to another corner of the
field of view. The virtual object can also move from being
located above the real object to being located below the real
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object or from beimng located on one side of the real object to
being located on an opposite side of the real object.

[0100] The virtual object can move to various locations
within the field of view 1n order to extend a length of time
in the field of view as the wearable electronic device and/or
the real object moves. For example, as the wearable electro-
nic device and/or real object moves, the virtual object moves
1in order to increase a length of time that the virtual object 1s
visible within the field of view.

[0101] Furthermore, the virtual object can move to various
locations within the field of view 1n order to avoid colliding
with an edge of the field of view. For example, as the wear-
able electronic device moves, the virtual object moves to
different locations around a perimeter of the real object to
avold occupying a location that would be outside of the field
of view.

[0102] Furthermore, the virtual object can move to loca-
tions 1n the field of view with a maximum size or maximum
available or free space to accommodate the virtual object.
For 1nstance, 1f a greatest or largest unoccupied area 1n the
field of view 1s located below the real object, then the virtual
object moves to occupy this area.

[0103] The virtual object can change position, orientation,

shape, and/or size with respect to the real object 1n response
to movement of the real object and/or wearable electronic
device (even 1f the wearer of the wearable electronic device
of the wearable ¢lectronic device itself does not move). For
example, as the real object moves within the field of view of
the wearable electronic device, the virtual object also moves
1n this field of view 1n response to these movements.

[0104] As one example, when a user picks up the real
object and moves 1t one foot to his right, then the virtual
object simultaneously moves one foot to the right. When
the real object moves, the virtual object also moves to main-
taimn a consistent relationship with respect to the real object.
The virtual object can track or follow movements of the real
object.

[0105] As another example, a virtual object 1s shown with
a perspective view to a user m a field of view of electronic
olasses. A real object also m this field of view moves toward
the virtual object. In response to this movement, the electro-
nic glasses change the view and present the virtual object
with a plan view to the user.

[0106] As another example, a virtual object 1s shown rotat-
Ing as rotating about an imagiary x-axis in the real-world to
a user 1n a field of view of electronic glasses. A real object
also 1n this field of view moves toward the virtual object. In
response to this movement, the electronic glasses change the
virtual object from rotating about the x-axis to rotating about
a Z-axis.

[0107] As another example, a user wears a pair of wear-
able electronic glasses and views a person that 1s the real
object. A virtual image of this person appears as the virtual
object next to the real person. As the person (1 ¢., the real
object) walks away from the user, the virtual image of the
person (1.¢., the virtual object) simultancously walks away
from the person. The virtual object emulates the walking
movement of the person such that the arms, legs, body,
head, etc. of both the real and vartual persons move 1n stride
or i synchromzation with each other as the real person
walks away. Additionally, as the real person walks away,
he becomes smaller (1.¢., as the person moves farther away
from the user, the person appears smaller to the user because
the visual angle of the user decreases). A size of the virtual
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object contemporancously decreases such that the two
objects appear to get smaller together as the person walks
away to the distance.

[0108] FIG. 7 1s a method to display, with and/or through a
wearable electronic device, actions to wvirtual objects
recerved from an electronic device.

[0109] Block 700 states provide or capture, with a wear-
able electronic device, a real location with real objects.
[0110] For mstance, a user wears the wearable electronic
device that offers a field of view through 1ts lens of the real
location 1n the real-world and the real objects located 1n the
real location. This real location can be a place (such as a
third floor of a building), a scene (such as a view from a
window), a geographical location (such a Global Position-
ing System, GPS, location on ¢arth), an area (such an mter-
1or of a retail store), etc.

[0111] Block 710 states display, on a display of an electro-
nic device, a virtual location with virtual objects that emu-
late the real location and the real objects.

[0112] The virtual location emulates, copies, or represents
the real location, and the virtual objects emulate, copy, or
represent the real objects. The virtual location and the vir-
tual objects have one or more features that match or imitate
the respective real location and real objects. For instance, a
display of an electronic device displays a virtual hospaital
operating room that emulates a real hospital operating
room that 1s remotely located from the electronic device.
The virtual hospital room thus appears to be the real hospaital
room.

[0113] The electronic device can recerve or obtain the real
location and/or real objects from memory, a transmission,
the wearable electronic device, another electronic device,
elc.

[0114] Block 720 states receive, at the electronic device,
actions to one or more of the virtual objects at the virtual
location.

[0115] An action (such as a thing done, a movement, an
accomplishment, or a task) 1s performed on or with respect
to one or more of the virtual objects bemng displayed n the
virtual location. For nstance, a user interacts with a user
interface (UI) or graphical user imtertace (GUI) of the elec-
tronic device to select, move, highlight, point to, grab, alter,
or remove one of the virtual objects. As another example, a
user covers or blocks a virtual object n the virtual location
with his hand, his arm, or a person that appears 1n the virtual
location. As yet another example, a person at the electronic
device imteracts with an augmented reality system to impose
an mmage at the virtual location and/or with the virtual
objects.

[0116] Block 730 states display, through and/or with a dis-
play of the wearable electronic device, the actions such that
the actions to the one or more virtual objects at the virtual
location are reproduced with respect to the real objects at the
real location.

[0117] The actions to the one or more virtual objects and/
or at the vartual location are reproduced, displayed, emu-
lated, copied, replicated, and/or provided to the correspond-
ing one or more real objects and/or real location at the wear-
able electronic device.

[0118] Consider an example in which a handheld portable
electronic device (HPED) displays an interior of a virtual
retail store that sells groceries. This virtual retail store emu-
lates or looks like a real retail store 1n the real-world that
includes aisles with shelves of food 1tems that are available
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tor selection and purchase. The virtual retail store being dis-
played on the HPED also includes the same aisles, shelves,
food, etc. as the real retail store. A user interacts with a GUI
of the HPED to select a can of soup on a third shelf of aisle
five 1n the virtual store. The user drags this can of soup from
the shelf mto a shopping cart. A wearer of a wearable elec-
tronic device physically enters the retail store and proceeds
to the aisle five. In thas aisle, the third shelt has cans of soup.
One of the cans of soup 1s virtually marked or distinguished
to nstruct the wearer that the user selected this particular
can of soup. For example, the can of soup 1s highlighted or
outlined with a color or other indicia on the display of the
wearable electronic device so the wearer 1s able to determine
and select the correct can of soup. The wearer grabs the
physical can of soup from the third shelf 1n aisle five and
places the can of soup 1n a shopping cart. The selected can

of soup 1s then delivered to the home of the user of the

HPED.

[0119] Consider an example 1 which a factory warechouse
stores large numbers of crates that are moved on a daily
basis and are shipped to ditferent parts of the world. A fore-
man ol the warehouse uses a tablet computer to display a
virtual or real image of the warchouse. The foreman selects
crates from one location and moves them to another loca-
tion. Next, the foreman opens, on the display, a shipping
container, selects items from the contammer, and moves
them to different locations through the warehouse. These
actions of the foreman with the warehouse are stored on a
cloud server and are assigned as a workiflow to a forklitt
operator named John. Later, John comes to work, dawns a
pair of wearable electronic glasses, and retrieves the work-
flow from the server. The workflow commences and John
sees the crates (previously selected by the foreman) as
being highlighted. John drives the forklitt to this location
and moves the crates to the ditferent locations that are 1ndi-
cated 1n the workflow. After completion of these tasks, the
wearable electronic glasses show the next series of tasks of
moving the 1tems from the shipping contaimner. Actions to be
performed on the physical items 1 the warehouse are dis-
played on the wearable electronic glasses such that John
knows which items to select, where to move the items with
the torklift, and a sequence of the worktlow per the mstruc-
tions of the foreman on the tablet computer.

[0120] Consider an example 1n which an elderly man
desires to have a clerk go grocery shoppmg on behalf of
the man. The clerk wears a pair of wearable electronic
glasses, and video from these glasses appears on a display
of an electronic device of the man. While the clerk 1s at the
store, the man mteracts with the display to mstruct the clerk
where to go 1n the store. When the man sees on his display a
food item that he desires, he taps the display to highlight the
food 1tem. This action stmultaneously causes the clerk to see
a virtual identification through the lens or with the display of
the wearable electronic glasses. Thus, actions of the man
with his display appear 1n real-time as virtual identifications
or visualizations with the wearable electronic glasses. For
example, the real food 1tem and its location 1n the store are
marked or distinguished with the wearable electronic
olasses so the clerk knows which item to select for the
man. In this manner, the clerk acts as a proxy or agent for
the man and performs the grocery shopping per the real-time
instructions from the man.

[0121] FIG. 8 1s a method to display a translation of a
writing on a real object.
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[0122] Block 800 states detect or provide, with a wearable
electronic device, a real object with writing 1n a {first
language.

[0123] 'The wearable ¢lectronic device detects or provides
an object or a document with writing 1n the field of view of
the wearable electronic device. A determination 1s made of
the language of the writing. For example, a paper document
on a desk of a user 1s written 1n French language. The user
wears a wearable electronic device while viewing the docu-
ment, and the wearable electronic device communicates
over a cloud with an optical character recognition (OCR)
engine that determines the document 1s written 1n French.
As another example, writing on a computer screen 1s written
in Chinese and viewed with a user that wears a wearable
electronic device.

[0124] Block 810 states translate the writing from the first
language mto a second language that 1s different than the
first language.

[0125] The wearable e¢lectronic device and/or another
electronic device translate the writing of the real object
into another language. For example, if a document 1s written
in Chinese, then the wearable electronic device translates
the writing on the document mnto English. A user or electro-
nic device can select the language into which the writing on
the document 1s translated. As another example, a real object
includes writing 1 Spanish. This writing 1s translated with a
server from Spanish to English, and the translation 1s trans-
mitted to the wearable electronic device.

[0126] Block 820 states display, through and/or with the
wearable electronic device, the writing 1n the second lan-
guage over or on the real object such that the writing on
the real object appears to be written 1 the second language.
[0127] Wniting on the real object 1s translated mto another
language, and this translated writing 1s superimposed on or
provided with the real object with the wearable electronic
device. To a wearer of the wearable electronic device, the
real object appears to be written 1 the second language. For
example, a virtual image of the writing 1n the second lan-
guage appears over and covers the writing mn the first
language.

[0128] Consider an example i which a user navigates
with an HPED to a website that 1s written 1n English. The
user wears a pair of wearable electronic device that stores or
communicates with optical character recognition (OCR)
software or engine that translates the written English text
of the website into Spanish. This Spanish text 1s then dis-
played through the wearable electronic device such that the
website appears to be written 1 Spanish while the user
views the website through the wearable electronic device.
Thus, even though the website 1s actually written 1n English,
the website appears to the wearer of the wearable electronic
device to be written 1n Spanish. Virtual Spanish text 1s dis-
played on or through the lens of the wearable electronic
device 1n locations that correspond with the respective Eng-
l1sh text on the website.

[0129] Consider an example mm which a user types a letter
in English on his notebook computer. After the letter 1s writ-
ten, the user dawns a wearable electronic device, selects
French language, and views letter with the wearable electro-
nic device. The English text of the letter 1s translated into
French that appears through a display of the wearable elec-
tronic device. Thus, as the user views the letter on his note-
book computer with the wearable electronic device, the let-
ter appears to be written 1n French.
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[0130] Consider an example 1n which a user living 1n
Canada receives a box 1n the mail from China. An exterior
surface of the box includes writing in Chinese. The user 1s
unable to read Chinese and views the box with a wearable
electronic device that includes a display. This display shows
the Chinese writing to be 1n English. Thus, from the point of
view of the user, the exterior surface of the box appears to be
written 1n English, not Chinese. Virtual text i English

appears on the box at the locations with Chinese text.
[0131] FIG. 9 1s a method to display virtual content asso-

ciated with an area or an object when a wearable electronic
device views the area, views the object, and/or comes within
proximity of the area and/or the object.

[0132] Block 900 states store virtual content that 1s asso-
ciated with an area and/or an object.

[0133] Virtual content 15 stored 1n memory, such as being
stored on a cloud server, a wearable electronic device, or an
clectronic device. This virtual content 15 associated with an
arca (such as a geographical area or location) and/or an
object (such as a person, a thing, or something that 1s visible
or tangible).

[0134] Block 910 states display the virtual content when a
wearable electronic device views the area, views the object,
and/or comes within proximity of the area and/or the object.
[0135] Virtual content 18 retrieved, transmitted, obtained,
displayed, or activated when the wearable electronic device
views the area, views the object, and/or comes within proxi-
mity of the area and/or object.

[0136] Consider an example 1n which a user purchases a
new computer that includes virtual content (such as virtual
operating 1nstructions). These mstructions play through a
wearable electronic device as virtual images or virtual
video. For instance, upon purchasing the computer, the
user 1s granted access to 3D wvirtual instructions on using
and operating the computer. The user dawns a pair of wear-
able electronic glasses and views the computer with the
glasses to activate the mstructions. While the computer 1s
located within the field of view of the glasses, virtual
instructions play through the glasses. The user sees the
instructions and hears audio associated with the mnstructions
simultaneously while viewing the computer. These mstruc-
tions assist the user 1n performing actions on the computer
(such as assisting the user to start or operate the computer,
connect to a network or other electronic device, download or
upload data, configure settings, etc.). These mnstructions can
play next to, over, or near the computer that 1s within the
field of view of the glasses. The instructions stop playing
when the user looks away from the computer such that the

computer 1s no longer 1n the field of view of the user.
[0137] Consider an example m which a person (John)

records a video of himself talking i order to leave a virtual
video message for his friend (Peter). The video 1s trans-
formed mmto a 3D wvirtual image of John with his voice as
audio. John transmats the video recording to Peter with play-
back instructions to replay the video recording when Peter
enters his office. Peter recerves a message on his HPED that
indicates he has a message tfrom John, but Peter cannot
retrieve or view the message until he 1s located at the play-
back location. When Peter arrives at his office, he retrieves
and activates the video recording with his wearable electro-
nmc device (e.g., an electronic wristwatch with a display).
Peter views the virtual video recording of John while sitting
in his office. Activation, retrieval, and/or viewing of the
message were contingent on Peter being at a certain or pre-
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determined geographical location (1.e., his office). The mes-
sage would not play until Peter was physically located at the
office since Peter was required to be present at this location

to retrieve and/or activate the message from memory.
[0138] Consider an example 1 which a mother bakes

cookies and places them on a plate on a counter 1n the
kitchen. While wearing a pair of electronic glasses, she
views the plate of cookies and activates a message mode.
The electronic glasses sense her hand that draws a virtual
red circle 1n the air around the cookies and records her
voice saying, “Do not eat until after dinner.”” Later, the
mother’s son enters the kitchen while wearmg his electronic
glasses. His field of view encounters the plate of cookies,
and he sees a virtual red circle around the plate of cookies.
He enters message mode with his glasses, points his hand
toward the cookies, and a verbal message 1s played from this
olasses saymng, mn his mother’s voice, “Do not eat until after
dinner.” Thus, playback of the message and viewing of the
virtual content were tied to the son being at the physical
location and looking m a particular direction (1.e., having
the plate of cookies bemng mm his field of view with the

glasses).
[0139] Consider an example i which a person (Sally)

interacts with a tablet computer to shop at an online retail
store (named Store ABC). A navigatable image of the store
appears on the tablet computer as a virtual store. Thais virtual
store has a physical, real store as a counterpart 1n a shopping
complex (1.¢., Store ABC exists 1n a shopping complex and
as a virtual store accessible over the Internet). Thus, a loca-
tion and existence of items 1n the virtual store shown on the
tablet computer correspond with a location an existence of
the same 1tems 1 the actual retail store. Sally 1nteracts with
the tablet computer to select a black shirt with s1ze medium,
which 1s the last black shirt available 1n this size. When she
selects the shirt with the tablet computer, the shart 1s marked
or tagged 1n both the retail store and the virtual online store
as being sold, taken, or not available. Sally finishes shop-
pmg and pays for the shirt. The actual or physical shirt
remains 1n the retail store since the shirt has not yet been
retrieved by Sally or by a store employee. Later, while wear-
ing a pair of electronic glasses, another person (Mary) goes
to the shopping complex and enters Store ABC. Mary
intends to buy the same black shirt with size medum as
Sally previously purchased. Mary finds the black shirt but
notices a virtual indication or mark on the black shirt that
noftifies her that the shirt 1s sold and not available to pur-
chase. This indication or mark appears as a virtual 1mage
on or through the display of her electronic glasses.

[0140] Consider an example 1n which a user wears a wear-
able electronic device while shopping 1n a store. When the
user comes within ten feet of clothes rack, a 3D wvirtual
advertisement for the clothes on the rack begins to play
through the wearable electronic device of the user. This
advertisement automatically plays on wearable electronic
devices of other users when these users physically enter
within a radius of ten feet from the clothes rack.

[0141] Virtual content associated with an area and/or an
object can also be displayed when a user focuses her or
her eyes on the area and/or object. Focus of the eyes on
the area and/or object triggers or activates the virtual con-
tent. For example, the wearable electronic device includes,
uses, or communicates with eye tracking software to deter-
mine a direction of gaze or focus and/or where the eyes of
the user are focused.
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[0142] Consider an example 1n which a wearer of a wear-
able electronic device focuses on a real object with his eyes.
When the wearer focuses on this object, a virtual object that
emulates this real object activates and appears on a lens or a
display of the wearable electronic device. When the wearer
looks away and changes his eyes from focusing on this
object, then the virtual object disappears and/or 1s removed
from appearing on the lens or the display.

[0143] Consider an example 1 which a user wears elec-
tronic glasses and shops 1n a retail store with various racks
and 1items. A field of view of the user includes three different
clothes racks. When the user focuses her eyes on one of the
racks, an advertisement for clothes 1n this rack appears and
plays with the electronmic glasses. Advertisements for the
other two clothes racks do not play for the user since her
cyes are not focused on those racks. The electronic glasses
determine on which rack her eyes are focused and retrieve
and play the advertisements for that rack.

[0144] Consider an example 1n which a user wears a wear-
able electronic device that includes an eye tracker that mea-
sures or determines a point of gaze of the user and/or motion
of an eye relative to a position of the head. The user walks 1n
an airport that includes various physical signs. When the
user focuses on one of these signs, additional mformation
or mstructions are visually displayed to the user through or

with the wearable electronic device.
[0145] FIG. 10 1s a method to provide instructions to a

wearable electronic device for how to cure an error with
an electronic device.

[0146] Block 1000 states determine an error or problem
with an electronic device.

[0147] The electronic device can diagnose 1ts own error or
problem or receive this diagnosis from another electronic
device. For example, a printer determunes that 1t has a
paper jam 1n tray number two. As another example, a tablet
computer determines that 1t has a virus or a corrupt file. As
another example, a server i communication with an HPED
determines that the HPED has outdated software and noti-
fies the HPED of this determination. As another example, a
wearable electronic device communicates with the printer,
and the two electronic devices determine that the printer 1s
offline and not connected to the Internet.

[0148] Block 1010 states retrieve, receive, or provide
mstructions for how to remedy or cure the error or problem.
[0149] For example, the electronic device retrieves the
instructions from 1ts own memory or from another memory
(such as recerving the instructions from a cloud computing
device that 1s 1n communication with the electronic device).
The 1nstructions can mclude video, audio, and/or virtual
images that mstruct how to repair, fix, cure, remedy, or
solve the error or problem.

[0150] Block 1020 states provide the instructions to a
wearable electronic device.

[0151] By way of example, the electronic device transmits
the 1nstructions to the wearable electronic device or pro-
vides the wearable electronic device with a storage location
or access for retrieving the mstructions from another elec-
tronic device (such as providing the wearable electronic
device with information to enable the retrieval of the
instructions from a cloud server). Alternatively, the mstruc-
tions are retrieved from memory of the wearable electronic
device itsell. For instance, a wearable electronic device
determines that 1t has a problem, retrieves mstructions to
cure this problem, and stores the mstructions 1n memory.
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[0152] Block 1030 states provide, by the wearable electro-

nic device, the mstructions to one or more persons.
[0153] For example, the wearable electronic device dis-

plays, portrays, transmits, broadcasts, or projects the
instructions such that the mstructions can be viewed or
heard by a wearer or user of the wearable electronic device.
[0154] Consider an example 1n which a printer determines
that 1ts ik cartridge 1s low and needs replaced. The printer
sends a user a message to replace the mk cartridge. The user
purchases a new 1k cartridge but does not know how to
replace the old ik cartridge with the new mk cartridge.
The printer sends a sequence of virtual 3D video 1nstruc-
tions to the user while the user 1s wearing a pair of electronic
olasses. These instructions overlay on or superimpose on the
printer and show the user step-by-step instructions on how
to replace the old ink cartridge with the new 1nk cartridge.
For example, step one shows a virtual front cover of the
actual printer opening while the user views the actual prin-
ter. After the user opens the front cover of the printer, step
two plays. This process continues until the user successtully
changes the ik cartridge.

[0155] Consider an example mm which an automobile
determines that 1ts engine o1l 1s low and provides a message
to the driver to add oi1l. The driver, however, does not know
how to add o1l to the automobile and requests virtual assis-
tance. In response to this request, the automobile transmits
instructions how to add o1l to a wearable electronic device of
the user. These mnstructions play a 3D video m augmented
reality that shows step-by-step instructions on how to add
o1l to the automobile. The video plays while the user actu-
ally performs the task of adding oil. After the user completes
one of the steps, then the video proceeds to the next step. For
instance, the video pauses or stops after each step, waaits for
a confirmation that this step was successtully completed,
plays the next step, pauses, waits for a confirmation that
this step was successtully completed, etc.

[0156] FIG. 11 1s a method to share a location of a virtual
object with multiple wearable electronic devices.

[0157] Block 1100 states generate, on or to a real object or
a real area, a virtual object that 1s visible to a user with a
wearable electronic device.

[0158] For example, a virtual object 1s generated to, pro-
vided to, or retrieved to an object or an area that exist in the
real world. This virtual object 1s visible with or through a
wearable electronic device.

[0159] Block 1110 states store a location of the virtual

object with respect to the real object and/or the real area.
[0160] The location of the virtual object 1s stored 1 mem-

ory. This location can mclude a mechanism to establish the
location with respect to the real object or the real area, such
as a tag, a coordinate, a marker, a visual reference, a GPS
location, feature detection (such as corner detection, blob
detection, edge detection, color detection), mapping, 1mage
processing, etc. By way of further example, augmented rea-
lity uses 1mage registration to determine and restore real
world coordinates.

[0161] Block 1120 states share the location of the virtual
object with multiple wearable electronic devices such that
the virtual object 1s visible to other users with the multiple
wearable electronic devices.

[0162] For example, an electronic device transmits the
location to the multiple wearable electronic devices. Users
of these devices can simultancously view the virtual 1mage
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or virtual object at the location from different points of view
or from different physical locations.

[0163] Consider an example 1n which different users are
located 1n a room and wear wearable electronic devices. One
of these users generates a 3D 1mage that appears 1n the mid-
dle of the room. The wearable electronic device of this user
transmaits this image and 1ts location to a server, and the ser-
ver transmits the 1mage and location to the other wearable
clectronic devices 1n the room. Each user can now see the
3D mmage that the user generated.

[0164] Consider an example 1n which users play a war
game or a battle game. Each player carries a pretend gun
that fires virtual ammunition (such as virtual bullets, lasers,
projectiles, etc.) and wears a pair of electronic glasses. An
object of the game 1s to shoot other players with the pretend
gun to score points. A first player uses his pretend gun to
shoot virtual shots at a second player. These virtual shots
miss the second player but hit a wall and thus leave virtual
bullet holes 1n the wall. A location of these shots, a number
of shots, and damage to the wall are recorded and stored.
Subsequently, when the first player, second player, or other
players look at the wall, they see the wall with the bullet
holes. The wall thus appears to all of the players to have
been shot with bullets. During the game, the second player
returns fire at the first player and a virtual bullet from the
second player grazes an arm of the first player. Visual aftects
of the game attempt to mimic reality. In reality, this bullet
would have caused a wound 1 the arm of the first user, so
this wound 1s 1mitated 1n the virtual sense. Specifically, the
first user appears to have a wound on his arm, though the
wound 1s virtual. When the first player or other players view
the arm of the first player, they see the wound caused from
the virtual bullet. This wound remains with the first player
as he moves around to different physical locations and con-
tinues the game.

[0165] Consider an example m which two people are
standing next to each other and are wearing electronic
olasses. Both people see a virtual printer that 1s located 1n
front of them on a real table (1.¢., a virtual printer 18 located
on top of a real table). One of the wearers extends his hand
to the virtual printer and raises a lid to the printer. Move-
ments of the hand of the user are detected to determine the
action of raising the lid of the virtual printer. In response to
these movements, the lid of the virtual printer raises. Both
people see the virtual printer with the raised lid.

[0166] FIGS. 12A - 12D show a computer system or elec-
tronic device system 1200 that provides imstructions to a
wearable electronic device. This system 1200 includes a
wearable electronic device 1210 worn on a user 1220 and
an ¢lectronic device 1230 (such as a HPED) that communi-

cates with the wearable electronic device 1210 over a net-
work 1240.

[0167] A ficld of view 1250 1s visible through or with the
wearable electronic device 1210. By way of illustration, this
field of view 1250 has an elliptical shape to represent a view
or fleld of focus of the user 1220 through electronic glasses.
Dashed lines 1260 represent a perimeter, periphery, or edge
of the field of view 1250.

[0168] FIG. 12A shows the user 1220 looking straight
ahead with a field of view that includes an automobile
1262 and a tree 1264 near the automobile. The wearable
electronic device 1210 captures this 1mage and transmats 1t
through the network 1240 to a display 1270 of the HPED
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1230. As such, a view of the wearable electronic device

appears on the display ot the HPED.
[0169] 'The display 1270 of the HPED 1230 includes an

automobile 1272 and a tree 1274 near the automobile that
represent the automobile 1262 and tree 1264 1n the field of
view 12350 for the wearable electronic device 1210. Real
objects 1n the field of view 1250 can appear as similar or
1dentical objects on the display 1270 of the HPED 1230.
For mstance, the real objects of the automobile 1262 and
the tree 1264 appear as real objects of the automobile 1272
and the tree 1274. By way of example, the wearable electro-
nic device 1210 captures video of the real objects, and this
video 1s reproduced on the display 1270 of the HPED 1230.
Real objects m the field of view 1250 can also appear as
altered objects on the display 1270 of the HPED 1230. For
instance, the real objects of the automobile 1262 and the tree
1264 ar¢ transformed and appear as virtual objects (e.g., the
automobile 1272 and the tree 1274 are virtual 1images of the
real automobile and the real tree). Further yet, the real
objects 1n the field of view 1250 of the wearable electronic
device 1210 can be altered. For mstance, a virtual image of
an automobile 1s mcluded with or superimposed over the
automobile 1262, and virtual mmage of a tree 15 included
with or superimposed over the tree 1264. As another exam-
ple, the automobile 1262 1s replaced with a virtual automo-
bile that emulates the real automobile, and the tree 1264 15

replaced with a virtual tree that emulates the real tree.
[0170] FIG. 12B shows instructions being 1ssued from the

HPED 1230, over network 1240, and to the wearable elec-
tronic device 1210. For 1llustration, the tree 1274 displayed
on the HPED 1230 1s marked, highlighted, or otherwise dis-
tinguished from other objects being displayed on the display
1270. For example, a virtual image or indication 1280 1s
superimposed on or provided with the tree 1274 on the
HPED to visually illustrate or distinguish to a user the tree

from the automobile 1272.
[0171] The indication 1280 (shown on the tree 1274 of the

HPED) replicates or copies to the tree 1264 1n the field of
view 1250 of the user 1220. The user 1220 sees a virtual
image or indication 1282 that distinguishes the tree 1264

from other objects (such as the automobile 1262) i the

field of view 1250.
[0172] For illustration, the mdications are shown as virtual

parallel lines that appear on the tree 1274 on the HPED 1230
and on the tree 1264 1n the field of view 1250. Other 1ndica-
tions can be used, such as using highlights, colors, shading,
nonparallel lies, light, etc. to mark or distinguish the tree.
By way of example, a user imteracts with the HPED and uses
a user mterface (UI) or graphical user interface (GUI) to add
virtual marks to distinguish or to emphasize the tree.
Furthermore, the indications shown on the HPED can be
the same or different than the indications shown in the

field of view.
[0173] Consider an example 1 which a user interacts with

the HPED 1230 1n order to control or mstruct the user 1220
that wears the wearable electronic device 1210. The user of
the HPED desires to mstruct the user of the wearable elec-
tronic device to walk to the tree 1264. In order to provide
this mstruction, the user marks the tree 1274 and this mark
appears as a virtual mark, virtual indicia, or virtual indica-
tion on the tree 1264. While wearing the wearable electronic
device 1210, the user 1220 sees a virtual indication 1282 on
or at the tree 1264 and proceeds in that direction as
instructed.
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[0174] FIG. 12C 1illustrates the system 1200 i which
voice control or activation assists 1 providing instructions
from the HPED 1230, over network 1240, and to the wear-
able electronic device 1210. The display 1270 of the HPED
1230 includes a visual indication (shown as “voice on”) to
llustrate that the HPED 1s 1n voice control mode. Likewise,
the field of view 1250 of the wearable electronic device
1210 includes a visual indication (shown as “voice on”) to
illustrate that the wearable electronic device 1210 1s 1n voice
control mode. This mode enables users to perform actions
such as generating virtual mstructions, communicating with
cach other usmng voice and 1ssuing instructions or com-
mands to an electronic device with voice.

[0175] Consider an example 1n which a user interacts with
the HPED 1230 1n order to control or mstruct the user 1220
that wears the wearable electronic device 1210. The user of
the HPED desires to mstruct the user of the wearable elec-
tronic device to walk to the tree 1264. In order to provide
this mstruction, the user of the HPED speaks the following
istructions: “Walk to the tree.” In response to these verbal
instructions, the HPED 1230 recognizes a tree m the view,
marks the tree, and transmuits this mstruction to the wearable
clectronic device. The HPED marks the tree with a virtual
mark, virtual indicia, or virtual mmdication on the tree 1264
and on the tree 1274. The user of the HPED se¢es the virtual
indication 1280 on the tree 1274 and can confirm that the
HPED marked or selected the correct tree. While wearing
the wearable electronic device 1210, the user 1220 sees a
virtual indication 1282 on or at the tree 1264 and proceeds
1n that direction as mstructed. In this example, verbal com-
mands are used to generate a virtual indication, apply this
virtual mdication to a real object, and transmit the virtual
indication for the real object to another electronic device.
[0176] FIG. 12D illustrates the system 1200 1n which the
display 1270 of the HPED 1230 includes controls 1286 that

provide mstructions over the network 1240 to the wearable
electronic device 1210 that projects or displays controls
1288 1n the field of view 1250. The controls 1288 provided
on the wearable electronic device 1210 can be similar to or
different than the controls 1286 provided on the HPED
1230. For illustration purposes, the controls are shown as
being similar on the HPED and the wearable electronic
device.

[0177] By way of example, the controls 1286 include a
head motion or head movement control 1290, a speed con-
trol 1292, and a direction control 1294. These controls are
also shown as virtual objects or images 1n the field of view
1250 of the wearable e¢lectronic device 1210. The head
movement control 1290 has a circular or doughnut shape
with different sections. When a section 1s highlighted or
activated, the user will move his head in the direction of
this section. An activated section provides a user with
instruction on which direction to turn or face his head. The
speed control 1292 has a rectangular shape with ditferent
sections. When a section 1s highlighted or activated, the
user can determine a speed at which to move. For mnstance,
activation of the lower section indicates walk or move
slowly; activation of half of the rectangle mndicates walk
quickly or jog slowly; and activation of the entire rectangle
indicates move quickly or run. The direction control 1294
includes four arrows or pointers that point i different direc-
tions (such as pointing to zero degrees, ninety degrees, one
hundred and eighty degrees, and two hundred and seventy
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degrees). When an arrow or pointer 1s highlighted or acti-
vated, the user will proceed or take action 1n this direction.
[0178] Consider an example 1n which a user of the HPED
1230 desires the user 1220 of the wearable electronic device
1210 to walk to the automobile 1262. The user of the HPED
speaks a command or mstruction (e.g., “Go to car”), and this
instruction appears 1n the field of view 1250 of the wearable
clectronic device 1210. Further instructions are also pro-
vided, such as activation of the top arrow of the direction
control 1294 so the user 1220 knows 1n which direction to
proceed and activation of two lower sections of the speed
control 1292 so the user knows to walk quickly toward the
automobile. Once at the automobile, a left section of the
head movement control 1290 activates so the user knows
to turn his head to the left in a direction indicated with the
activated section. Activation of the head, speed, and direc-
tion controls can be with verbal commands, gesticulations of

a body, mteraction with a GUI, etc.
[0179] Thus, the controls 1286 enable a user of one ¢lec-

tronic device (e.g., the HPED 1230) to control or provide
movement mstructions to a user of another electronic device
(¢.g., the wearable electronic device 1210). For 1llustration
purposes, the controls 1286 on the display 1270 of the
HPED 1230 also appear n the field of view 1250 of the
wearable electronic device 1210. These two control sets

can be the same, similar, or different.
[0180] FIGS. 13A - 13C show a wearable electronic

device 1300 that provides a virtual object 1310 with a real
object 1320. For 1llustration, a user 1330 wears the wearable
electronic device 1300 (shown by way of example as elec-
tronic glasses or electronic eyewear). The user 1330 has a
field of view 1340 through the wearable electronic device
1300 with a periphery, edge, or perimeter shown with
dashed lines 1350.

[0181] The ficld of view 1340 of the user 1330 includes

the real object 1320 (shown by way of example as a note-
book computer 1n a closed state or open state) and the virtual
object 1310 (shown as a virtual notebook computer mn the
closed state or open state). For illustration purposes, the vir-
tual object 1310 (1.¢., the virtual notebook computer) emu-
lates or copies the real object 1320 (1.e., the real notebook
computer). As such, the virtual object can look like or be
similar to the real object. For mstance, the virtual object
appears as a same make and model notebook computer as
the real notebook computer. Alternatively, the virtual object
can be different than or dissimilar to the real object.

[0182] The virtual object 1310 1s placed or positioned next
to or adjacent to the real object 1320. As such, the user
simultaneously sees the real object 1320 (which 1s physi-
cally and actually present in the real world 1 front of the
user) and the virtual object 1310 (which 1s not physically
present 1n front of the user but appears 1n front of the user
as a virtual 1mage or virtual object). The wearable electronic
device 1300 presents, provides, displays, generates, or pro-
jects the virtual object 1310 to the ficld of view 1340 of the

user 1330.
[0183] In FIGS. 13A - 13C, the wearable electronic device

1300 uses the virtual object 1310 to provide the user with
instructions or commands with regard to the real object
1320. For example, the virtual object 1310 moves to assist
the user 1n operating the real object 1320.

[0184] Consider an example m which the user 1330 pur-
chases a new notebook computer (shown as the real object
1320), but does not know how to operate this electronic
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device. The user requests mstructions or assistance from
the wearable electronic device 1300. In response to this
request, the wearable electronic device 1300 produces a vir-
tual 1mage of the real notebook computer next to the real
notebook computer. FIG. 13A shows both the notebook
computer of the real object 1320 and the notebook computer
of the virtual object 1310 1 a closed state (1.¢., the lid of the
notebook computer 1s closed). Next, the wearable electronic
device 1300 moves or opens the lid of the virtual notebook
computer to 1llustrate this step or action for the user 1330 to
take on the real notebook computer. FIG. 13B shows the
notebook computer of the real object 1320 1 the closed
state with the notebook computer of the wirtual object
1310 1n an open state (1.¢., the lid of the notebook computer
1s open). In response to this visual mstruction or demonstra-
tion, the user 1330 emulates the action of the virtual note-
book computer and opens the lid of the real notebook com-
puter. The wearable e¢lectronic device 1300 detects
movement of the Iid and opening of this computer (1.¢.,
detects the completion of the action of the user of opening
the real notebook computer). Next, the wearable electronic
device 1300 provides a virtual hand 1360 that takes an
action on the virtual notebook computer (such as showing
the user how to turn on or operate the notebook computer).
FIG. 13C shows the notebook computer of the real object
1320 1n the open state with the notebook computer of the
virtual object 1310 recerving an action from the virtual
hand 1360 of a user.

[0185] Example embodiments are not limited to the virtual
1mage or virtual object being near or adjacent the real object.
The virtual object can be included with or on the real object
as well.

[0186] FIG. 14 shows a wearable electronic device 1400
that provides a virtual object 1410 located on a real object
1420. For illustration, a user 1430 wears the wearable elec-
tronic device 1400 (shown by way of example as electronic
glasses or electronic eyewear). The user 1430 has a field of
view 1440 through the wearable electronic device 1400 with
a periphery, edge, or perimeter shown with dashed lines
1450.

[0187] The virtual object 1410 1s shown as a notebook
computer with a lid 1 an open position. This notebook com-
puter 1s superimposed on or over the real object 1420 that 1s
a notebook computer with a lid 1 a closed position. A base
of the virtual notebook computer 1s over or on the base of the
real notebook computer and has a similar or same shape and
size as the real notebook computer. Movement of the lid of
the virtual notebook computer from the closed position to
the open position visually 1llustrates or structs the user to
move the Iid of the real notebook computer from the closed
position to the open position. Movement of the lid of the real
notebook computer places this lid 1n a position that com-
cides with a position of the lid of the virtual notebook com-
puter. For example, the wearable electronic device places
the virtual notebook computer over the real notebook com-
puter and opens the lid of the virtual notebook computer.
This action of opening the Iid mstructs the user to then
open the lid of the real computer.

[0188] In an example embodiment, the virtual object can
emulate the real object and have a same si1ze and shape as the
real object. For 1nstance, if the real object 1s an electronic
device, then the virtual object 1s a same make and model of
clectronic device. Alternatively, the virtual object can be
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different 1n size, shape, make, model, etc. from the real
object.

[0189] In FIG. 14, the user 1430 raises the lid of the real
notebook computer to coincide with a position of the lid of
the virtual notebook computer. For instance, the user raises
the l1id until a position of the lid matches a position of the
virtual id. When the positions match or align, the user can
visually see that the lid of the notebook computer was raised
to the correct location, and this step was successtully and
correctly completed.

[0190] FIGS. 15A - 15C show a computer system or elec-
tronic device system 1500 that provides instructions to a
wearable electromic device. This system 1500 includes a
wearable electronic device 1510 worn on a user 1520 and
an electronic device 1530 (such as a HPED) that communi-
cates with the wearable electronic device 1510 over a net-

work 1540.
[0191] A field of view 1550 1s visible through or with the

wearable electronic device 1510. By way of 1llustration, this
field of view 1350 has an elliptical shape to represent a view
or field of focus of the user 1520 through electronic glasses.
Dashed lines 1560 represent a perumeter, periphery, or edge
of the field of view 1550.

[0192] FIG. 15A shows the user 1520 looking straight
ahead with a field of view that includes a real object 1570
shown by way of example as a notebook computer. The
wearable electronic device 1510 captures this 1mage and
transmits 1t through the network 1540 to a display 1575 of
the HPED 1530. As such, a view of the field of view 1550
appears to the user 1520 through the wearable electronic
device and also on the display 1575 of the HPED 1530.
The display 1575 of the HPED 13530 includes this image
as notebook computer 1574.

[0193] The display 1575 and the field of view 1550 also
include a virtual object 1580 shown as a virtual 1image of the
real notebook computer 1570. This virtual object 1580 can
be manipulated, moved, or changed with the HPED 1530 to
instruct actions with regard to the real object 1570. For
example, a user of the HPED 1530 or program executing
on or with the HPED 1nstructs the user 1520 through the
wearable electronic device 1530.

[0194] FIG. 15B shows the virtual object 1580 with 1ts Iid
1n an open position. For example, a user of the HPED 1530
interacts with the display 1575 or HPED to transition the lid
or cover of the virtual notebook computer from a closed
position to an open position. Actions on the virtual notebook
computer at the HPED 1330 simultancously and in real-
time emulate on or reproduce to the virtual notebook com-
puter shown 1n the field of view 1550. As the lid opens on
the virtual notebook computer at the HPED 1530, the Iid
also opens on the virtual notebook computer at the wearable
electronic device 1510. In response to this mstruction shown
on the virtual object 1580, the user 1520 raises and opens the
l1d of the real object 1570 (1.¢., the real notebook computer).
[0195] FIG. 15C shows the real object 1570 with 1ts 1id 1n
an open position. The user 1520 raises and opens the lid of
the real notebook computer. Actions on the real notebook
computer 1570 simultaneously and 1n real-time emulate on
or reproduce to the 1mage of the real notebook computer
1574 on the HPED 1530.

[0196] FIGS. 15A - 15C show an example embodiment 1n
which two persons located remotely from each other interact
with electronic devices to provide mstructions with how to
operate, control, or use a real object.
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[0197] Consider an example 1 which the user 1520 was
unable to operate his notebook computer 1570 (or other type
of object or electronic device). The user requests assistance
from a technician who 1s remote from the user 1520. The
technician views an image 1574 of the notebook computer
1570 and executes a virtual 1mage 1580 to assist 1n 1nstruct-
ing the user 1520. This virtual 1image appears to both the
technician and the user 1520. The technician manipulates
the virtual 1mage 1580 appearing on the HPED 1530 1n
order to provide mstructions to the user on how to operate
the real notebook computer 1570. Instructions from the
technician appear as visualizations (such as text or indicia)
or movements on or with the virtual object 1580. When the
user takes an action on the notebook computer 1570, these
actions are reproduced on the mmage 1574 at the HPED so
the technician can see that the correct actions were taken.
Alternatively, the HPED 1330 and/or a software program
confirms that the actions of the user on the real notebook
computer 1570 comcide with the instructions shown with
the virtual object 1580.

[0198] FIGS. 16A - 16C show a wearable electronic
device 1600 that provides a virtual object 1610 with a real
object 1620. For illustration, a user 1630 wears the wearable
electronic device 1600 (shown by way of example as elec-
tronic glasses or electronic eyewear). The user 1630 has a
field of view 1640 through the wearable electronic device
1600 with a perniphery, edge, or permmeter shown with
dashed lmes 1650.

[0199] The ficld of view 1640 of the user 1630 includes

the real object 1620 (shown by way of example as a note-
book computer 1n an open state) and the virtual object 1610
(shown as a virtual notebook computer 1 the open state).
For illustration purposes, the virtual object 1610 (1.¢., the
virtual notebook computer) emulates or copies the real
object 1620 (1.e., the real notebook computer). As such,
the virtual object can look like or be similar to the real
object. For instance, the virtual object appears as a same
make and model notebook computer as the real notebook
computer. Alternatively, the virtual object can be ditferent
than or dissimilar to the real object.

[0200] The virtual object 1610 1s placed or positioned on,
with, over, next to, or adjacent to the real object 1620 and
maintains a consistent position with respect to the real object
1620 while the user 1630 moves his head and changes the
field of view 1640. For mstance, when the user jiggles or
moves his head, spacing between the virtual object 1610
and the real object 1620 remains constant. Additionally,
when the user jiggles or moves his head, the virtual object
1610 does not appear to move with respect to the real object
1620. Both the real object 1620 and the virtual object 1610
remain stationary while the head 1630 of the user moves 1n
different directions.

[0201] FIG. 16A 1llustrates the user 1630 looking straight
toward the real object 1620 and the virtual object 1610.
From a pomt of view of the user, the virtual object 1610 1s

next to on a lett side of the real object 1620.
[0202] FIG. 16B 1illustrates the user 1630 looking toward

his right side but still mamtaiming the real object 1620 and
the virtual object 1610 1n hus field of view 1640. As the user
1630 moves his head toward his right side, the field of view
1640 also moves to this side. During this movement, the
wearable electronic device 1600 simultancously compen-
sates and moves a position of the virtual object 1610 being
displayed to the user. Movement of the virtual object 1610
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coimncides with and negates movement of the wearable elec-
tronic device 1600 such that the virtual object 1610 appears
to remain motionless or still with respect to the real object.
For mnstance, as the user 1630 moves his head toward his
right side, the virtual object 1610 simultancously moves
with a same speed toward the opposite side of the field of
view 1640. In other words, the virtual object 1610 moves 1n
an opposite direction but with a same speed as movement of
the field of view 1640. This offsetting motion enables the
virtual object 1610 to appear to remain still while the field

of view 1640 changes.
[0203] FIG. 16C 1illustrates the user 1630 looking toward

his left side but still maintaining the real object 1620 and the
virtual object 1610 1 his field of view 1640. As the user
1630 moves his head toward his left side, the field of view
1640 also moves to this side. During this movement, the
wearable electronic device 1600 simultaneously compen-
sates and moves a position of the virtual object 1610 being
displayed to the user. Movement of the virtual object 1610
coimncides with and negates movement of the wearable elec-
tronic device 1600 such that the virtual object 1610 appears
to remain motionless or still with respect to the real object.
For instance, as the user 1630 moves his head toward his left
side, the virtual object 1610 simultancously moves with a
same speed but opposite direction toward the right side of
the field of view 1640.

[0204] FIGS. 16A - 16C 1illustrate that as the user moves

his head 1n ditferent directions, the virtual object simulta-
neously moves to compensate and offset this movement
such that the virtual object maintains a consistent position
with respect to the real object.

[0205] Consider an example m which the wearable elec-
tronic device of the user executes 1nstructions that assist the
user 1 solving a problem with another electronic device that
sits on a table 1n front of the user. While the user looks at this
electronic device, a virtual image of this electronic device
appears to sit on the table next to the real electronic device.
These two objects are situated 1n a center of the field of view
of the user. The virtual object then begins to move and/or
otherwise 1nstruct the user about this electronic device. Dur-
ing this mstruction, the user moves his head and looks away
(such as looking to his side). During this movement, the real
electronic device does not move since 1t remains stationary
on the table. Likewise, the virtual image of the electronic
device also appears to remain stationary on the table next
to the real electronic device. In order to make this appear-
ance, the wearable electronic device changes a position on
its lens or display of the virtual image of the electronic
device. In other words, a projection, mmage, or location of
the virtual electronic device changes on the display or lens
in order to compensate for the movement of the field of view
of the user. This change corresponds to the movement of the
field of view such that the virtual image appears to remain
stationary with respect to the real object while both objects
simultaneously remain 1n the field of view.

[0206] A consistent distance can also be maimtained
between the virtual and real objects while the real object
moves 1n the field of view of the user. For example, while
the virtual object 1s positioned next to the real object, a
wearer of the wearable electronic device picks up the real
object and moves 1t to another location 1 the field of view.
In response to this motion, the virtual object simultaneously
moves to appear to maintain a consistent distance with the
real object. Thus the virtual object tracks or follows the

Sep. 7, 2023

movements of the real object so the virtual object remains
positioned next to the real object. These two objects move
together 1n conjunction or 1 tandem.

[0207] FIGS. 17A - 17D show a wearable electronic
device 1700 that provides a virtual object 1710 with a real
object 1720. For illustration, a user 1730 wears the wearable
electronic device 1700 (shown by way of example as elec-
tronic glasses or electronic eyewear). The user 1730 has a
field of view 1740 through the wearable ¢lectronic device
1700 with a penphery, edge, or perimeter shown with
dashed lmes 1750.

[0208] The ficld of view 1740 of the user 1730 1ncludes

the real object 1720 (shown by way of example as a note-
book computer 1 an open state) and the virtual object 1710
(shown as a virtual notebook computer 1 the open state).
For 1illustration purposes, the virtual object 1710 (1.¢., the
virtual notebook computer) emulates or copies the real
object 1720 (1.e., the real notebook computer). As such,
the virtual object can look like or be similar to the real
object. For instance, the virtual object appears as a same
make and model notebook computer as the real notebook
computer. Alternatively, the virtual object can be different
than or dissimilar to the real object.

[0209] The vartual object 1710 1s placed or positioned on,
with, over, next to, or adjacent to the real object 1720 and
moves to different positions with respect to the real object
1720 to stay within the field of view 1740 while the user
1730 moves his head and changes the field of view 1740.
For instance, when the user moves his head, this movement
can cause a location of the virtual object 1710 to be out of
the field of view 1740 and hence no longer visible to the user
1730. In response to this movement, a position of the virtual
object 1710 m the field of view 1740 changes 1n order to
maintain the virtual object m the field of view 1740 and
with the real object 1720.

[0210] The virtual object 1710 transitions or moves to a
new location within the field of view 1740 when movement
of the wearable electronic device 1700 causes the virtual
object 1710 to no longer be visible or present within the
field of view 1740. For example, when the user 1730
moves his head to one side, this movement can cause a cur-
rent location of the virtual object 1710 to be out of the field
of view 1740 while the real object 1720 remains 1n the field
of view 1740. To compensate or adjust for this movement, a
position or location of the virtual object 1710 1n the field of

view 1740 changes so the virtual object 1710 remains 1n the

field of view 1740 and with or on the real object 1720.
[0211] In an example embodiment, spacing between the
virtual object 1710 and the real object 1720 remains con-
stant or unchanged until a view of the virtual object 1710
becomes obstructed or until movement of the field of view 1s
significant enough to remove the virtual object 1710 or a
portion of the virtual object 1710 from the field of view.
For example, when the user jiggles or slightly moves his
head to one side, the virtual object does 1710 does not
appear to move with respect to the real object 1720 1 both
the virtual object 1710 and the real object 1720 remain
unobstructed or 1n the field of view 1740.

[0212] Both the real object 1720 and the virtual object
1710 remain stationary while the head 1730 of the user
moves 1 different directions with slight movements.
When these movements, however, are signmificant enough
to impede or restrict a view of the virtual object 1710
(such as pushing the virtual object 1710 or portions thereof
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out of the field of view 1740), the virtual object 1710 1s
repositioned within the field of view 1740 to remain visible
to the user 1730. Additionally, the virtual object 1710 1s
repositioned within the field of view 1740 when 1ts view 1s
obstructed. For example, while the virtual and real objects
arc within the field of wview, another object impedes,
restricts, or obstructs the user’s view of the virtual object.
In this 1nstance, the virtual object 1s repositioned within the
field of view to provide the user with a clear or unobstructed
view of the virtual object. As another example, the virtual
object 1s repositioned 1n the field of view when an edge or
perimeter of the field of view hits or touches the virtual
object.

[0213] FIG. 17A 1llustrates the user 1730 looking straight
toward the real object 1720 and the virtual object 1710.
From a point of view of the user, the virtual object 1710 1s

next to and on a left side of the real object 1720.
[0214] FIG. 17B 1illustrates the user 1730 looking toward

his right side but still maimntaming the real object 1720 1 his
field of view 1740. If a position of the virtual object 1710
were not moved, then the virtual object 1710 would no
longer remain 1 the field of view of the user. The position
of the field of view from FIG. 17A 1s shown with dashed
lmes 1780, and the position of the virtual object trom FIG.
17A 1s shown with dashed lines 1782. If the virtual object
did not move with respect to the real object 1720, then the
virtual object would no longer be 1n the field of view 1740 of
the user shown m FIG. 17B. Arrow 1784 shows that the
virtual object 1710 moved from 1its previous position 1782
in the field of view to a different position 1n the field of view.
Specifically, the virtual object 1710 went from being posi-
tioned on a left side of the real object (shown 1n FIG. 17A)

to being positioned on a right side of the real object (shown

in FIG. 17B).
[0215] While the virtual object moves to different posi-

tions within the field of view or different positions with
respect to the real object, a distance between the virtual
object and real object remains consistent. For example,
FIG. 17A shows a distance D exists between the virtual
object 1710 and the real object 1720 while the virtual object
1s positioned on a left side of the real object. In response to
the user 1730 moving his head to his right, the virtual object
1710 moves or switches to a new location with respect to the
real object. FIG. 17B shows the virtual object 1710 moved
to a different location with respect to the real object 1720
(the virtual object 1s now positioned on a right side of the
real object). A relative distance between the virtual object
and the real object did not change after the virtual object
moved or switched to a different location. FIG. 17B shows
a distance D exists between the virtual object 1710 and the

real object (an equivalent distance D shown 1n FIG. 17A).
[0216] FIGS. 17A and 17C illustrate that a distance

between the virtual object and the real object can vary or
change 1n response to movement of the wearable electronic
device. FIG. 17A shows a distance D between the virtual
object 1710 and the real object 1720. FIG. 17C shows a
distance D1 between the virtual object 1710 and the real

object 1720 in which D1 1s less than D.
[0217] As the user 1730 moves his head toward his right,

an amount of available space 1786 between the virtual
object 1710 and edge or side 1788 of the field of view

1740 reduces or lessens. The virtual object 1710 can remain
1n this space 1786 and to the left of the real object 1720 as
long as the available space 1786 1s large enough or sufficient
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enough 1n shape and/or si1ze to accommodate a shape and/or
size of the virtual object 1710. When the si1ze and/or shape
of this available space 1786 1s not sufficient, then the virtual
object 1710 moves to a new location 1n the field of view. For
example, the virtual object 1710 moves closer to the real
object 1720, and this movement reduces a distance between
the virtual object and the real object. Moving closer to the
real object increases the available space 1786 by reducing
the distance between the virtual object and the real object.
This movement also causes the wvirtual object to move
farther away trom edge 1788. As shown n FIGS. 17A and
17C, the distance DI 1s less than the distance D since the
virtual object 1710 moved closer to the real object 1720 to
compensate for movement of the wearable electronic device
1700 and corresponding reduction 1n available space 1786
for the virtual object to exist at 1ts current location with
respect to the real object.

[0218] FIGS. 17A and 17D 1illustrate that a size and/or
shape of the virtual object can vary or change n response
to movement of the wearable electronic device. FIG. 17A
shows the virtual object 1710 and the real object 1720 hav-
ing a similar or equivalent size and shape. FIG. 17D shows
the virtual object 1710D having a reduced size 1n compari-
son to the virtual object 1710 shown 1n FIG. 17A.

[0219] As the user 1730 moves his head toward his right,

an amount of available space 1786 between the virtual
object 1710 and edge or side 1788 of the field of view
1740 reduces or lessens. The virtual object 1710 can remain
in this space 1786 and to the left of the real object 1720 as
long as the available space 1786 1s large enough or sutficient
enough 1n shape and/or size to accommodate a shape and/or
size of the virtual object 1710. When the size and/or shape
of this available space 1786 are not sufficient, then the vir-
tual object 1710 changes 1ts s1ze and/or shape to compensate
for the reduction 1n size of available space 1786. For exam-
ple, the virtual object becomes smaller as the edge 1788
impinges on or approaches a boundary of the virtual object.
Reducing a s1ze and/or changing a shape of the virtual object
increases the available space 1786 by reducing an amount of
space needed or required to mamtain the virtual object at 1ts
current location. As shown i FIGS. 17A and 17D, a size of
the virtual object 1710 1n FIG. 17A 1s greater than a size of
the virtual object 1710D 1 FIG. 17D. This reduction 1n size
compensates for movement of the wearable electronic
device 1700 and corresponding reduction m available
space for the virtual object to exist at 1ts current location
with respect to the real object.

[0220] As the user moves his head or a position of the
wearable electronic device changes, a size of the virtual
object, a shape of the wirtual object, and/or a distance
between the virtual object and the real object changes or
adjusts to offset or accommodate the movement of the
head or wearable electronic device. Such adjustments
enable the virtual object to remain 1 a steady or consistent
position with respect to the real object 1n spite of movement

to the field of view.
[0221] To compensate or correct for such movement, the

virtual object can also changes 1ts orientation and/or 1ts
view. For example, 1f the wvirtual object exists as a 3D
image, then the virtual object rotates about one of 1ts axes
(such as rotating about one or more of an x-axis, a y-axis, or
a z-ax1s). As another example, the virtual object changes
from being presented as a 3D object to being presented as
a 2D object. As yet another example, the virtual object
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changes 1ts view to the user (such as changing tfrom being
presented 1n a perspective view to being presented mn a plan
VIEW).

[0222] Consider an example in which the wearable elec-
tronic device moves, and this movement causes an edge of
the field of view to touch or overlap on the virtual object.
Without an adjustment to the virtual object, a portion of the
virtual object 1s no longer visible to the user. In response to
this movement, a distance between the virtual object and the
real object decreases. This distance can decrease to zero. If
the edge of the field of view continues to impinge or cover
the virtual object after the distance 1s zero (1.¢., the virtual
and real object are right next to each other with little or no
space between them), then the virtual object can continue to
move to a position that 1s over or superimposed on top of the

real object (for example, see FIG. 14).
[0223] FIGS. 18A - 18C show a wearable electronic

device 1800 that translates writing on a real object 1810.
For illustration, a user 1820 wears the wearable electronic
device 1800 (shown by way of example as electronic glasses
or electronic eyewear). The user 1820 has a field of view
1830 through the wearable electronic device 1800 with a
periphery, edge, or perimeter shown with dashed lines 1840.
[0224] The real object 1810 includes one side with text or
writing 1850 (shown as writing 1n English that says “My
name 18 Philip). The user views this writing 1n 1ts origial
language (1.¢., English) on the real object 1810.

[0225] FIG. 18B shows a virtual object 1860 superim-
posed over the writing 1850 on the real object 1810. This
virtual object 1860 1s a translation of the writing 1 the Eng-
lish language to Thai language (shown as a translation n
Tha1 of the English phrase “My name 1s Philip™). The virtual
object 1860 of the Thai1 language 1s on or over the original
writing 1n English such that the real object 1810 appears to
the user 1820 through the wearable electronic device 1800
to be written 1n Thai, not English.

[0226] FIG. 18C shows the virtual object 1860 superim-
posed over writing on the real object 1810 as the user 1820
moves his head. As the user 1820 moves his head mn differ-
ent directions, the virtual object 1860 remains stationary on
the real object 1810 such that the writing on the real object
appears to be 1 Thai to the user. As shown m FIG. 18C, the
user 1820 moves his head to his right side, yet the translation
of the English writing to Thai remains on the real object.
[0227] FIG. 19 shows a computer system or electronic
device system 1900 that includes wearable electronic
devices 1910A and 1910B that communicate with each
other over a network 1920. For illustration, a user 1930A
wears the wearable electronic device 1910A. and a user
1930B wears the wearable electronic device 1910B (both
devices shown by way of example as electronic glasses or
electronic eyewear). Users 1930A and 1930B have respec-
tive fields of view 1940A and 1940B with respective periph-
eries, edges, or perimeters shown with dashed lines 1950A
and 1950B.

[0228] The ficld of view 1940B of user 1930B includes a
real object 1960B, and the field of view 1940A of user
1930A 1includes an image of the real object 1960A (such
as a photo or a video of the real object 1960B). This image
of the real object 1960A appears to the user 1930A 1n real
time as the wearable electronic device 1910B captures this
image. The field of view 19408 of user 1930B also includes
a virtual object 1970B, and the field of view 1940A of user
1930A also mcludes a virtual object 1970A. For 1illustration,
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the real object 1960B and the image of the real object 1960A
are shown as a notebook computer, and the virtual objects
1970A and 1970B arc shown as virtual images of the note-

book computer.
[0229] The wearable electronic devices 1910A and 1910B

communicate over the network 1920 with other electronic
devices 1980 (such as one or more servers). These electronic
devices 1980 mclude one or more of processors 1982, mem-
ories 1984, a modeling and diagnosis system 1986, and

other components discussed herein.
[0230] Actions on or movements of the virtual object

1970A simultaneously occur as actions on or movements
of the virtual object 1970B. For example, when a manipula-
tion occurs on the virtual object 1970A shown to user

1930A, this manipulation simultaneously occurs on the vir-

tual object 1970B shown to user 1930B.
[0231] Consider an example mm which user 1930B has a

software 1ssue or problem with his notebook computer
1960B and seeks assistance 1n resolving this 1ssue or pro-
blem from user 1930A. User 1930B views his notebook
computer 1960B with his wearable electronic device
1910B, and a real time video 1mage of his notebook compu-
ter appears to user 1930A as the notebook computer 1960A.
Computer software (such as programs and applications)
executing on the notebook computer 1960B appear as vir-
tual executions or simulations on the virtual notebook com-
puter 1970A. As such, user 1930A has a view of the real
notebook computer 1960A and a view of a virtual notebook
computer 1970A that emulates or simulates the real note-
book computer 1960B (including emulation or simulation
of hardware, software, system state, etc.). For example, the
virtual notebook computer 1970A uses the modeling and
diagnosis system 1986 to replicate a current state of the
real notebook computer 1960B. The user 1930A performs
physical manipulations or actions on or to the virtual note-
book computer 1970A, and these manipulations or actions
replicate on the virtual notebook computer 1970B shown to
user 1930B. In this manner, the user 1930B can see with the
wearable electronic device 1910B what 1nstructions or
actions the user 1930A desires the user 1930B to perform
on the real notebook computer 1960B. When the user 1930B
performs the 1nstructions or actions, the user 1930A sees
this performance on the mmage of the notebook computer
1960A and/or the virtual notebook computer 1970A.

[0232] Consider the example above 1n which user 1930B
has a software 1ssue or problem with his notebook computer
1960B and secks assistance 1n resolving this 1ssue or pro-
blem from user 1930A. User 1930A uses a mouse or key-
board to provide mstructions by navigating a cursor that
appears on the display of virtual notebook computer
1970A. Navigation of this cursor also appears on the virtual
notebook computer 1970B. The user 1930B, wearable elec-
tronic device 19108, or a software program then executes
these mstructions on the real notebook computer 19608
(such as a software program automatically executing the
instructions on the real notebook computer 1960B or the
user 1930B mteracting with his mouse or keyboard to emu-
late navigation of his cursor to match the instructions
received from user 1930A).

[0233] Consider the example above i which user 19308
has a software 1ssue or problem with his notebook computer
1960B and seeks assistance 1n resolving this 1ssue or pro-
blem from user 1930A. User 1930A types 1into his keyboard

and performs a series of commands that execute on the vir-
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tual notebook computer 1970A. The virtual notebook com-
puter 1970A emulates software, hardware, and current state
information on the real notebook computer 1960B. These
commands appear to resolve the 1ssue or problem on the
virtual notebook computer 1970A so the user 1930A
authorizes these commands to execute on the real notebook
computer 1960B. User 1930A watches the real notebook
computer 1960A and visually verifies that the commands
resolved the 1ssue or problem. The user 1930A was thus
able to resolve the 1ssue with the virtual notebook computer
1970A and then see the problem being cured on the real
notebook computer 1960B (1.¢., image 1960A presents the
user 1930A with a real-time view of the real notebook com-
puter 1960B).

[0234] Consider the example above m which user 1930B
has a software 1ssue or problem with his notebook computer
1960B and secks assistance 1n resolving this 1ssue or pro-
blem from user 1930A. User 1930A mstructs user 19308
to sitmultaneously hit or press the command-option-esc but-
tons on the keyboard of the real notebook computer 1960B.
User 1930B, however, 1s unsure where these buttons exist
on his keyboard and requests further assistance. In response
to this request, user 1930A reaches his hand 1nto the field of
view 1940A and points to and/or presses the command-
option-esc buttons on the wvirtual notebook computer
1970A. A virtual mmage of the user’s hand appears 1n the
field of view 1940B, and user 1930B sees the hand of user
1930A hitting the command-option-esc buttons on the vir-
tual notebook computer 1970B. After seeing this demon-
stration, user 1930B knows the location of these buttons
and presses the command-option-esc buttons on the real
notebook computer 1960B.

[0235] FIG. 20 shows a computer system or electronic
device system 2000 that includes wearable electronic
devices 2010A and 2010B that communicate with each
other over a network 2020. For illustration, a user 2030A
wears the wearable electronic device 2010A., and a user
2030B wears the wearable electronic device 2010B (both
devices are shown by way of example as ¢electronic glasses
or electronic eyewear). Users 2030A and 2030B have
respective fields of view 2040A and 2040B with respective
peripheries, edges, or perimeters shown with dashed lines
2050A and 2050B.

[0236] The field of view 20408 of user 2030B 1includes a
real object 2060 and a virtual object 2070B, and the field of
view 2040A of user 2030A 1ncludes a virtual object 2070A.
The virtual objects 2070A and 2070B are virtual 1images or
copies of the real object 2060. For illustration, the real
object 2060 1s shown as a plate or cover with four screws,
and the virtual objects 2070A and 2070B are virtual images

of this plate or cover.
[0237] Actions on or movements of the wvirtual object

2070A simultaneously occur as actions on or movements
of the virtual object 2070B. These actions or movements
on the virtual object 2070B provide assistance or instruc-

tions to the user 2030B on how to manipulate or act on the

real object 2060.
[0238] Consider an example m which the user 2030A

assists the user 2030B at a remote location 1 removing
screws from the real cover 2060. User 2030A grabs a screw-
driver 2080 (which 1s a real object) and moves this screw-
driver toward a point m space where a virtual screw 2082A
appears on the virtual cover 2070A 1 his field of view
2040A. Simultaneously, a virtual image of the screwdriver
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2086 appears moving toward a point 1n space where a virtual
screw 2082B appears on the virtual cover 2070B 1n the field
of view 2040B of user 2030B (the hand and arm of user
2030A holding the screwdniver can also appear 1n the field
of view 2040B but are emtted for ease of illustration). In
response to this visualization, user 2030B grabs a real
screwdriver (not shown) and engages 1t with the real screw

2090 on the real cover 2060.

[0239] Consider the example m which the user 2030A
assists the user 2030B at a remote location 1n removing
screws from the real cover 2060. When the user 2030A
moves the screwdniver 2080 to the location 1n space of the
virtual screw 2082A, the virtual screw 2082A wvisually
changes or an 1ndication 1s provided in order to signity its
selection. For example, the virtual screw 2082A changes
color, becomes highlighted, becomes brighter, or undergoes
a change to visually signify 1ts selection by the user 2030A.
As other examples, an arrow, pointer, text, or other indicia
appear 1n the field of view near the virtual screw 2082A to
visually signmify its selection by the user 2030A.

[0240] Thus, user 2030A 1s able to use a real object 2080
to perform actions 1 space on virtual objects 2070A. The
real object 2080 and the virtual object 2070A appear as vir-
tual objects to another user 2030B. This user 20308 views
the actions from the user 2030A and performs the actions on

a real object 2060.

[0241] FIG. 21 shows a computer system or electronic
device system 2100 that includes wearable e¢lectronic
devices 2110A, 2110B, and 2110C that communicate with
each other over a network 2120. For 1illustration, a user
2130A wears the wearable electronic device 2110A; a user
2130B wears the wearable electronic device 2110B; and a
user 2130C wears the wearable electronic device 2110C
(these three devices are shown by way of example as elec-
tronic glasses or electronic eyewear). Users 2130A, 21308,
and 2130C have respective fields of view 2140A, 21408,
and 2140C with respective peripheries, edges, or perimeters
shown with dashed lines 2150A, 21508, and 2150C.
[0242] The ficlds of view 2140A, 21408, and 2140C each
include a virtual object 2160 seen from a different point of
view. User 2130A seces the virtual object 2160 as a 3D vir-
tual box on a real table 2170; user 2130B sees the virtual
object 2160 as a one side of the virtual box on the real
table 2170; and user 2130C sees the virtual object 2160 as
a top of the virtual box on the real table 2070. Each of the
users sees the virtual object 2160 from a different location
and hence from a different point-of-view. User 2130A sees
the virtual box from an elevated point-of-view; user 2130B
sees the virtual box from a side pomt-of-view; and user
2130C sees the virtual box from a top pomnt-of-view.

[0243] Consider an example 1 which the virtual object
2160 1s a vartual box that appears to sit on top of real table
2170, and users 2130A, 2130B, and 2130C are situated at
ditferent physical locations 1n a room with the table. A view
of the box depends on the physical location of the user with
respect to the box. For example, a user situated close to and
below the box will have a different pont-of-view and hence
different view of the box than a user situated above and
farther away from the box.

[0244] The virtual object appears to the users through their
respective wearable electronic devices (such as bemg dis-
played on displays or lens of these respective electronic
devices). A user without a wearable eclectronic device
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would not be able to see the virtual object smce 1t 1s pro-
jected with or displayed on the wearable electronic device.
[0245] One or more electronic devices create the virtual
object or objects that are presented or displayed to users
with the wearable electronic devices. For example, users
look through a transparent screen or wimdow to see¢ a 3D
virtual object. These electronic devices and/or a computer
system 1mclude one or more of a gyroscope, an acceler-
ometer, an antenna (such as a Wik1 antenna), a motion sen-
sor and/or motion detector, a camera, a projector, a position
sensor and/or position tracker, facial recognizer, sensor,

lens, and mirror.
[0246] In example embodiments, the wearable electronic

device can generate, provide, project, or display the virtual
object to the user. As one example, the wearable electronic
device generates or assists 1n generating the virtual object.
As another example, another electronic device generates the
virtual object that 1s seen through or with the wearable elec-
tronic device.

[0247] After a virtual object 1s generated, users can view
the virtual object from ditferent viewpoints as 1t the virtual
object were a real object. Users can also iteracts with the
virtual object, such as adding components to the virtual
object, deleting components from the virtual object, scaling
portions of the virtual object, changing colors, size, and/or
shape of the virtual object, etc. While viewing and/or inter-
acting with the virtual object, users can see each other and

interact with the real world.
[0248] FIG. 22 1s a computer system or electronic device

system 2200 1n accordance with an example embodiment.
The computer system 2200 includes one or more electronic
devices 2210 that include components of computer readable
medium (CRM) or memory 22135, a display 2220, a proces-
sing unit 2225, one or more 1terfaces 2230 (such as a net-
work 1nterface, a graphical user interface, a natural language
user 1nterface, a natural user interface, a reality user nter-
face, a kinetic user interface, an augmented reality user
interface, and/or an mterface that combines reality and vir-
tuality), a camera 2235, one or more sensors 2240 (such as
micro-¢lectro-mechanical systems sensor, an optical sensor,
radio-frequency 1dentification sensor, a global positioning
satellite sensor, a solid state compass, gyroscope, and/or an
accelerometer), and a recognition system 22435 (such as
speech recognition system or a gesture recognition system).
The sensors can further include motion detectors (such as
sensors that detect motion with one or more of mfrared,
optics, radio frequency energy, sound, wvibration, and
magnetism).

[0249] The computer system 2200 further includes a weatr-
able electronic device 2250 (including a processmng unit
2251, a memory 2252, a display 2253, a camera 2254, an
eye tracking device or eye tracker 2255, and one or more
interfaces 2256).

[0250] The computer system 2200 further mncludes a pair
of wearable electronic glasses 2260 (including a processing
unit 2261, a memory 2262, a magnetometer 2263, a camera
2264, a touchpad 2265, an optical head mounted display
2266, a gyroscope 2267, an accelerometer 2268, a light sen-
sor 2269, and one or more nterfaces 2270), and an imagery
system 2280 (such as an optical projection system, a virtual
image display system, virtual augmented reality system,
and/or a spatial augmented reality system). By way of exam-
ple, the augmented reality system uses one or more of 1mage
registration, computer vision, and/or video tracking to sup-
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plement and/or change real objects and/or a view of the phy-

sical, real world.
[0251] The electronic device 2210, wearable c¢lectronic

device 2250, wearable electronic glasses 2260, and 1magery
system 2280 communicate with each other and other elec-
tronic devices through one or more networks 2290.

[0252] FIG. 22 shows various components 1n a single elec-
tronic device and other components distributed throughout
the system. Alternatively, one or more of these components
can be distributed or included 1n various electronic devices,
such as some components being included m an HPED, some
components being mmcluded 1n a server, some components
being included i storage accessible over the Internet,
some components bemng in an 1magery system, some com-
ponents being in wearable electronic devices, and some
components being in various different electronic devices
that are spread across a network or a cloud, etc.

[0253] The processor unit includes a processor (such as a
central processing umit, CPU, microprocessor, application-
specific itegrated circuit (ASIC), etc.) for controlling the
overall operation of memory (such as random access mem-
ory (RAM) for temporary data storage, read only memory
(ROM) for permanent data storage, and firmware). The pro-
cessing unmit communicates with memory and performs
operations and tasks that implement one or more blocks of
the flow diagrams discussed herein. The memory, for exam-
ple, stores applications, data, programs, algorithms (includ-
ing software to implement or assist 1n implementing exam-

ple embodiments) and other data.
[0254] Blocks and/or methods discussed heremn can be

executed and/or made by a user, a user agent of a user, a
software application, an electronic device, a computer, a
computer system, and/or an intelligent personal assistant.
[0255] As used herein, “augmented reality” 1s a view of
the real, physical world in which elements are augmented
or modified with computer or processor generated mput,
such as sound, graphics, GPS data, video, and/or 1mages.
Virtual mmages and objects can be overlaid on the real
world that becomes interactive with users and digitally
manipulative.

[0256] As used herein, “field of view” or “field of vision”
1s the extent of the observable world that 1s seen at a given
moment. For example, without mechanical assistance,
humans have almost one hundred and eighty (180) degrees
of forward-facing field of view with about one hundred and
twenty (120) degrees of this field being binocular vision.
[0257] As used heremn, a “virtual mmage” or “virtual
object” 1s computer or processor generated 1mage or object.
This 1mage or object often appears to a user 1n the real, phy-
sical world (such as a virtual 3D dimensional object that the
user views 1n the real world).

[0258] As used herein, a “wearable electronic device™ 1s a
portable electronic device that 1s worn on or attached to a
person. Examples of such devices mclude, but are not lim-
1ited to, electronic watches, electronic necklaces, electronic
clothing, head-mounted displays, electronic eyeglasses or
cye wear (such as glasses 1n which augmented reality 1ma-
oery 18 projected through or reflected oft a surtace of a lens),
electronic contact lenses (such as bionic contact lenses that
enable augmented reality imagery), an eyetap, handheld dis-
plays that atlix to a hand or wrist or arm (such as a handheld
display with augmented reality imagery), and HPEDs that
attach to or affix to a person.
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[0259] In some example embodiments, the methods 1llu-
strated herein and data and instructions associated therewith
are stored 1n respective storage devices, which are imple-
mented as computer-readable and/or machine-readable sto-
rage media, physical or tangible media, and/or non-transi-
tory storage media. These storage media mclude ditferent
forms of memory mcluding semiconductor memory devices
such as DRAM, or SRAM, Erasable and Programmable
Read-Only Memories (EPROMSs), Electrically Erasable
and Programmable Read-Only Memories (EEPROMS) and
flash memories; magnetic disks such as fixed, floppy and
removable disks; other magnetic media including tape; opti-
cal media such as Compact Disks (CDs) or Digital Versatile
Disks (DVDs). Note that the mstructions of the software
discussed above can be provided on computer-readable or
machine-readable storage medium, or alternatively, can be
provided on multiple computer-readable or machine-read-
able storage media distributed 1n a large system having pos-
sibly plural nodes. Such computer-readable or machine-
readable medium or media 1s (are) considered to be part of
an article (or article of manufacture). An article or article of
manufacture can refer to any manufactured single compo-

nent or multiple components.
[0260] Method blocks discussed heremn can be automated

and executed by a computer, computer system, user agent,
and/or electronic device. The term “automated” means con-
trolled operation of an apparatus, system, and/or process
using computers and/or mechanical/electrical devices with-
out the necessity of human intervention, observation, etfort,

and/or decision.
[0261] The methods mn accordance with example embodi-

ments are provided as examples, and examples from one
method should not be construed to limit examples from
another method. Further, methods discussed within different
figures can be added to or exchanged with methods 1n other
figures. Further yet, specific numerical data values (such as
specific quantities, numbers, categories, etc.) or other speci-
fic information should be mterpreted as 1llustrative for dis-
cussing example embodiments. Such specific information 1s
not provided to limit example embodiments.

What 1s claimed 1s:

1-20. (canceled)

21. A method of communication between a first wearable
electronic device (WED) worn on a head of a first user and a
second WED worn on a head of a second user, the method
comprising:

displaying, with a display of the first WED and during the

communication, an image of an object captured with one

or more cameras of the second WED:;
tracking, with the first WED and during the communica-

tion, hand movements of the first user interacting with
the image of the object displayed with the display of the
first WED such that the hand movements show a task to
be performed on the object; and

displaying, with a display of the second WED and during

the communication, an augmented reality (AR) image of

the hand movements that show the task to be performed
on the object.

22. 'The method of claim 21 further comprising:

displaying, with the display of the second WED and during
the communication, the hand movements as three dimen-
sional (3D) hands 1n AR that move 1n real-time with
movements of hands of the first user.
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23. The method of claim 21 turther comprising:

displaying, with the display of the second WED and during
the communication, an AR 1mage of the first user with
hands that move to show the AR 1mage of the hand move-
ments for how to perform the task on the object that 1s
located with the second user.

24. The method of claim 21 further comprising:

displaying, with the display of the first WED and during the
communication, the image of the object as an AR 1mage
of the object, wherein the hand movements of the first
user interact with the AR 1mage of the object.

25. The method of claim 21 further comprising:

tracking, with the second WED and during the communica-
tion, a direction of gaze of the second user; and

automatically displaying the AR 1mage of the hand move-
ments 1 response to determining that the direction of
oaze of the second user 1s directed to the object.

26. The method of claim 21 further comprising:

displaying, with the display of the second WED and during
the communication, an AR mmage of the object on the
object; and

showing the task to be performed on the object by moving,
on the display of the second WED and during the com-
munication, the AR mmage of the object.

27. The method of claim 21 turther comprising:

moving a location where the AR 1mage of the hand move-
ments 18 displayed with the display of the second WED 1n
order to avoid a collision between the AR 1mage of the

hand movements and a field of view of the second WED.
28. The method of claim 21 further comprising:
moving, during the communication, a location of the AR

image of the hand movements from one side of the dis-
play of the second WED to an opposite side of the display
of the second WED 1 response to movement of the sec-
ond WED that causes an available space on the display to
be too small for the AR mmage of the hand movements.

29. A method comprising:

displaying, with a first wearable electronic device (WED)
worn on a head of a first user, a virtual object;

recerving, at the virtual object displayed with the first WED
and from the first user, hand gestures of the first user
interacting with the virtual object such that the hand ges-
tures interacting with the virtual object show a task to be
performed on areal object that corresponds to the virtual
object; and

displaying, with a second WED worn on a head of a second
user, augmented reality (AR) images from the hand ges-
tures that show the task to be performed on the real object
located with the second user.

30. The method of claim 29 turther comprising:

tracking, with the second WED worn on the head of the
second user, a direction of gaze of the second user; and

displaying, with the second WED worm on the head of the
second user, the AR mmages from the hand gestures that
occur on the real object m response to the direction of
oaze of the second user being at the real object.

31. The method of claim 29 turther comprising:

moving, with the second WED worn on the head of the sec-
ond user, the AR 1mages from the hand gestures to emu-
late real-time movements of a body of the first user.

32. The method of claim 29 turther comprising:

displaying, with the second WED worn on the head of the
second user, the AR 1mages from the hand gestures as at
least one of virtual hands, an arrow, a pointer, or text that
shows the task to be performed on the real object.
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33. The method of claim 29 further comprising:
tracking, with the second WED worn on the head of the

second user, a direction of gaze of the second user; and
displaying, with the second WED worn on the head of the

second user, mnstructions i AR to operate the real object
in response to the direction of gaze of the second user
being at the real object.

34. The method of claim 29 further comprising:

storing, in memory of the second WED, alocationof the AR
images that occur i a room where the second WED 1s
located; and

transmitting, with the second WED, the location of the AR
images to another WED located with the second WED 1n
the room.

33. The method of claim 29 further comprising;:
moving a location where the AR images from the hand ges-

tures are displayed with the second WED 1n order to
avold a collision between the AR 1mmages and a field of
view of the second WED, wherein the AR images from

the hand gestures are arrows 1 AR or highlights of color
in AR.

36. An electronic system, comprising:

a first wearable electronic device (WED), worn on a head of
afirst user, mncludes a display that displays an augmented
reality (AR) object that emulates a real object and one or
more cameras that track hand gestures of the first user
interacting with the AR object that show how to perform
a task on the real object; and

a second WED, worn on a head of a second user, includes a

display that displays the real object along with an AR
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image from the hand gestures of the first user that show
how to perform the task on the real object being
displayed.

37. The electronic system of claim 36, wherein the second
WED further includes eye tracking that tracks a direction of
gaze of the second user, and the second WED displays the AR
image from the hand gestures over the real object in response
to the direction of gaze of the second user being at the real
object.

38. The electronic system of claim 36, wherein the second
WED further includes eye tracking that tracks a direction of
oaze of the second user, and the second WED automatically
moves the AR 1mage from the hand gestures through a
sequence of actions that show the task to be performed on
the real object in response to the direction of gaze of the sec-
ond user being at the real object, wherein the AR 1mage from

the hand gestures mclude at least one of AR hands or AR
arrows.

39. The electronic system of claim 36, wherein the second
WED further includes eye tracking that tracks a direction of
oaze of the second user, and the second WED automatically
plays a voice message from the first user 1n response to the
direction of gaze of the second user being at the real object.

40. The electronic system of claim 36, wherein the second
WED automatically moves where the AR 1mage from the
hand gestures being displayed in order to avoid a collision
between the AR 1mmage from the hand gestures and a perimeter
of a field of view of the second WED.
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