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(57) ABSTRACT

Systems and methods are disclosed for synthesizing speech
from minute facial skin movements. In one implementation,

a system may include a processor configured to control at
least one coherent light source to illuminate a region of a
face. The processor may receive from at least one sensor,
reflection signals indicative of coherent light reflected from
the face. The retlection signals may be analyzed to deter-
mine the minute facial skin movements associated with
silent speech. Then, based on the determined minute facial
skin movements, the processor may determine a sequence of
words associated with the silent speech, and synthesize the
sequence of words associated with the silent speech into

4, 2021. audio signals.
CAPTURE IMAGES AT IDLE RATE 410

42

NO —OTION DETECTED 7 >
CAPTURE IMAGES AT HIGH RATE 414
EXTRACT SPECKLE MOTION FEATURES =420
INPUT FEATURE VECTORS TO INFERENCE -
NETWORK

RECEIVE OUTPUT WORD STREAMFROM | o

INFERENCE NETWORK
POST-PROCESS AND OUTPUT TEXT ANDIOR | ..

SPEECH



Patent Application Publication Aug. 24,2023 Sheet 1 of 7 US 2023/0267914 Al

18\ 28
mi




Aug. 24, 2023 Sheet 2 of 7 US 2023/0267914 Al

Patent Application Publication




Aug. 24, 2023 Sheet 3 of 7 US 2023/0267914 Al

Patent Application Publication

M§ 8 ﬁ

Lt at ot ot ot o ot of o oF o o o o ol St at gy .\u.ﬂlﬂ.‘u.lu.*.\.lﬂm.lu o

gp-s

ﬂmm “n&q

U'}

ﬂD
imm

ﬁ

Tt ot 't o ot T St ot ot S Rt at ot ot ot b oF oF b ot oF o o i ot at ot ot P b ot ol S it at ot ot b ot ot = ot g

&

.‘..ll.ll..ﬂ.l.l.‘..‘q..\_

...;L

/=)

ONINIVAL |
“@wﬁd ._w M

o)

TNOHALEVAS

%i

HI33dS

oA o o o o i o a2 i oo o o

mﬁwwu
mm

ol il o .u‘..‘.. i i i i i i i iyl i i gl i i o o oI i o o i 2 ‘.. K w2 w2 2 2 2 o e

3031duv3

e
mﬁﬁm&&mg:
%E

STa0on.
3997 ONY 1]
001~

LHYNOLLOI]

[SROMCIN].
RN

SISATYNY JOVAI

I‘l P 1 . H 1 m Hf.

T
.m w

,.

m@@mj&
@EQ

e

@zwx%&




Patent Application Publication Aug. 24,2023 Sheet 4 of 7 US 2023/0267914 Al

CAPTURE IMAGES AT IDLE RATE 410

412

TION

CAPTURE IMAG H RATE ~414

EXTRACT SPECKLE MOTION FEATURES 420

INPUT FEATURE VECTORS TO INFERENCE

RECEIVE OUTPUT WORD STREAM FROM

INFERENCE NETWORK ~_ 424

POST-PROCESS AND OUTPUT TEXT ANDIOR | ..
SPEECH ’



Patent Application Publication Aug. 24,2023 Sheet 5 of 7 US 2023/0267914 Al

UPLOAD PREPROCESSED SILENT

5021 SPEECH SIGNALS FROM MEMORY

504~

506~{ EXTRACT FEATURES

512

~ UPDATELISTOF
. LOCATIONS TO

508~

| TRAIN ONE OR MORE ANNs |

ANALYZE

510~{ STORE TRAINED ANNs IN MEMORY

FIG. 5

UPLOAD TRAINED ANN FROM MEMORY |~_602

| PREPROCESS SILENT SPEECH SIGNALS |~_604

| EXTRACT FEATURES OF SILENT SPEECH |~.606

' RECEIVE FEATURES OF SILENT SPEECH .

. APPLY TRAINED ANN FOR INFERENCING PREPROCESSED DATA 610

/' WORD/SENTENCE 612

FIG.




Patent Application Publication Aug. 24,2023 Sheet 6 of 7 US 2023/0267914 Al

702

704

SELECT SPECKLE SPOT |
 OCATIONS IN ORDER OF .
PRIORITY

7006

PROCESS SPECKLE |
SPOT

711 A

(CROP FRAMEAROUND |
EACH SPECKLE SPOT [~ '™

OF THE SPECKLE

EXTRACT A

ESTIMATE EACH SPECKLE
SPOT TO OBTANMETRIC |
VALUE PER SPECKLE PER [~ 710

FRAME

REDUCED SPECKLE
OF RADIUS OF THE
ORIGINAL SPECKLE

CALCULATE THE
SPECKLE ENERGY
METRIC (E.G.
AVERAGE
INTENSITY)

AGGREGATE FRAME-BY-

FRAME METRIC VALUES OF
EACH SPOT METRIC, TO | -~T712
OBTAIN A 1D TEMPORAL

SIGNAL

[ SAVE PREPROCESSED SILENT | 714
| SPEECH SIGNALS IN MEMORY |~

FIG 7



Patent Application Publication Aug. 24,2023 Sheet 7 of 7 US 2023/0267914 Al

EXTRACT FROM SILENT SPEECH MULTIPLE CANDIDATE WORDS
TOGETHER WITH RESPECTIVE PROBABILITIES THAT EACH OF THE [~ 802

CANDIDATE WORDS CORRESPONDS TO AN INTENDED SPEECH

SYNTHESIZE CANDIDATE WORDS INTO RESPECTIVE SOUND
WAVEFORMS

804

| TIME SCALE SOUND WAVEFORMS TO MAKE ALL WORDS SOUND ON
A SAME LENGTH OF TIME IN A GIVEN TIME INTERVAL

GENERATE WEIGHTED AVERAGE OF THE TIME SCALED SOUND




US 2023/0267914 Al

SYNTHESIZING SPEECH FROM FACIAL
SKIN MOVEMENTS

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims the benefit of U.S. Provi-
sional Patent Application 63/229,091, filed Aug. 4, 2021,
and 1s a continuation in part of PCT Patent Application
PCT/1IB2022/054527, filed May 16, 2022. The disclosures of
both these related applications are incorporated herein by
reference.

FIELD OF THE INVENTION

[0002] The present invention relates generally to physi-
ological sensing, and particularly to algorithms, methods
and systems for sensing silent human speech.

BACKGROUND

[0003] The process of speech activates nerves and muscles
in the chest, neck, and face. Thus, for example, electromyo-
graphy (EMG) has been used to capture muscle impulses for
purposes of silent speech sensing.

SUMMARY

[0004] An embodiment of the present invention that 1s
described hereinafter provides method for generating speech
includes uploading a reference set of features that were
extracted from sensed movements of one or more target
regions of skin on faces of one or more reference human
subjects 1n response to words articulated by the subjects and
without contacting the one or more target regions. A test set
of features 1s extracted a from the sensed movements of at
least one of the target regions of skin on a face of a test
subject 1n response to words articulated silently by the test
subject and without contacting the one or more target
regions. The extracted test set of features 1s compared to the
reference set of features, and, based on the comparison, a
speech output 1s generated, that includes the articulated
words of the test subject.

[0005] In some embodiments, extracting the test features
includes extracting the test features without vocalization of
the words by the test subject.

[0006] In some embodiments, the test subject and at least
one of the reference subjects are the same.

[0007] In an embodiment, extracting the test set of fea-
tures 1ncludes 1rradiating the one or more target regions of
the skin of the test subject with coherent light, and detecting,
changes 1n a sensed secondary coherent light pattern due to
reflection of the coherent light from the one or more target
regions.

[0008] In another embodiment, the uploaded reference set
ol features and the extracted test set of features each includes
a respective wavelorm calculated for a respective location 1n
a set of locations within the one or more target regions of the
skin from a respective time sequence of an energy metric of
the sensed secondary coherent light pattern that corresponds
to the location.

[0009] In some embodiments, comparing the extracted
teatures includes training and applying a machine learning
(ML) algorithm to generate the speech output.

[0010] In some embodiments, generating the speech out-
put includes synthesizing an audio signal corresponding to
the speech output.
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[0011] In some embodiments, using the speech output,
background audio signals are cleaned from a voiced audio
signal.

[0012] In an embodiment, generating the speech output

includes generating text.

[0013] In another embodiments, generating the speech
output includes, upon failing to distinguish 1n a given time
interval between multiple candidate words with at least a
predefined confidence level, generating the speech output
for the given time 1nterval by mixing audio of two or more
of the candidate words.

[0014] Insome embodiments, comparing the extracted test
set of features to the reference set of features 1s performed
using a trained artificial neural network (ANN), wherein the
ANN was trained on a data set collected from a cohort of
reference human subjects.

[0015] In some embodiments, the method further includes
retraining the ANN using data set collected from test sub-
jects.

[0016] Insome embodiments, the method further includes,
using the sensed movements of at least one of the target
regions of skin on a face of a test subject, indicating an intent
of speech by the test subject.

[0017] In an embodiment, the sensed movements are
acquired using acquisition rate lower than 200 samples (e.g.,
frames) per second. In another embodiment, the sensed
movements are acquired using acquisition rate between 60
and 140 samples per second.

[0018] In general, acquisition sample rate 1s lower than
200 samples per second, whatever type of signal 1s being
sampled (e.g., coherent light, microwaves, ultrasound
waves, etc.).

[0019] There 1s additionally provided, 1n accordance with
another embodiment of the present invention, a method for
synthesizing speech, the method including receiving input
signals from a human subject that are indicative of intended
speech by the human subject. The signals are analyzed to
extract words corresponding to the intended speech, such
that 1n at least some time intervals of the intended speech,
multiple candidate phonemes are extracted together with
respective probabilities that each of the candidate phoneme
corresponds to the intended speech 1n a given time interval.
Audible speech 1s synthesized responsively to the extracted
phonemes, such that in the at least some of the time
intervals, the audible speech 1s synthesized by mixing the
multiple candidate phonemes responsively to the respective
probabilities.

[0020] In some embodiments, the input signals include
sensed movements of one or more target regions of skin on
faces of the human subjects in response to phonemes articu-
lated by the subject and without contacting the one or more
target regions.

[0021] In some embodiments, the input signals include at
least one of signals received by irradiating the one or more
target regions of the skin of the test subject with coherent
light, with changes being detected 1n a sensed secondary
coherent light pattern due to reflection of the coherent light
from the one or more target regions, one or more of optical
lip-readings signals, EMG signals, EEG signals, and noisy
audio signals.

[0022] There 1s further provided, in accordance with
another embodiment of the present invention, a system for
generating speech, the system including a memory and a
processor. The memory 1s configured to store a reference set
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ol features that were extracted from sensed movements of
one or more target regions ol skin on faces of one or more
reference human subjects 1n response to words articulated by
the subjects and without contacting the one or more target
regions. The processor 1s configured to (1) upload from the
memory the reference set of features, (11) extract a test set of
teatures from the sensed movements of at least one of the
target regions of skin on a face of a test subject in response
to words articulated silently by the test subject and without
contacting the one or more target regions, and (111) compare
the extracted test set of features to the reference set of
features, and, based on the comparison, generate a speech
output including the articulated words of the test subject.
[0023] In some embodiments, the sensed movements are
acquired by optical sensing head and processing circuitry
that are fitted inside a stem of wireless headphones.

[0024] There 1s furthermore provided, 1n accordance with
yet another embodiment of the present invention, a system
for synthesizing speech, the system including a sensor and
a processor. The sensor 1s configured to receive input signals
from a human subject that are indicative of intended speech
by the human subject. The processor 1s configured to (a)
analyze the signals to extract words corresponding to the
intended speech, such that in at least some time intervals of
the intended speech, multiple candidate phonemes are
extracted by the processor together with respective prob-
abilities that each of the candidate phoneme corresponds to
the mtended speech 1 a given time interval, and (b) syn-
thesize audible speech responsively to the extracted pho-
nemes, such that in the at least some of the time intervals, the
audible speech 1s synthesized by the processor by mixing the
multiple candidate phonemes responsively to the respective
probabilities.

[0025] The present invention will be more fully under-
stood from the following detailed description of the embodi-
ments thereotf, taken together with the drawings 1n which:

BRIEF DESCRIPTION OF THE DRAWINGS

[0026] FIG. 1 1s a schematic pictorial illustration of a
system for silent speech sensing, in accordance with an
embodiment of the invention;

[0027] FIG. 2 1s a schematic pictorial illustration of a
silent speech sensing device, 1n accordance with another
embodiment of the invention;

[0028] FIG. 3 1s a block diagram that schematically 1llus-
trates tunctional components of a system for silent speech
sensing, in accordance with an embodiment of the invention;
[0029] FIG. 4 1s a flow chart that schematically 1llustrates
a method for silent speech sensing, in accordance with an,
embodiment of the invention;

[0030] FIG. 5 1s a flow chart that schematically illustrates
a method for training an Artificial Neural Network (ANN) to
perform silent speech deciphering, 1n accordance with an
embodiment of the invention;

[0031] FIG. 6 1s a flow chart that schematically illustrates
a method of using a trained ANN 1n inference to perform
silent speech deciphering, 1n accordance with an embodi-
ment of the invention;

[0032] FIG. 7 1s a flow chart that schematically illustrates
a method of preprocessing silent speech sensed data in
preparation for speech deciphering, in accordance with an
embodiment of the invention; and

[0033] FIG. 8 1s a flow chart that schematically illustrates
a method of generating an ambiguous speech output for an
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ambiguous silent speech input, in accordance with an
embodiment of the invention.

DETAILED DESCRIPTION OF EMBODIMENTS

[0034] The widespread use of mobile telephones 1n public
spaces creates audio quality 1ssues. For example, when one
of the parties in a telephone conversation 1s 1 a noisy
location, the other party or parties may have difliculty 1n
understanding what they are hearing due to background
noise. Moreover, use in public spaces often raises privacy
concerns, since conversations are easily overheard by pass-
ersby.

[0035] The human brain and neural activity are complex
phenomena that involves many human subsystems. One of
those subsystems 1s the facial region which humans use to
communicate with others. It 1s an innate activity that con-
veys several levels of meaning. At the core, humans com-
municate with language. The formation of concepts 1s
closely related to the formation of words and then their
language-dependent sounds. Humans train to articulate
sounds from birth. Even before full language ability evolves,
babies use facial expressions, including micro-expressions,
to convey deeper mformation about themselves. The com-
bined interaction with a person provides another value
which 1s trust. While trust 1n someone begins with their
appearance so that we know who we are talking with, their
reactions can provide further trust that the person 1s no
incapacitated.

[0036] In the normal process of vocalization, motor neu-
rons activate muscle groups in the face, larynx, and mouth
in preparation for propulsion of air tflow out of the lungs, and
these muscles continue moving during speech to create
words and sentences. Without this air flow, no sounds are
emitted from the mouth. Silent speech occurs when the air
flow from the lungs 1s absent, while the muscles in the face,
larynx, and mouth continue to articulate the desired sounds.
Silent speech can thus be intentional, for example when one
articulates words but does not wish to be heard by others.
This articulation can occur even when one conceptualizes
spoken words without opening our mouths. The resulting
activation of our facial muscles gives rise to minute move-
ments of the skin surface. The present disclosure builds on
a system for sensing neural activity, the detection focused on
the facial region, which allows the readout of residual of
muscular activation of the facial region. These muscles are
involved 1n the mter-human communication such as produc-
tion of sounds, facial expressions, (including micro-expres-
s10ms ), breathing and other signs humans use for inter-person
communication.

[0037] Embodiments of the present invention that are
described herein enable users to articulate words and sen-
tences without actually vocalizing the words or uttering any
sounds at all. The mventors have found that by properly
sensing and decoding these movements, it 1s possible to
reconstruct reliably the actual sequence of words articulated
by the user.

[0038] In some embodiments, a system comprising a
wearable device and dedicated software tools deciphers data
sensed from fine movements of the skin and subcutaneous
nerves and muscles on a subject’s face, occurring in
response to words articulated by the subject with or without
vocalization, and use the deciphered words 1n generating a
speech output including the articulated words. Details of
devices and methods used 1n sensing, the data from fine
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movements ol the skin, are described i1n the above-men-
tioned International Patent Application PCT/IB2022/
054527.

[0039] The disclosed deciphering techniques enable users
to communicate with others or to record their own thoughts

silently, in a manner that 1s substantially imperceptible to
other parties and 1s also 1nsensitive to ambient noise.

[0040] Some embodiments use sensing devices having the
aforementioned form of common consumer wearable items,
such as a clip-on headphone or spectacles. In these embodi-
ments, an optical sensing head 1s held in a location in
proximity to the user’s face by a bracket that fits i or over
the user’s ear. The optical sensing head senses coherent light
reflected from the face, for example by directing coherent
light toward an area of the face, such as the cheek, and
sensing changes in the coherent light pattern that arises due
to reflection of the coherent light from the face. Processing
circuitry 1n the device processes the signal output by the
optical sensing head due to the reflected light to generate a
corresponding speech output. In one embodiment, the opti-
cal sensing head and processing circuitry 1s fitted inside a
stem ol wireless headphones, such as AirPods. In that
embodiment, sensing 1s slightly further away from the
sensed skin location and the sensor’s viewing angle 1s
typically narrow.

[0041] Alternatively, the disclosed deciphering technique
can be used with a silent speech sensing module, including
a coherent light source and sensors, may be itegrated into
a mobile communication device, such as a smartphone. This
integrated sensing module senses silent speech when the
user holds the mobile communication device 1n a suitable
location 1n proximity to the user’s face.

[0042] In one example, deciphering of silent speech is
performed using a machine learning (ML) algorithm, such
as a trained artificial neural network (ANN). In this example
image processing soltware converts acquired signals into
preprocessed signals, and the trained ANN specifies speech
words contained 1n the preprocessed signals. Different types
ANNs may be used, such as a classification NN that even-
tually outputs words, and a sequence-to-sequence NN which
outputs a sentence (word sequence). To train the ANNs, at
least several thousands of examples should typically be
gathered and augmented, as described above. This “global”
training, that relies on a large group of persons (e.g., a cohort
of reference human subjects), allows later for a device of a
specific user to perform fine adjustments of 1ts deciphering
software. In this manner, within minutes or less of wearing
the device and turning, on the application, the system (e.g.,
mobile phone and the wearable deice) 1s ready for decipher-
ng.

[0043] In many cases, speech recognition algorithms out-
put some ambiguous results, as described below. In the case
of Human-Human real time communication implantation,
waiting for the sentence to complete before synthesizing the
text to speech to mitigate the ambiguity will result with a
significant delay that might not be acceptable. To solve this
issue, the disclosed speech synthesizer 1s configured to
quickly generate an ambiguous output for an ambiguous
iput, so as not to disrupt the natural flow of conversation.
The ambiguity 1tself may still be resolved at a later stage. In
some examples, a processor 1s used for synthesizing speech,
by performing the steps of (1) recerving input signals from a
human subject that are indicative of intended speech by the
human subject, (1) analyzing the signals to extract words
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corresponding to the mtended speech, such that in at least
some time 1ntervals of the mtended speech, multiple candi-
date phonemes are extracted together with respective prob-
abilities that each of the candidate words, corresponds to the
intended speech 1n a given tune interval, and (111) synthe-
s1zing audible speech responsively to the extracted pho-
nemes, such that in the at least some of the time intervals, the
audible speech 1s synthesized by mixing the multiple can-
didate phonemes responsively to the respective probabili-
ties.

[0044] As described below, to perform step (1) the proces-
SOr may run an image processing software, and to perform
step (11) the processor may run a neural network. To perform
step (111) the processor may use a voice synthesizer.

[0045] The disclosed technique can be used, using the
sensed movements of at least one of the target regions of
skin on a face of a test subject, measuring the amount of
neural activity, to indicate an intent of speech by the test
subject even before such speech ever occurred. Finally, 1n
another embodiment, the disclosed technique improves
audio quality, for example, of conversations made by mobile
telephones 1n loud public spaces, by cleaning (e.g., remov-
ing background signals) from audio.

System Description

[0046] FIG. 1 1s a schematic pictorial illustration of a
system 18 for silent speech sensing, in accordance with an
embodiment of the invention. System 18 1s based on a
sensing device 20, in which a bracket, in the form of an ear
clip 22, fits over the ear of a user 24 of the device. An
carphone 26 attached to ear clip 22 fits into the user’s ear. An
optical sensing head 28 1s connected by a short arm 30 to ear
clip 22 (e.g., an AirPod) and thus 1s held 1n a location 1n
proximity to the user’s face. In the pictured embodiment,
device 20 has the form and appearance of a clip-on head-
phone, with the optical sensing head 1n place of (or in
addition to) the microphone.

[0047] Details of device 20, such as of interface and
processing circuitries comprised 1n device 20, are described
in the above-mentioned International Patent Application
PCT/IB32022/054527.

[0048] Optical sensing head 28 directs one or more beams
of coherent light toward different, respective locations on the
face of user 24, thus creating an array of spots 32 extending
over an area 34 of the face (and specifically over the user’s
cheek). In the present embodiment, optical sensing head 28
does not contact the user’s skin at all, but rather 1s held at a
certain distance from the skin surface. Typically, this dis-
tance 1s at least 5 mm, and 1t may be even greater, for
example at least 1 cm or even 2 cm or more from the skin
surface. To enable sensing the motion of different parts of
the facial muscles, the areca 34 covered by spots 32 and
sensed by optical sensing head 28 typically has an extent of
at least 1 cm”; and larger areas, for example at least 2 cm”
or even greater than 4 cm®, can be advantageous.

[0049] Optical sensing head 28 senses the coherent light
that 1s retlected from spots 32 the face and outputs a signal
in response to the detected light. Specifically, optical sensing
head 28 senses the secondary coherent light patterns that
arise due to reflection of the coherent light from each of
spots 32 within 1ts field of view. To cover a sufliciently large
arca 34, this field of view typically has a wide angular
extent, typically with an angular width of at least 60°, or
possibly 70° or even 90° or more. Within this field of view,
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device 20 may sense and process the signals due to the
secondary coherent light patterns of all of spots 32 or of only
a certain subset of spots 32. For example, device 20 may
select a subset of the spots that 1s found to give the largest
amount of usetul and reliable information with respect to the
relevant movements of the skin surface of user 24.

[0050] Within system 18, processing circuitry processes
the signal that i1s output by optical sensing head 28 to
generate a speech output. As noted earlier, the processing
circuitry 1s capable of sensing movements of the skin of user
22 and generating the speech output, even without vocal-
1zation of the speech or utterance of any other sounds by user
22. The speech output may take the form of a synthesized
audio signal or a textual transcription, or both. In that regard,
the silent speech detection can be readily implemented as
nerve-to-text application, such as, for example, directly
transcribing silent speech into an email draft. The synthe-
s1ized audio signal may be played back via the speaker 1n
carphone 26 (and is useful 1 giving user 22 feedback with
respect to the speech output). Additionally or alternatively,
the synthesized audio signal may be transmitted over a
network, for example via a commumcation link with a
mobile communication device, such as a smartphone 36.
Typically, the synthesis 1s done at different times than a
voiced utterance would happen. This timing can be shorter
or longer, and the processes can find the timing difference.
Such timing difference may be utilized, as an example, when
the synthesized voice 1s ready earlier than the voiced utter-
ance would happen, to provide a translation of the synthe-
s1zed voice mto another language, with the translated utter-
ance outputted on the time the voiced utterance would.

[0051] The functions of the processing circuitry 1n system
18 may be carried out entirely within device 20, or they may
alternatively be distributed between device 20 and an exter-
nal processor, such as a processor 1n smartphone 36 running
suitable application software. For example, the processing
circuitry within device 20 may digitize and encode the
signals output by optical sensing head 28 and transmit the
encoded signals over the communication link to smartphone
36. This communication link may be wired or wireless, for
example using the Bluetooth™ wireless interface provided
by the smartphone. The processor 1n smartphone 36 pro-
cesses the encoded signal 1n order to generate the speech
output. Smartphone 36 may also access a server 38 over a
data network, such as the Internet, 1n order to upload data
and download software updates, for example. Details of the
design and operation of the processing circuitry are
described hereinbelow with reference to FIG. 3.

[0052] In the pictured embodiment, device 20 also com-
prises a user control 335, for example 1n the form of a
push-button or proximity sensor, which 1s connected to ear
clip 22. User control 35 senses gestures performed by user,
such as pressing on user control 35 or otherwise bringing the
user’s finger or hand 1nto proximity with the user control. In
response to the appropriate user gesture, the processing
circuitry changes the operational state of device 20. For
example, user 24 may switch device 20 from an idle mode
to an active mode 1n this fashion, and thus signal that the
device should begin sensing and generating a speech output.
This sort of switching 1s useful in conserving battery power
in device 20. Alternatively or additionally, other means may
be applied in controlling the operational state of device 20
and reducing unnecessary power consumption, for example
as described below with reference to FIG. 5. Moreover, a
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processor or of device 20 can automatically switch from idle
mode to high power consumption mode based on differing
trigger types, such as a sensed imput (e.g., eye blinks or
mouth slightly open, or a pre-set sequence of motions like
tongue movement). Also, the user may activate the device,
using, for example a touch button on the device, or from an
application 1n a mobile phone.

[0053] In an optional embodiment, a microphone (not
shown), may be included, to senses sound uttered by user 24,
cnabling user 22 to use device 20 as a conventional head-
phone when desired. Additionally or alternatively, the
microphone may be used in conjunction with the silent
speech sensing capabilities of device 20. For example, the
microphone may be used i a calibration procedure, in
which optical sensing head 28 senses movement of the skin
while user 22 utters certain phonemes or words. The pro-
cessing circuitry may then compare the signal output by
optical sensing head 28 to the sounds sensed by a micro-
phone (not shown) 1n order to calibrate the optical sensing
head. This calibration may include prompting user 22 to
shift the position of optical sensing head 28 1n order to align
the optical components 1n the desired position relative to the
user’s cheek.

[0054] FIG. 2 1s a schematic pictorial illustration of a
silent speech sensing device 60, 1n accordance with another
embodiment of the invention. In this embodiment, ear clip
22 1s integrated with or otherwise attached to a spectacle
frame 62. Nasal electrodes 64 and temporal electrodes 66 are
attached to frame 62 and contact the user’s skin surface.
Electrodes 64 and 66 receive body surface electromyogram
(sEMG) signals, which provide additional information
regarding the activation of the user’s facial muscles. The
processing circuitry i device 60 uses the electrical activity
sensed by electrodes 64 and 66 together with the output
signal from optical sensing head 28 1n generating the speech
output from device 60.

[0055] Additionally or alternatively, device 60 includes
one or more additional optical sensing heads 68, similar to
optical sensing head 28, for sensing skin movements in other
arcas ol the user’s face, such as eye movement. These
additional optical sensing heads may be used together with
or 1stead of optical sensing head 28.

[0056] FIG. 3 15 a block diagram that schematically 1llus-

trates functional components of system 18 for silent speech
sensing, 1n accordance with an embodiment of the invention.
The pictured system 1s built around the components shown
in FIG. 1, including sensing device 20, smartphone 36, and
server 38. Alternatively, the functions 1illustrated in FIG. 3
and described below may be implemented and distributed
differently among the components of the system. For
example, some or all of the processing capabilities attributed
to smartphone 36 may be implemented 1n sensing device; or
the sensing capabilities of device 20 may be implemented 1n
smartphone 36.

[0057] Sensing device 20 transmits the encoded signals
via a communication interface of the device, such as a
Bluetooth interface, to a corresponding communication
interface 77 in smartphone 36. In the present embodiment,
the encoded output signals from sensing device 20 are
received 1n a memory 78 of smartphone 36 and processed by
a speech generation application 80 running on the processor
in smartphone 36. Speech generation application 80 con-
verts the features in the output signal to a sequence of words,
in the form of text and/or an audio output signal. Commu-
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nication intertace 77 passes the audio output signal back to
speaker 26 of sensing device 20 for playback to the user. The
text and/or audio output from speech generation application
80 15 also mput to other applications 84, such as voice and/or
text communication applications, as well as a recording
application. The communication applications communicate
over a cellular or Wi-F1 network, for example, via a data
communication interface 86.

[0058] The encoding operations of by device 20 and
speech generation application 80 are controlled by a local
training interface 82. For example, interface 82 may indicate
to a processor of device 20 which temporal and spectral
features to extract from the signals output by receiver
module 48 and may provide speech generation application
80 with coeflicients of a neural network, which converts the
teatures to words. In the present example, speech generation
application 80 implements an inference network, which
finds the sequence of words having the highest probability of
corresponding to the encoded signal features received from
sensing device 20. Local traiming interface 82 receives the
coellicients of the inference network from server 38, which
may also update the coetlicients periodically.

[0059] To generate local training instructions by training
interface 82, server 38 uses a data repository 88 containing
coherent light (e.g., speckle) 1mages and corresponding
ground truth spoken words from a collection of training data
90. Repository 88 also receives training data collected from
sensing devices 20 in the field. For example, the training
data may comprise signals collected from sensing devices 20
while users articulate certain sounds and words (possibly
including both silent and vocalized speech). This combina-
tion of general training data 90 with personal training data
received from the user of each sensing device 20 enables
server 38 to derive optimal inference network coeflicients
for each user.

[0060] Server 38 applies image analysis tools 94 to extract
teatures from the coherent light images 1n repository 88.
These 1mage features are mput as training data to a neural
network 96, together with a corresponding dictionary 104 of
words and a language model 100, which defines both the
phonetic structure and syntactical rules of the specific lan-
guage used 1n the training data. Neural network 96 generates
optimal coeflicients for an inference network 102, which
converts an mput sequence of feature sets, which have been
extracted from a corresponding sequence ol coherent light
measurements, into corresponding phonemes and ultimately
into an output sequence of words. Server 38 downloads the
coellicients of inference network 102 to smartphone 36 for
used 1n speech generation application 80.

Method For Speech Sensing

[0061] FIG. 4 1s a flow chart that schematically illustrates
a method for silent speech sensing, in accordance with an
embodiment of the invention. This method 1s described, for
the sake of convenience and clarty, with reference to the
clements of system 18, as shown in FIGS. 1 and 4 and
described above. Alternatively, the principles of this method
may be applied in other system configurations, for example
using sensing device 60 (FIG. 2) or a sensing device that 1s
integrated 1n a mobile communication device.

[0062] As long as user 24 1s not speaking, sensing device
20 operates 1n a low-power 1dle mode 1n order to conserve
power of 1ts battery, at an 1dling step 410. This mode may
use a low frame rate, for example twenty frames/sec. While
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device 20 operates at this low frame rate, 1t processes the
images to detect a movement of the face that 1s indicative of
speech, at a motion detection step 112. When such move-
ment 1s detected, a processor ol device 20 instructs to
increase the frame rate, for example to the range of 100-200
frames/sec, to enable detection of changes in the secondary
coherent light (e.g., speckle) patterns, that occur due to silent
speech, at an active capture step 414. Alternatively or
additionally, the increase the frame rate may follow instruc-
tions received from smartphone 36.

[0063] A processor of device 20 then extracts features of
optical coherent light pattern motion, at a feature extraction
step 420. Additionally or alternatively, the processor may
extract other temporal and/or spectral features of the coher-
ent light 1 the selected subset of spots. Device 20 conveys
these features to speech generation application 80 (running,
on smartphone 36), which mputs vectors of the feature
values to the inference network 102 that was downloaded
from server 38, at a feature mput step 422.

[0064] Based on the sequence of feature vectors that 1s
input to the inference network over time, speech generation
application 80 outputs a stream of words, which are con-
catenated together into sentences, at a speech output step
424. As noted earlier, the speech output 1s used to synthesize
an audio signal, for playback via speaker 26. Other appli-
cations 84 running on smartphone 36 post-process the
speech and/or audio signal to record the corresponding text
and/or to transmit speech or text data over a network, at a
post-processing step 426.

Deciphering of Detected Silent Speech

[0065] As described above, the deciphering of silent
speech (i1.e., analyzing acquired signals to extract words
corresponding to an intended speech) 1s performed by a
chain of software tools, such as image processing solftware
(e.g., tool 94), and an artificial neural network (ANN), such
as NN 96. The image processing software converts acquired
signals into preprocessed signals, and the ANN specifies
intended speech words contained 1n the preprocessed sig-
nals. This section provides examples of deciphering meth-
ods and software tools that the disclosed technique may use.
It covers tramning and inference phases by an ANN (FIGS. 5

and 6, respectively), as well as the preprocessing phase
(F1G. 7).

[0066] FIG. 5 1s a flow chart that schematically illustrates
a method for training an ANN to perform silent speech
deciphering, in accordance with an embodiment of the
invention. This method can be used to train, for example,
two diflerent ANN types: a classification neural network that
eventually outputs words, and a sequence-to-sequence neu-
ral network which outputs a sentence (word sequence). The
process begins 1n data uploading step 502, with uploading
from a memory of server 38 pre-processed training data,
such as outputted by 1mage analyses tool 94, that, was
gathered from multiple reference human subjects, e.g., dur-
ing a development.

[0067] The silent speech data 1s collected from a wide
variety of people (people of varying ages, genders, ethnici-
ties, physical disabilities, etc.). The number of examples
required for learning and generalization 1s task dependent.
For word/utterance prediction (within a closed group) at
least several thousands of examples were gathered. For the
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task of word/phoneme sequence prediction, the dataset size
1s measured 1n hours, and several thousands of hours were
gathered for transcription.

[0068] In data augmentation step 504, a processor aug-
ments the 1mage processed training data to get more artificial
data for the training process. In particular, the input here 1s
an 1mage processed secondary coherent light pattern, with
some of the 1image processing steps described below. Step
504 of data augmentation may include the sub-steps of (1)
Time dropout, where amplitudes at random time points, are
replaced by zeros, (1) Frequency dropout—the signal 1s
transformed 1nto the frequency domain. Random frequency
chunks are filtered out. (111) Clipping, where the maximum
amplitude of the signal at random time points 1s clamped.
This adds a saturation effect to the data, (1v) Noise addition,
where Gaussian noise 1s added to the signal, and speed
change, where the signal 1s resampled to achieve a slightly
lower or slightly faster signal.

[0069] At features extraction step 506, the augmented
dataset goes through the feature extraction module. In this
step the processor computes time domain silent speech
features. For this purpose, for example, each signal 1s split
into low and high frequency components, x,,,, and x;,,, and
windowed to create time frames, using a frame length of 27
ms and shift of 10 ms. For each frame we compute five
time-domain features and nine frequency domain features, a
total of 14 features per signal. The time-domain features are
as follows:

1 1 1 1 |
;Z(xr’ﬂw[f])zz _Z‘foW[f]? ;Z(‘thgh [I])Z? ;Z Xhigh Hit ZCR(IME&)

i i i i

where ZCR 1s the zero-crossing rate. In addition, we use
magnitude values from a 16-point short Founer transform,
1.e., frequency domain features. All features are normalized
to zero mean unit variance.

[0070] For ANN training, step 508, the processor split the
data into training, validation and test sets. The training set 1s
the data used to train the model. Hyperparameter tuning 1s
done using the validation set, and final evaluation 1s done
using the test set.

[0071] The model architecture 1s task dependent. Two
different examples describe training two networks for two
conceptually different tasks. First 1s, the signal transcription,
1.e., translating silent speech to text by word/phoneme/letter
generation. This task 1s addressed by using a sequence-to-
sequence model. The second task 1s word/utterance predic-
tion, 1.e., categorizing utterances uttered by users into a
single category within a closed group. It 1s addressed by
using a classification model.

[0072] The disclosed sequence-to-sequence model 1s,
composed of an encoder, which transforms the mput signal
into high level representations (embeddings), and a decoder,
which produces linguistic outputs (1.e., characters or words)
from the encoded representations. The mput entering the
encoder 1s a sequence of feature vectors, as described 1n the
“feature extraction” module. It enters the first layer of the
encoder—a temporal convolution layer, which down
samples the data to achieve a good performance. The model
may use an order of hundred such convolution layers.

[0073] Outputs from the temporal convolution layer at
each time step are passed to three layers of bidirectional
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recurrent neural networks (RNN). The processor employs
long short-term memory (LTSM) as units in each RNN layer.

Each RNN state 1s a concatenation of the state of the forward
RNN with the state of the backward RNN. The decoder

RNN 1s mitialized with the final state of the encoder RNN
(concatenation of the final state of the forward encoder RNN
with the first state of the backward encoder RNN). At each
fime step, 1t gets as iput the preceding word, encoded
one-hot and embedded 1n a 150-dimensional space with a
fully connected layer. Its output 1s projected through a
matrix mnto the space of words or phonemes (depending on
the training data).

[0074] The sequence-to-sequence model conditions the
next step prediction on the previous prediction. During
learning, a log probability 1s maximized:

max Y log P(y;|x, y.;: 6
EZ‘g(yl Veis 0)

where y<1 1s the ground truth of the previous prediction. The
classification neural network 1s composed of the encoder as
1in the sequence-to-sequence network and an additional fully
connected classification layer on top of the encoder output.
The output 1s projected into the space of closed words and
the scores are translated into probabilities for each word 1n
the dictionary.

[0075] The results of the above entire procedure are two
types of trained ANNSs, expressed 1n computed coefficients
for an inference network 102. The coefficients are stored
(step 510) 1n a memory of server 38.

[0076] In day-to-day use, training interface 82 receives up
to date coefficients of inference network 102 from server 38,
where server 38 may also update the coefficients periodi-
cally, the coefficients of inference network 102 are stored 1n
a memory of earpiece device 20 or mn memory 78 of
smartphone 36. First ANN task 1s the signal transcription,
1.e., translating silent speech to text by word/phoneme/letter
generation. The second ANN task 1s word/utterance predic-
fion, 1.e., categorizing utterances uttered by users into a
single category within closed group. These networks are
plugged 1n the system to work as part of it at he below
described 1n FIG. 6.

[0077] Finally, the training session 1s used for optimizing
a selection and priority of locations of secondary coherent
light on the face of user 24 to analyze. In selection updating
step 5312, the processor updates a list and order of use of such
locations.

[0078] FIG. 6 1s a flow chart that schematically illustrates
a method of using a trained ANN 1n 1nference to perform
silent speech deciphering, 1n accordance with an embodi-
ment of the invention. Such trained ANN may be inference
network 102. The process begins with, for example, the
processor 1n smartphone 36 running suitable application
software that uploads inference network 102, at trained

ANN uploading step 602.

[0079] At a silent speech preprocessing step 604, a pro-
cessor of sensing device 20 receives silent speech signals
and preprocess this using, for example, an 1image processing
software 1ncluded 1n device 20.

[0080] At silent speech feature extraction step 606, the

processor of sensing device 20 extracts from the prepro-
cessed silent speech signals silent speech features, as

described 1n FIG. 7.
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[0081] At silent speech features recerving step 608, smart-
phone 36 receives encoded signals via a communication
intertace 77. In the present embodiment, the encoded signals
of step 606 from sensing device 20 are recerved 1n a memory
78 of smartphone 36.

[0082] At a silent speech inference step 610, the extracted
features are processed by a speech generation application 80
running on the processor 1n smartphone 36. Speech genera-
tion application 80 runs inference network 102 to converts
the features in the output signal to a sequence (612) of
words. These words may be subsequently outputted in a
form of text and/or an audio output signal (e.g., using voice
synthesizer).

[0083] FIG. 7 1s a flow chart that schematically 1llustrates
a method of preprocessing silent speech sensed data in
preparation for speech deciphering, in accordance with an
embodiment of the mvention. The process begins by a
processor of device 20 receiving a frame from a camera of
device 20 that captured at secondary coherent light retlec-
tions from the cheek skin area at high frame rate (e.g., 500
ips), at a frame receiving step 702.

[0084] For each frame the raw image is transierred to an
image processing algorithm that extracts the skin motion at
a set of pre-selected locations on the user’s face. The number
of locations to inspect 1s an input to the algorithm. The
locations on the skin that are extracted for coherent light
processing are taken from a predetermined list that a pro-
cessor uploads (704) from memory. The list specifies ana-
tomical locations, for example: cheek above mouth, chin,
mid-jaw, cheek below mouth, high cheek and back of cheek.
Furthermore, the list 1s dynamically updated with more
points on the face that are extracted during the training phase
(in step 512 of FIG. 2). The entire set of locations 1s ordered
in descending order such that any subset of the list (1n order)
mimmizes the word error rate (WER) with respect to the
chosen number of locations that are inspected.

[0085] At a coherent light spot selection step 706, the
processor selects the locations to analyze according to the
list provided 1n step 704.

[0086] At a cropping step 708, the processor crops each of
the coherent light spots that were extracted in the frame
around the coherent light spots, and the algorithm process
the spot. Typically, the process of coherent light spot pro-
cessing 1mnvolves reducing by two order of magnitude a size
of tull frame 1mage pixels (ol ~1.5 MP) that 1s taken with the
camera, with a very short exposure. Exposure 1s dynamically
set and adapted to be able to capture only coherent light
reflections and not skin segments. For day light and green
laser this 1s found to be around 1/4000 seconds. As the image
1s mostly empty (e.g., of cheek skin—being black regions)
and includes the laser point that forms a secondary coherent
light pattern. In the preprocessing phase, the laser point (e.g.,
speckle) region 1s 1dentified, and the 1mage 1s cropped, so
that the algorithms run only on this region. For example, the
processor reduces the full image (1.5 MP) to a 18 KP image,
which immediately accelerates processing time for the
remainder of the algorithm.

[0087] The image processing algorithm may be executed
on a CPU, GPU, or hardware logic that 1s embedded within
or adjacent to the camera sensor chip—to be able to elimi-
nate the flow of high bandwidth data in the system. This may
reduce the total power consumption of the device. Moreover,
the preprocessed data corresponds to the physical vibrations
and movements of the user’s facial skin (1in each location),
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thus 1s at much lower bandwidth compared to the raw
images—Iew hundred of samples per second for each loca-
tion.

[0088] Once the image processor has 1dentified the region
of interest within the coherent light spot, 1t improves the
image contrast, by removing noise using a threshold s to
determine black pixels and then computes (710) a charac-
teristic metric of the coherent light, such as scalar speckle
energy measure, €.g., an average itensity. Step 710 includes
steps described 1in box 711, which includes, after identifying,
the coherent light pattern at step 706 and cropping it at step
708, turther reducing the image to a predefined fraction
(e.g., 13) of the radius of the coherent light spot (which
amounts to reducing the aforementioned 18 KP image to
only 2 KP, upon which the metric 1s calculated, e.g., as
average intensity of the 2 KP pixels.

[0089] Analyzing, changes in time 1n the measure (e.g., 1n
average speckle intensity) by the processor 1s one example
of detection of changes in the secondary coherent light
patterns. Alternatively, other metrics may be used such as the
detection of specific coherent light patterns. Finally, a
sequence of values of this scalar energy metric 1s calculated
frame-by-frame and aggregated (712), giving a 1D temporal
signal.

[0090] The 1D temporal signals are the preprocessed
signals that area stored for use in silent speech deciphering,
as described above 1n FIGS. 5 and 6.

[0091] The accuracy of the word detection process
described above 1s optimized using a combination of the
following concepts:

1) Personalized Algorithm Parameters.

[0092] During normal speech of the user, the system
simultaneously samples the user’s voice and the facial
movements. Automatic speech recognition (ASR) and Natu-
ral Language Processing (NLP) algorithms are applied on
the actual voice, and the outcome of these algorithms 1s used
for optimizing the parameters of the motion to language
algorithms. These parameters include the weights of the
various neural networks, as well as the spatial distribution of
laser beams for optimal performance. For subjects with
speech disorders who have intact nervous systems and
muscle fibers, transfer learning techniques can be used in
applying results acquired from subjects who are capable of
speech.

2) Limiting the Word Set.

[0093] Limiting the output of the algorithms to a pre-
defined word set significantly increases the accuracy of word
detection 1n cases of ambiguity—where 2 different words
result in similar movements on the skin.

[0094] The used word set can be personalized over time,
adjusting the dictionary to the actual words used by the
specific user, with their respective frequency and context.

3) Context Optimized Word Set.

[0095] Including the context of the conversation in the
mput of the words and sentences extraction algorithms
increases the accuracy by eliminating out-of-context
options. The context of the conversation 1s understood by
applying Automatic speech recognition (ASR) and Natural
Language Processing (NLP) algorithms on the other side’s
voice.
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Voice Synthesis

[0096] The information that 1s extracted from the mner/
silent speech can be used 1n various ways, €.g., 1) human
machine communication (e.g., personal assistant/“Alexa”
type devices) 2) human—human communication (e.g.,
phone calls).

[0097] For human-human communication the system gen-
erates a synthetic voice of the user based on the inner speech
and transmits this synthetic voice to the other side’s device.
Alternatively, human-human communication can be made
via 3rd party applications such as istant messaging apps, in
which case, the mner speech 1s converted into text and
transmitted to the other side’s device.

[0098] In many cases, speech recognition algorithms
result with some ambiguous result. For example:

[0099] The user says the word “Justice”, the classification
algorithm predicts that with 50% certainty the articulated
word was “qustice”, 30% “practice” and 20% “lattice”. In
other implementations of NLP algorithms, the algorithm
selects the right word based on the context of the whole
sentence that 1n many cases 1s revealed only after the
ambiguous word has been said.

[0100] In the case of Human-Human real time communi-
cation implantation, waiting for the sentence to complete
before synthesizing the text to speech will result with a
significant delay that might not be acceptable.

[0101] To solve this i1ssue, the speech synthesizer 1s con-
figured to generate an ambiguous output for an ambiguous
input. Examples of ambiguous mput are confusing words/
phonemes. For example, the system may not fully determine
whether the user said “down™ or “town”. The umt of work
in this case 1s therefore the sound (called “phoneme™) and
not an entire word. In response, the system generates and
transmits speech that 1s a mixture of the two candidate
phonemes. In the above example, 11 the system 1s not certain
whether the user said “down” or “town” then the resulting

sound will be a mixture of “t” and “d” at the appropriate

times.
[0102] To further illustrate the concept, for the above
example constituting of the words “justice”, “practice” and
“lattice,” the synthesizer will not send a clear *“justice” word,
although 1t 1s the option with the highest probability, but
instead, the algorithm will create a sound that 1s a combi-
nation of articulated words weighted as being probably 50%
“qustice”, 30% “‘practice” and 20% “lattice”™—same prob-
abilities as the mput. This implementation will transfer the
ambiguity to the other person’s brain—+to be resolved at a
later time, after the sentence 1s complete.
[0103] The algorithm for generating ambiguous words
comprises two steps:

[0104] a) Time scaling to make all words the same

length of time

[0105] b) Weighted average of the sound waveform
[0106] FIG. 8 1s a flow chart that schematically illustrates
a method of generating an ambiguous speech output for an
ambiguous silent speech input, in accordance with an
embodiment of the mvention. The process begins at words
generation step 802, with multiple candidate words are
extracted by speech generation application 80 together with
respective probabilities that each of the candidate words
corresponds to the intended speech 1n a given time interval.
[0107] Next, at words synthesizing step 804, a processor
synthesizes the extracted words into audio signals (e.g., 1D

sound waveforms). At a time-scaling step 806, the processor,

Aug. 24, 2023

such as a one of a voice synthesizer (e.g., one example of
application 84), time scales similar words to make all words
sound over a same time duration within a given time
interval. Finally, at sound mixing step 808, the audible
speech 1s synthesized into an ambiguous audio output by
mixing the multiple words responsively to the respective
probabilities (e.g., by the processor performing weighted
summation of the sound wavetform amplitudes with the
probabilities that serve as respective weights).

[0108] It will be appreciated that the embodiments
described above are cited by way of example, and that the
present invention 1s not limited to what has been particularly
shown and described hereinabove. Rather, the scope of the
present invention includes both combinations and subcom-
binations of the various features described hereinabove, as
well as variations and modifications thereof which would
occur to persons skilled in the art upon reading the foregoing
description and which are not disclosed 1n the prior art.

1-37. (canceled)

38. A system for synthesizing speech from minute facial
skin movements, the system comprising:

at least one processor configured to:

control at least one coherent light source to 1lluminate
a region of a face;

receive from at least one sensor, reflection signals
indicative of coherent light reflected from the face;

analyze the retlection signals to determine the minute
tacial skin movements associated with silent speech;

based on the determined minute facial skin movements,
determine a sequence of words associated with the
silent speech; and

synthesize the sequence of words associated with the
silent speech into audio signals.

39. The system of claim 38, wherein the at least one
processor 1s further configured to determine the sequence of
words by referencing training-derived data stored in
memory.

40. The system of claim 38, further comprising an ear-
phone and wherein the at least one processor i1s further
configured output the synthesized audio signals for presen-
tation via the earphone.

41. The system of claim 38, further comprising a com-
munication 1nterface configured to transmit data associated
with the silent speech to a mobile communications device
via a communication link.

42. The system of claim 41, wherein the at least one
processor 1s further configured to transmit to the mobile
communications device a synthetization of the silent speech
during a phone call.

43. The system of claim 38, wherein synthesizing the
sequence of words includes generating a translated sequence
of words 1n a synthesized voice and 1n a language other than
a language of the silent speech.

44. The system of claim 43, wherein the synthesized voice
in the language other than a language of the silent speech 1s
outputted to occur at a time when the silent speech 1is
anticipated.

45. The system of claim 38, wherein synthesizing the
sequence of words associated with the silent speech into
audio signals includes cleaning background audio signals
from the audio signals associated with the silent speech.

46. The system of claim 38, wherein determining the
sequence of words associated with the silent speech includes
extracting multiple candidate phonemes from the minute
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facial skin movements based on respective probabilities that
the minute facial skin movements are associated with the
multiple candidate phonemes.

47. The system of claim 46, wherein the at least one
processor 1s configured to mix the multiple candidate pho-

nemes based on their respective probabilities to generate an
ambiguous audio output.

48. The system of claim 47, wherein the generated
ambiguous audio output 1s associated with a same length of
time as a corresponding set of the minute facial skin move-
ments.

49. The system of claim 38, wherein the at least one
processor 1s configured to determine the silent speech 1n an
absence of vocalization of the sequence of words.

50. The system of claim 38, wherein the at least one
coherent light source, the at least one sensor, and the at least
one processor are part of a wireless headphone.

51. The system of claim 38, wherein the at least one
coherent light source 1s configured to direct a plurality of
beams ol coherent light toward different locations on the
region ol a face thus creating an array of spots.

52. The system of claim 38, further comprising a housing
configured to be worn on a head of a user, wherein the at
least one sensor 1s connected to the housing 1n a manner such
that when the housing 1s worn, the at least one sensor 1s held
at a distance from a skin surface.
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53. The system of claim 52, wherein the reflection signals
are indicative of intended speech by the user.

54. The system of claim 38, wherein determining the
sequence of words associated with the silent speech involves
determining conversation context.

55. The system of claim 38, wherein determining the
sequence of words includes using an artificial neural net-
work associated with personal traiming data received from a
system user.

56. The system of claim 55, wherein the at least one
processor 1s configured to generate one or more network
coellicients for the user based on the personal training data.

57. A method for synthesizing speech from minute facial
skin movements, the method comprising:

at least one processor configured to:

control at least one coherent light source to illuminate
a region of a face;

receive Ifrom at least one sensor, reflection signals
indicative of coherent light reflected from the face;

analyze the reflection signals to determine the minute
facial skin movements associated with silent speech;

based on the determined minute facial skin movements,
determine a sequence of words associated with the
silent speech; and

synthesize the sequence of words associated with the
silent speech into audio signals.
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