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(57) ABSTRACT

A computer-implemented method 1s provided for identifying
a target amid clutter and mimmize cross-talk from receive
signals returned therefrom via a Multiple Input Multiple
Output (MIMO) radar system that emits transmait signals into
a resolution cell that contains the target and the clutter. The
method 1ncludes employing a match filter to estimate a set
ol parameters from each receive signal of the receive sig-
nals; determining interiference correlation; estimating clutter
correlation; forming an optimum detector with the estimated
correlation for each receive signal among the receive sig-
nals; employing the optimum detector to estimate the target
set of parameters from each receive signal as an estimated
target parameter; returning to the forming operation in
response to the estimated target parameter exceeding an
established tolerance; and applying the estimated target
parameter to the receive signals for submission to the MIMO
radar system.
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MULTI-SIGNAL RADAR CROSS-TALK
MITIGATION

CROSS REFERENCE TO RELATED
APPLICATION

[0001] The invention 1s a Contiuation-in-Part, claims
priority to and incorporates by reference 1n 1ts entirety U.S.
patent application Ser. No. 18/071,774 filed Nov. 30, 2022
and assigned Navy Case 211025, which 1n turn claims

priority to and incorporates by reference U.S. patent appli-
cation Ser. No. 16/916,525 filed Jun. 30, 2020 and assigned

Navy Case 113045.

STATEMENT OF GOVERNMENT INTEREST

[0002] The invention described was made in the perfor-
mance of ofhicial duties by one or more employees of the
Department of the Navy, and thus, the invention herein may
be manufactured, used or licensed by or for the Government
of the United States of America for governmental purposes
without the payment of any royalties thereon or therefor.

BACKGROUND

[0003] The mnvention relates generally to radar signal
processing. In particular, the mnvention relates to minimizing,
cross-talk among array radars with multiple transmuitters and
receivers.

SUMMARY

[0004] Conventional radar signal filtering techniques yield
disadvantages addressed by various exemplary embodi-
ments of the present mvention. In particular, various exem-
plary embodiments provide a computer-implemented
method for 1dentitying a target amid clutter and minimize
cross-talk from receive signals returned therefrom wvia a
Multiple Input Multiple Output (MIMO) radar system that
emits transmit signals 1nto a resolution cell that contains the
target and the clutter. The method includes employing a
match filter to estimate a set of parameters from each receive
signal of the receive signals; determining interiference cor-
relation; estimating clutter correlation; forming an optimum
detector with the estimated correlation for each receive
signal among the receive signals; employing said optimum
detector to estimate the target set of parameters from each
receive signal as an estimated target parameter; returning to
the forming operation in response to the estimated target
parameter exceeding an established tolerance; and applying
the estimated target parameter to the receive signals for
submission to the MIMO radar system. Other various
embodiments alternatively or additionally provide for the
target parameter being output power.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] These and various other features and aspects of
various exemplary embodiments will be readily understood
with reference to the following detailed description taken in
conjunction with the accompanying drawings, in which like
or stmilar numbers are used throughout, and in which:

[0006] FIG. 1 1s a block diagram view of a MIMO radar
system:
[0007] FIG. 2 1s a flowchart diagram view of signal

detector optimization;
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[0008] FIG. 3A1s a graphical view of a pulse spectrum for
Case I;

[0009] FIG. 3B 1s a tabular view of wavelform parameters
for Case I;

[0010] FIG. 3C 1s a tabular view of signal correlations for
Case I;

[0011] FIG. 4A1s a graphical view of a pulse spectrum for
Case 1I;

[0012] FIG. 4B 1s a tabular view of waveform parameters
for Case II:

[0013] FIG. 4C 1s a tabular view of signal correlations for
Case lI;

[0014] FIG. 5A 1s a graphical view of a pulse spectrum for
Case 11I;

[0015] FIG. 5B 1s a tabular view of wavelform parameters
Case 11I;

[0016] FIG. 5C 1s a tabular view of signal correlations for
Case l1I;

[0017] FIG. 6 1s a graphical view of output signal-inter-

terence ratio (SIR) comparison for Case I;

[0018] FIG. 7 1s a graphical view of phase angle error to
signal-to-noise ratio (SNR) for Case I;

[0019] FIG. 8 1s a graphical detail view of angle error to
SNR for Case I;

[0020] FIG. 9 1s a graphical view of output SIR for Case
11;
[0021] FIG. 10 1s graphical detail view of angle error to

SNR for Case II;

[0022] FIG. 11 1s graphical view of output SIR for Case
III; and
[0023] FIG. 12 15 a graphical detail view of angle error to

SNR for Case III.

DETAILED DESCRIPTION

[0024] In the following detailed description of exemplary
embodiments of the invention, reference 1s made to the
accompanying drawings that form a part hereof, and 1n
which 1s shown by way of illustration specific exemplary
embodiments i which the imvention may be practiced.
These embodiments are described in suflicient detail to
enable those skilled 1n the art to practice the invention. Other
embodiments may be utilized, and logical, mechanical, and
other changes may be made without departing from the spirit
or scope ol the present invention. The following detailed
description 1s, therefore, not to be taken 1n a limiting sense,
and the scope of the present invention 1s defined only by the
appended claims.

[0025] In accordance with a presently preferred embodi-
ment of the present invention, the components, process
steps, and/or data structures may be implemented using
various types ol operating systems, computing platforms,
computer programs, and/or general purpose machines. In
addition, artisans of ordinary skill will readily recognize that
devices of a less general purpose nature, such as hardwired
devices, may also be used without departing from the scope
and spirit of the inventive concepts disclosed herewith.
General purpose machines include devices that execute
istruction code. A hardwired device may constitute an
application specific imtegrated circuit (ASIC), a field pro-
grammable gate array (FPGA), digital signal processor
(DSP) or other related component.

[0026] The disclosure generally employs quantity units
with the following abbreviations: length 1n meters (m), mass
in grams (g), time 1n seconds (s), angles 1n degrees (°) or
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radians, force 1n newtons (N), temperature 1n kelvins (K),
energy 1n joules (J), signal strength in decibels (dB) and
frequencies 1n gigahertz (GHz). Supplemental measures can
be derived from these, such as density in grams-per-cubic-
centimeters (g/cm”), moment of inertia in gram-square-
centimeters (kg-m*) and the like.

[0027] Section 1: Multiple Input Multiple Output (MIMO)
Radar 1s an approach to radar design that gives the radar
designer additional degrees of freedom to achieve a number
of design goals. This 1s accomplished by dividing the
fransmit antenna into multiple antennas. Each of these
antennas transmits a distinct orthogonal signal. Additionally,
there are multiple receive antennas, each receiving all the
orthogonal transmitted signals. In each receive channel
(behind each receive antenna) the multiple transmitted sig-
nals are separated by matched filtering for each transmitted
signal.

[0028] A review of MIMO Radar 1s available from M. S.
Davis, G. A. Showman, A. D. Lanterman, “Coherent MIMO
Radar: The Phased Array and Orthogonal Waveforms”,
IEEE Aerospace and Electronic Systems Magazine, August
2014, pp. 76-91. This disclosure addresses the problem of
imperfect orthogonality of the signal set and 1ts impact on
deriving information about the target. Signal processing
developed here provides a mitigation strategy by directly
taking into account the cross talk.

[0029] It 1s impossible to design signals that have com-
plete orthogonality. Therefore, there will be cross-talk gen-
erated 1n the matched filter processing that 1s an inherent part
of MIMO. The cross-talk can be viewed as interference. The
approach taken in this disclosure 1s to form whitening
matched filters that include the cross-talk as a source of
interference. These filters are optimal under the assumption
that the target amplitude and phase are known. Of course,
the target amplitude and phase are the parameters to be
measured, and hence are unknown.

[0030] However, because the problem of cross-talk will be

more pronounced at high signal-to-noise ratios (SNR) the
target phase and amplitude can be estimated and applied to
these filters. This disclosure explains this as a viable
approach to improving radar performance. Additionally, one
of the approaches that radar designers use to increase

orthogonality of waveforms 1s to spread them out 1n fre-

quency, thus reducing signal cross-talk. Unfortunately, this
frequency spreading increases spectrum occupancy. By
applying the exemplary process developed herein, perfor-

mance can be achieved with reduced spectrum occupancy.

[0031] Section 2—Overview: FIG. 1 shows a schematic
view 100 of MIMO Radar system 110 with plural transmit
antennas 120 and plural receive antennas 130. Each transmit
antenna 120 emits an independent signal that project within
an arc region called a clutter resolution cell 140 to detect and
identify a target 150. Radar reflections from the target 150
are received by the receive antennas 130 for exemplary
analysis. There are counted as Q transmuit antennas 120 and
R receive antennas 130.

[0032] View 100 quantifies the system 110 as having Q
transmitting antennas 120 each transmitting a distinct signal
associated with R receive antennas 130 that each receive the
reflected signals from each transmit antenna 120. The trans-
mi1t signals are separated 1n subsequent processing for each
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receive antenna 130 by matched filtering. J. C. Bancroft
provides an “Introduction to matched filters”, CREWES
Research Report 14 (2002, at https://www.crewes.org/Docu-
ments/ResearchReports/2002/2002-46.pdf). This produces
QXR signals that can be processed (see Davis) to achieve
beamforming or spatial measurement functions.

[0033] The goal of the exemplary signal processing devel-
oped herein 1s to improve the performance of the matched
filter. Each transmit antenna 120 1lluminates the target 150.
Similarly, each receive antenna 130 receives the backscatter
from the 1lluminated target 150. Note that the width of the
resolution cell 140 1s determined by the beamwidth of the
individual antenna’s beamwidth (not the full array
beamwidth). The range depth of the resolution cell 140 1s

determined by the range resolution of the waveform (i.e.,
bandwidth).

[0034] The signal model for receive antenna r and a
particular transmit antenna q' due to the target 150 1s:

" (=a,b,0s7 (1-1,), (D

where s?(t) is the baseband signal transmitted by the ¢
antenna, t _1s the range induced time delay of the target 150,
o 1s the complex amplitude of the target 130, b_. 1s the phase
shift corresponding to the target angle relative to transmit
antenna (', a, 1s the phase shift corresponding to the target
angle relative to receive antenna r.

[0035] In vector notation, this signal model produces
model vector:

v =a,b 057, (2)

where 0, 1s a vector is size (P+2(N—1))x1 with all zeros
except the k™ element being one (indicating target location),
and S? is the convolution matrix for the (' signal calculated
as:

0 ... 0 (7)) (3)
@ _| 0 () 0
(s7) 0 0

Note that s? is the vector of baseband samples of s?(t) of
length N, and the superscript t indicates transpose. The size
of the convolution matrix S? is (P+N—1)x(P4+2(N-1)),
where P 1s the number of uneclipsed samples 1n the received
interval.

[0036] The target model 1n eqn. (2) 1s adequate for sta-
tionary targets or targets whose Doppler can be 1gnored. In
most cases the target Doppler must be accounted for. Target
Doppler manifests itself mn the receive data as a phase
change from sample to sample. The approach to account for
Doppler used herein follows T. L. Foreman, “Adapting the

CLEAN Deconvolver and CLEAN Detector to Doppler
Uncertainty,” IEEE Radar Conference, 2007, eqn. (5), thus
the target model 1s expressed as follows:

v 7=a,b, as 7 (m)d,, (4

where m 1s the pulse number that becomes relevant in the §
2.
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[0037] Further, the convolution matrix 1s written as:

B ! 4 . 4 . -
) 0 s ol efmh T amN-D ] ()
Sd (m) — . "
_ Siff ng e/ S{i: e/ N1 0
where s? are the elements of s, and
dn(R(mI; + nI;) — R(mI;)) (6)

plm, 1) = T :

where R(t) is the target’s range as a function of time, A is the
carrier wavelength, T, 1s the sample time, and T, 1s the time
between transmission of radar pulses. Note that m=0, . . .
M—1, with M being the number of pulses. Thus, for a single
pulse radar m=0.

[0038] Next, the interference signal 1s determined 1n order
to calculate the interference correlation matrix. In this case
the sources of mterference are clutter, the signals from other
transmit antennas, and receiver noise (assumed to be addi-
tive white Gaussian Noise (AWGN)). Under these assump-
tions the interference represented in the receive data to be
input into the g™ filter is:

(7)

q (m) = ZS c? +a, Z b rade(m)ﬁ;C + B,

n=g’

where c? 1s the vector of clutter voltages 1lluminated by the
q™ antenna and n is the AWGN vector. When one invokes
the assumptions that vectors ¢ and n are zero mean and

uncorrelated, the correlation matrix 18 determined as:
(8)

RI JFJ(JFJ) ZZS E fi?q (5{1) T .
g=1 A=1
0, Plel> " 3 by 85miaial (Shm)) + 02
gtq g

where superscript H denotes the Hermitian of that matrix
and I 1s an 1dentity matrix indicating that the receiver noise
1s uncorrelated.

[0039] The clutter 1n egn. (8) will be addressed first. The
correlation of vector ¢ 1s matrix R ., defined as:

-:r% 0 (9)
R. = E{[?[?H} = I

0 O P+2(N—1)

where 6.~ is the variance or power of the clutter at range cell
1. The clutter 1s assumed to be spatially white, meaning that
range cells are uncorrelated. The clutter cross terms (1.e.,
q#A) in eqn. (8) need some consideration. This approach to

MIMO clutter 1s described 1n application Ser. No. 18/071,
774. First the signals transmitted are desired to be orthogo-

nal or uncorrelated thus for gA, gg(g?“)Hx[O]

[0040] Next, the clutter resolution cell 140 will generally
be large 1n the angle (cross range) dimension. Because of
that, the clutter resolution cells 140 consist of many 1ndi-
vidual scatters with different phases. The observations at the
receive antenna 130 are the summation of these scatterers
with random phase between the same scatterer as the clutter
1s 1lluminated by different transmit antennas 120. The net
effect of this produces clutter expectation E as:

E{c?(c™)"}=[0]. (10)

Therefore, the assumption that near zero convolution SYE{c?
(M HEM=[0] is well justified.
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[0041] Based on this reasoning the interference matrix
becomes:

(11)

&
= quﬁc(ﬁq)ﬁ + la]? Z Z by b 8 m)soT (Shm)" + o1,
=1

gtq A+q

Next the signal and 1nterference models will be extended for
the case that the radar transmits multiple coherent pulses to
make 1ts detection decision. The receiver response to the
target 150 1s determined first. Under the slow-moving target
assumption (1.e., no range migration), the target response 1s
identical from pulse-to-pulse except for the phase change
imparted due to the target’s motion from pulse-to-pulse.

[0042] Thus, the receiver response to the target 150 can be
represented as stacked vector:

f uc.S‘f (0o (12)

Y;? — Hrb{?!{}f E "

_um_lﬁi (M — 1)or

where M 1s the number of pulses, u; accounts for the phase
change from pulse-to-pulse and 1s computed as:

R(i1;) (13)
o)

U; = exp( jan

and A is the wavelength and T, is the pulse repetition interval
(PRI).

[0043] The phase change 1s proportional to the range
change as a function of time and 1s generally ascribed to the
Doppler effect. For the case of a nonaccelerating target
(where S, is independent of pulse number), the Kronecker
product & permits eqn. (12) to be written compactly as:

Y7 =u®S,78,, (14)

where u 1s a column vector whose elements are defined 1n
eqn. (13).

[0044] The array size of pulse—to—pulse phase change
column vector u 1s Mx1, where M 1s the number of pulses
(see P. Lancaster and M. Tismenetsky,, The Theory of Matri-

ces, 2e with applications, San Diego: Academic Press, 1983,
§ 12.1, pp. 406-407). Therefore, the size of stacked vector

Y 7 is size M(N+P—1)x1. For the case of fast moving targets
that experience range migration, see T. L. Foreman, “Der1-
vation of Optimum Detector for Range Migrating Targets In
The Presence Of Clutter”, NSWCDD/TR-20/167, Aprl
2020 for a techmque to modify the target model.

[0045] Next, the interference model will be extended to
the case of multiple pulses. The assumption of clutter being

a compound Gaussian process 1s now 1mvoked. This assump-
tion has been verified by E. Conte, A. De Maio, C. Gald,

“Statistical Analysis of Real Clutter at Different Range
Resolutions”, IEEE Transactions on Aevospace and Elec-
tronic Systems 40(3) July 2004, pp. 903-918. The compound
(Gaussian model states that the clutter voltage at any range
cell 1 at time r 1s defined as:

c{D)=0,841), (15)

where G, 1s a random vanable equal to the square root of the
power varlance at range cell 1, and g.(t) 1s a unity variance
complex Gaussian process that accounts for the pulse-to-
pulse variance of the clutter complex amplitude.
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[0046] The time correlation function of the clutter 1s an
expectation function;

R (D)=E{g(t+1)g, (1)}, (16)

which defines the clutter spectral characteristics. The auto-
correlation of a random process and 1ts power spectral
density form a Fourier transform pair. The process G, 1s often
called the texture, and g (t) 1s called the speckle. This model
accounts for the significant changes of clutter amplitude
from range cell to range cell as well as the Doppler spectrum
properties of the clutter. The clutter Doppler spectrum then
1s the Fourier transform of the time-correlation function.
[0047] Assuming the clutter 1s compound (Gaussian and
the clutter variance i1s known, then the resulting clutter
distribution 1s Gaussian. In other words, for a known cell
variance G,~ (through online measurement and estimation or
through clutter modeling), clutter correlation R . 1n eqn. (9)
1s thereby known. This 1 turn means the interference
process as perceived by the radar receiver 1n signal model v,
represents a Gaussian random process whose correlation
matrix 1s determined 1n egn. (16) above.

[0048] Next, the pulse-to-pulse clutter 1s determined.
Using the compound Gaussian model, the time correlation
function 1s designated R (1) defined in eqn. (16). Assuming
that the clutter over the whole range extent 1s the same type
(e.g., sea clutter), then one can reasonably expect that
function R (t) is the same for every range cell. This means
that for every range cell 1, there 1s a random draw of the
random variable G, that determines 1ts variance (power), as
well as a random draw of the stationary random process g(t)
that has zero mean unity variance complex Gaussian corre-
lated 1n time according to function R_(T). Note that the
random and 1ndependent 1nitial phase of the clutter voltage
1s uncorrelated from range cell to range cell as previously
discussed.

[0049] Under these assumptions, one can define c(t) as the
column vector of the clutter amplitudes at slow time t. One
should note that clutter vector c(t) 1s a complex random
process. Now one can write the stacked vector representing
the response of the receiver 130 due to clutter as:

S0y (17)
Yc:i Feri- 1) |

g=1

STt (M - DT

The clutter correlation matrix for the stacked vector Y. 1s
determined as an expectation:

o ([ e 03"

=1 || 3 c((M - DTHT OEHT ...

[0050] This correlation can be rewritten to 1solate convo-

lution matrix S? as:
0 8§ E{c(0)c™ )8

Ry, = )

= 8 E{c(M - DTHT S} ...

S e -DDEH" |

§e( - DT (M - DS |,

8 E{c(0)e™ (M - HT)(EH")
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Each expectation 1n (19) can be represented as:

(20)
B GT) k) SHT =

(TR —0)T) 0

0 U§+2(N—1)R§+2(N_D(U - Kk)1;) |

The result 1n egn. (20) 1s obtained by applying eqn. (9) and
invoking the assumption that the clutter 1s zero mean and
uncorrelated cell-to-cell.

[0051] Under the assumption that the clutter has the same
Doppler spectrum 1n each cell, this can be further sismplified
as 1 egn. (14). In that circumstance, define correlation
element:

P; =R AG—KT)). 21

This enables eqn. (19) to be written as:

(22)
Ry. =
o[ P15 R.EH" o S REY ] o
Z .. — ZM‘: 285 R.(3HT
“H para S REDY o ppnSREDHT ] T
where the clutter time correlation matrix is:

" P11 PLAM (23)

L Par Prrar

Remember that correlation R . 1s diagonal because clutter 1s
uncorrelated from range cell to range cell.

[0052] Next the correlation matrix for the cross-talk will
be determined. The contribution of cross-talk to the received
signal for pulse m 1s:

yer(m) = a,a ) bySy(m)o,,. (24)

g+q’

(18)

(19)

3 Efe(M - )T (M - TS
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Stacking the vectors produces the full vector Y - of all the
pulses as:

U Z bqgi (00, (25)
g+q’

Yor = :
Hpr 1 Z bqggf(M — 1)1‘5,”

g+q’

[0053] The correlation matrix for the cross-talk term 1s
determined as:

¥

Bo.o Boar-1 (26)
Rycr = YCTYCHTZI i ‘:

Bar—-1.0 @

(?) indicates text missing or illegible when filed

where

; "N b b3 TN 27
Bk :Hjﬂ,ac|ﬂr|2|il’|2 >‘i >qub&5§(j)§;c5§(5ﬁ(k)) _ (27)

gtq A+q’

Finally, the noise part of the interference Y ,, for the multiple
pulse 1s AWGN. Hence, the AWGN correlation matrix 1s:

Ry=E{Y\Y\ V40,71, (28)

where [ 1s now the M(N+P—1)xM(N+P—1) i1dentity matrix.

[0054] Noting, as previously stated, that the clutter and
receiver noise are uncorrelated the interference matrix will
be the sum of the individual interference matrices. There-
fore, the correlation matrix for the interference process can
be written as:

+0, 21 (29)

Yor

R;q ':R FCQL'_R

where R, 1s defined in eqn. (22) and R
(26) above.

[0055] Based on the signal and iterference models devel-
oped previously 1 § 2, 1t 1s possible to develop optimum
detectors for MIMO radar 110 that include the clutter and
signal cross-talk. Of course, this optimality 1s based on the
knowledge of the clutter parameters and signal parameters.
These parameters will likely not be known and will have to
be estimated. The effect of estimating the clutter parameters
1s discussed 1n application Ser. No. 18/071,774. Estimating
the signal parameters 1s described below.

~_1s defined 1n eqn.
T

[0056] The approach to deriving the optimum detector 1s
taken from application Ser. No. 18/071,774 and T. L. Fore-
man, “Optimal Processing of Multiple-Pulse Radar Signals
in Clutter,” NSWCDD/TR-00/112, August 2000. When the
clutter parameters are known, then the interference process
1s Gaussian. Therefore, a whitening matched filter will
produce the highest signal to interference ratio of any filter.
Further, a detector based on this whitening matched filter
will have the highest probability of detection for a given
probability of false alarm. This then 1s a Neyman-Pearson
detector. For the single pulse case this detector for the g
transmitted signal 1s:
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Hy (30)

where interference correlation R 7 is defined in eqn. (11) and
N 1s determined by the desired probability of false alarm.
Similarly, the optimum detector for the multiple pulse case
1s determined as:

. H 31
oS (0)6, L }1 G
. ]
! (R*’) ¥ <
Lz S (M = 1)6, Hy

[0057] Section 3: The matched filter 1s the standard pro-
cessor for MIMO Radar (see Davis). The matched filter 1s
the optimum detector when the interference source 1s addi-
tive white Gaussian noise (AWGN). Therefore, the perfor-
mance comparisons of the signal processing proposed 1n this
disclosure are made against the matched filter. In the nota-
tion used for this development, the matched filter for the
single pulse, for the q' signal 1s written as:

H (32)
H A \H |~
‘5& ( i ) y‘ < i,

Hy

where 1M 1s determined by the desired probability of false
alarm.

[0058] In the notation used herein, the matched filter for
multiple pulses, for the ' signal 1s written as:

¥ | H (33)
>

Y .
< i

_HM—lgj (M —1)o; | Hy

Hﬂgg (0)o;

where 1M 1s determined by the desired probability of false
alarm.

[0059] The relations to be used 1n the performance analy-
sis will be derived. The first performance metric 1s the
signal-to-interference ratio (SIR). To calculate the SIR, one
begins with the filter equations to apply the signal and
interference models to calculate the detector output. Apply-
ing the signal model of eqn. (4) to the detector of eqn. (30)
produces the output z of the filter due to the target on the r'”
receive antenna for signal q' as:

Lp= ﬂrbq'aakH(qur)H(qu ')— 1 S.-:fq rﬁk' (34)

The power of the target response from the filter 1s:

1217 =1al*18, (5 YR 2 '8 78,17, (35)

: 2 2
noting that la,I“=lb_["=1.
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[0060] Next the interference output of the single pulse 1s
determined. Applying the filter to y,, the interference part of
the 1nput produces:

=8, (S, ORI 'y, (36)

The expected value of the interference power coming out of
the filter 1s:

Ellz1*} = 67 (57" (R‘}’)_IE{ yiv RS 375, (37)

The SIR 1s the ratio of the signal power to the expected

interference power. Using eqns. (35) and (37), single pulse
SIR 1s calculated as:

(38)
SIR =

|Za!‘|2 N - 4 ' log
= la?67 (I H (R ) 5 5,
Bl TS ) S

[0061] Next the SIR for the multiple pulse case 1s deter-

mined. The output z, due to the target 150 from the ('
transmit antenna 120 in the r'” receive antenna 130 is:

1H (39)

H{]Sﬁ: (0o, H{]Sg (D)o,

ry—1
(R?) arbq;w

1Sy (M = 1)5; L up—1 Sy (M = 1)6;

The power output of the multiple pulse optimum detector
from the target 150 1s:

1 (40)

o Sj (0)53 Ho Sj (0)6;

~1
2 2 g’
|z, = |¢¢] (R; )

hHM—lgj (M — 1)522 hHM—lgj (M — 1)(5‘;.;d

[0062] The output z, of the optimum detector for the
multiple pulse detector due to mterference 1s:

o 1 41
oS (0)6, @D

ry—1
Z] = : (R?) Y;.

g1 S (M = 1)6,

The expected value of target power exiting the filter for the
multiple pulse detector 1s:

14

H[;.Sg (0)o; |

Hﬂgj (0)d;

Elz?) = (RY) E{vyi)(RY)

Lup 1 S (M- 106,

H{]Sﬁ (0)(’5} H{]Sﬂ (0)(5‘;

1
3
)
Ty
e —
LN

g1 S (M = 1)6; upy 185 (M = 1)6, .

Ly 1 S (M - 16,
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Therefore, the SIR for the multiple pulse case 1s:

(43)

SIR =

Hﬂgi (0)53

] ry—1
= |of? ; (Rj;? )

tpr-1 8y (M = 1)6,

[0063] SIR for Matched Filter Detectors: The output z, of
the matched filter due to the target 150 in the r'” receive
antenna 120 from the q' transmit antenna 110 1s:

thﬁ kH( S' di}' f) Hﬂrb g f(IS di}* fﬁ e (44)
The power output due to the target 150 then 1s:
1z 1% =1al?18,7(8 ,2)H7S 28, 1°. (45)

The output z, exiting the filter for the matched filter detector
due to mterference 1s:

ZF‘S;.:H(Sf r)HYP (46)

The expected value of the target power exiting from the
matched filter detector 1s

Eflzf} = 67 3))" (R?!)_IE{ vy RS 6 47)

e =1
= 67 S ) (RY ) S5 o

Therefore the single-pulse matched filter SIR 1s determined
as:

|{1’|2‘§§(S'§ )HSvg! é‘k Z (48)

oF (55 )T RY 55 6

[0064] Next the SIR for matched filter with multiple

pulses will be determined. The output z, of the matched filter
multiple pulse detector due to the target 150 1s:

(49)

H{)Sﬁ (0)(5‘; H()Sg (O)KS‘;

Zy = ayby &

upr—18s M =16 | Lupa S5 M - 16,

(42)
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From eqn. (49), the voltage-squared output of the matched
filter for the multiple pulse case 1s:

17 (50)

H{]gg (0)[’5‘3 H.[]Sg (0) [’5‘;

2 2
|z:|” = |l

HM_lgj (M — 1)(5‘;_ _HM_lgg (M — 1)(5}_

[0065] The output z, of the matched filter for multiple
pulses due to interference 1s:

ws 6 | o

g1 S (M = 1)6,

The expected value of the target power exiting of the
matched filter multiple pulse detector 1s:

17 (52)

1o S (O)6, oS (OV6,

E{lzs|*} = E{Y; Y;']

upr 18 (M = 1)6,

upr 18 (M = 1)6,
-H - -

HUSE (O)ﬁ; Hggg (0)(5}

Rj

|y S (M- 1)5, tpr_185 (M —1)6;

This enables the SIR for the multiple pulse matched filter to
be determined as:

(53)

oSy (0)6; oSy (0)6;

EAR o Lupe1 85 =06, | Ly S5 - D6,
SIR = 5 — |{1’| 4 G5 ?
E{|Z;| } H{)Sﬂ (0)o; ! H{]Sﬂ (0)o;
: R? :
up S (M - 16, 1 Sy (M = 1)6;

[0066] SIR for Mismatched Detectors: The SIR for mis-

matched detectors will be calculated. Mismatched detectors
are based on the optimum detectors using estimates of the
target and clutter parameters. Because these detectors lack
perfect knowledge of the clutter and signals, they would be
expected to have reduced performance. The performance
equations derived herein enable the comparisons of practical
detectors against the optimum and matched filter detectors.

[0067] For the mismatched detector, R,,7 is the design
interference correlation matrix that has been estimated, and
R,.? is the actual interference correlation matrix. The
output z, due the target 150 of the mismatched detector 1s
given by:

z=a,b q'aﬁkH(qu YR, pTV'SAE, (54)
This provides the power output of the mismatched detector

due to the target as:

1z1%=1al 18, (S YR, 5,718 78,17 (55)
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The response of the mismatched detector due to interference
1S:

ZFB,&:H( qu (R D’ )" ly - (56)

The expected value of the target power exiting the mis-
matched filter 1s:

R R AN AR
i

!

= o (53 (R) RE(RD) 5% o

[0068] From egns. (33) and (57), the SIR for the single
pulse mismatched detector 1s determined as:

g rav—1 2
P TG (RE) ST 6 (58
SIR = 7 ] ’ 1, -

The SIR for the multiple pulse mismatched detector 1s:

(59)

o Sg! (U‘) L’S‘; Ho Sj (0) (5‘;

(#5)

_HM—lgi (M — 1)(5‘; hHM—lgg (M — 1)(5}

_ A2
SIR = || =

1y 1Sy (M = 1S,

o S i (O) (5‘3

1 A |

(Rlp) RY(RS)

g1 85 (M - 1)6,

In summary, the SIR for single pulse matched, multiple
pulse matched, single pulse mismatched and multiple pulse
mismatched can be expressed as respective eqns. (48), (33),

(38) and (39).

[0069] Section 4—Parameter Estimation: To apply the
optimum detectors previously developed requires knowl-
edge of the target amplitude and phase. In this section
parameter estimation will be addressed. The most straight
forward method to gain estimates of parameters required for
the optimum detector involves using standard matched filter
processing to estimate o and b?. Once this 1s accomplished,

these estimates can be applied to eqns. (11) or (29) to be used
in the eqns. (30) or (31).

[0070] To 1llustrate this, consider the example of a single
transmitter 120 and single pulse. The estimator for the ¢’
receiver channel would be:

’ (S‘f )Hy (60)

where s? is the vector of the baseband signal q' that was
transmitted, and vy is the received vector in the r” receiver.
This 1s a simplified representation of the matched filter.
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[0071] Next, one can show that eqn. (60) 1s an unbiased
estimator of a and b?. According to the signal and interfer-
ence model (and 1gnoring clutter) one has:

' ng' (S‘g'f)’L’T(m?:»‘fi"r s7 ) (61)

Al .
@' h = (qu, )ng; ,

where n 1s the vector of AWGN. Taking the expectation, one
obtains:

o g\ At (62)
E{fﬁ B‘?}:w’ (s7) S, +E{((S ) H,}=ﬂf’b‘?!=

(s7)" s s7 )" s

noting that AGWN vector n 1s zero mean.

[0072] Unfortunately, in the MIMO context where there
are multiple simultaneous signals, the matched filter esti-
mates of o and b? are contaminated by the other transmit

signals. This can be shown by including them 1n the signal
and interference models. Including the other signals 1n eqn.
(61) produces:

Z (Sq")Ha,bq (63)
' ng’ (:«‘:“5"")H(mf:»‘i"Jr s+ ) —

¢’ h = +
(s7 )" s

’

(5‘?! )HS{?;

[0073] Taking the expectation of eqn. (63) provides the
mean output of the matched filter estimator of:

Z (Sq" )Hﬁ,bq (64)

, f?! HH !
El6T B | = o + E (S ) + KA
) =y {(ﬂ’)%’} s

where the last term biases the estimates o and b? . Therefore,
the signal cross-talk limits the accuracy of the matched filter
estimator. The estimates for of a and b? can be applied to the
optimum detectors enabling an improved detection and
measurement of the signal returns. Performance results will
be presented subsequently.

[0074] The objective 1s to improve the signal parameter
estimation. Because the optimum detector produces a higher
SIR eqgn. (59) than the matched filter eqn. (33), one expects
to obtain an 1mproved estimate of the signal parameters
using that detector. This can be accomplished by using the
matched filter estimate of eqn. (60) to estimate interference
correlation R, for each transmit signal and form the opti-
mum filter for each transmit signal.

[0075] Applying the optimum detector formed this man-
ner provides the estimate of the target amplitude and phase:

! e 65
SIS RY (02)

A.I'A{_jf
a7 b

where R 7 represents the estimate of the interference matrix
for the g transmit signal. One can subsequently explain
that this updated estimate does indeed produce an improved
estimate over the matched filter based estimator. The
updated parameter estimates gained from applying eqn. (65)
are applied to the next estimate of interference correlation

gl‘
R
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[0076] Section 5—Mitigation of Signal Cross-Talk: In § 4,
the techniques to estimate amplitude and phase of the
transmit signals was provided. The matched filter was also
shown to provide an unbiased estimate when there 1s only
one signal. Unfortunately, in the MIMO context, the
matched filter produces a biased estimate, because the other
transmit signals contributes to the estimated amplitude and
phase.

[0077] The optimum detector produces the highest signal
to interference ratio of all filters. Therefore, one can expect
that estimates of amplitude and phase would be much
improved at high signal-to-noise ratio (SNR). However, to
form these detectors, one needs to know the amplitude and
phase of the signals, which constitutes the very information
to be estimated.

[0078] One can propose an approach to incorporate the
matched filters and optimum detectors formed with esti-
mated signal parameters to produce greatly improved esti-
mates of amplitude and phase. One can also show the effect
of signal cross-talk and the improvements possible with this
approach. FIG. 2 shows a flowchart view 200 for the
exemplary signal cross-talk mitigation techmique.

[0079] The process begins at start 210 and proceeds to a
first operation 220 to estimate each received signal param-
eter via matched filter. This leads to a first query 230 for the
presence of clutter. If so, then a second operation 240
estimates clutter correlation R, from egn. (19) and for
clutter time correlation matrix MC from eqn. (23) as well,
proceeding to a link node 245. Otherwise, then a third
operation 250 as the alternative 1gnores clutter in an inter-
ference correlation matrix R, before proceeding to the

node 245.

[0080] From this, the process proceeds to a fourth opera-
tion 260 to form optimum detectors with estimated param-
eters for all signals. Parameters represent signal character-
istics, such as output power z,° from the target 150. This
precedes continuing to a fifth operation 270 to estimate each
received signal parameter via optimum detectors. This leads
to a second query 280 for whether estimates are sufficiently
accurate (1.e., within some predetermined tolerance). If yes,
then the process terminates at the end 290. Otherwise 1f no,
the process returns to the node 245.

[0081] Referencing view 200, one begins by forming
matched filters for all the received signals. Use of the
matched filters’ output enables one to estimate the amplitude
and phase of a given signal 1n operation 220 as provided 1n
eqn. (60) for the single pulse case. Next, determine whether
clutter 1s present 1n query 230. If so, one can estimate the
clutter parameters 1n operation 240 to apply to the optimum
detectors (see application Ser. No. 18/071,774). Having the
parameters necessary to form the optimum detectors 1n
operation 260 as shown for the single pulse case 1n eqn. (30),
and the multiple pulse case 1n eqn. (31).

[0082] Using the optimum detector estimate from opera-
tion 260, the signal parameters can be used for the single
pulse case as indicated 1n eqn. (65). Next one can determine
1in query 280 whether the estimates are sufficiently accurate.
If so, one can use the estimates just obtained. If not, form the
optimum detectors with the latest signal parameter estimates
1n operation 260 and estimate signal parameters again. One
iteratively repeats this cycle until the estimates are suffi-
ciently accurate.

[0083] The performance of this technique 1s demonstrated
for the case of four time aligned single pulse signals with no
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clutter present as 1n operation 250. This enables for direct
comparisons of the normal matched filter processing versus
the proposed technique without the cofounding factors of
clutter and Doppler processing. To compare the matched
filter’s performance to the exemplary technique, the output
SIRs will be compared followed by a comparison of the
phase measurement errors.

[0084] To illustrate the effect of signal cross talk three
cases (labeled I, II and III) will be analyzed. Each case
consists of four transmit signals. The four transmit signals
have a bandwidth of 2.5 MHz and have their carrier ire-
quencies spaced by 0 Hz, 1.25 MHz or 5 MHz. The signals
are up chirp, down chirp, up-down chirp and down-up chirp.
Based on the signals’ modulation, they are partially decor-
related or orthogonal. With the different frequency spacing,
the correlation varies.

[0085] FIG. 3A shows a graphical view 300 of a pulse

spectrum plot for Case I as an overlapping spectrum that
includes the four signals with 0 Hz spacing. Frequency 310
(MHz) denotes the abscissa, while amplitude 320 (dB)
presents the ordinate. A legend 330 distinguishes signals S1
as trace 340, S2 as trace 350, S3 as trace 360 and S4 as trace
3'70. Note that traces 340 and 360 are obscured. Both traces
350 and 370 show an amplitude peak near O MHz. FIG. 3B
shows a tabular view 380 as Table I that presents the signal
parameters. The pulse width for each 1s 11.25 us and the
modulation of the chirp signals are sequentially down/up,
up/down, up and down, respectively. FIG. 3C shows a
tabular view 390 as Table II gives the correlation of the
signals with the 0 Hz spacing indicating that the signals are
somewhat decorrelated, with values between -8.4 dB and

-13.4 dB.

[0086] FIG. 4A shows a graphical view 400 of the spec-

trum of Case that has the signals main spectrum response
separated in frequency by either +£1.25 MHz or £2.75 MHz.
Frequency 410 (MHz) denotes the abscissa, while amplitude
420 (dB) presents the ordinate. A legend 430 distinguishes
signals s' as trace 440, s* as trace 450, s” as trace 460 and s*
as trace 470.

[0087] FIG. 4B shows a tabular view 480 as Table III that
presents the signal parameters. The pulse width for each 1s

11.25 us and the modulation of the chirp signals are sequen-
tially down/up at 2.75 MHz, up/down at 1.25 MHz, up at

—-1.25 MHz and down at -2.75 MHz, respectively. FI1G. 4C
shows a tabular view 490 as Table IV gives the correlation
of the signals with the bilaterally symmetric spacing indi-
cating that the signals are somewhat decorrelated, with
values between -11.3 dB and -25.1 dB. Because of the
different modulation and frequency separation the correla-
tion of these signals 1s reduced, as seen 1n tabular view 490.
However, this 1s still some correlation between the signals
that one can show has an eflect on SIR and measurement
accuracy.

[0088] FIG. 5A shows a graphical view 500 of the spec-
trum of Case III that has the signals main spectrum response
with separation of 10 MHz spacing. Frequency 510 (MHz)
denotes the abscissa, while amplitude 520 (dB) presents the
ordinate. A legend 530 distinguishes signals s' as trace 540,
s* as trace 550, s° as trace 560 and s as trace 570. FIG. 5B
shows a tabular view 580 as Table V that presents the signal
parameters. The pulse width for each 1s 11.25 us and the
modulation of the chirp signals are sequentially down/up at
5> MHz, up/down at 10 MHz, up at -5 MHz and down at -10

MHz, respectively.
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[0089] FIG. 5C shows a tabular view 590 as Table VI
gives the correlation of the signals with the bilaterally
symmetric spacing indicating that the signals are somewhat
decorrelated, with values between -24.4 dB and -36.6 dB.
With this maximal separation, the correlation properties are
improved as seen view 590. Even though the correlation 1s
much less, these signals are not pertectly decorrelated and
will experience some cross talk.

[0090] FIG. 6 shows a graphical view 600 of Output SIR
versus mput SNR for fixed phase angles for Case I. Input
signal-to-noise ratio (SNR) 610 denotes the abscissa, while
output SIR 620 provides the ordinate. A legend 630 1denti-
fies the optimum detection 640 and matched filter 650 as
traces as well as optimum detection with expected error 660

as points. The eflect of cross-talk can be quantified by the
SIR 620.

[0091] From view 600, one can observe that the SIR 620
ol the matched filter trace 650 reaches a maximum of about
18 dB. This 1s because as the signals become much larger
than the noise, they begin to interfere with each other and
limit measurement accuracy. The optimum detector 640, on
the other hand, increases SIR 620 as SNR 610 improves.
This shows that the optimum detector 640 can reject the
cross-talk of the other signals. Unfortunately, this 1s theo-
retical performance because the signal parameters must be
known ahead of time to form the detector.

[0092] However, using the exemplary technique, one can
incorporate the matched filter 650 to produce estimated
signal parameters. Even though these parameters are cor-
rupted by signal cross-talk, when they are applied to the
optimum detector 660 they improve the output SIR 620.
This 1s demonstrated 1n graphical view 600 of the optimum
filter 640 using the expected values of signal parameters for
the matched filter 650. Thus, applying imperfect estimates to
the optimum detector improves measurement performance,
mitigating cross-talk.

[0093] To better quantily the potential performance
improvement, a Monte Carlo simulation was run to show the
improvement 1n angle measurement error. Angle accuracy 1s
generally more important than amplitude accuracy in radar
applications. The Monte Carlo simulation varied noise real-

izations and signal phase angles for each trial. To produce
stable statistics, there were four-hundred trials run.

[0094] FIG. 7 shows a graphical view 700 of Phase angle

errors for Case 1 with the root mean squared (RMS) error of
the phase angle measurements for four-hundred trials. Input
SNR 710 (dB) denotes the abscissa, while RMS phase angle
720 (radians) presents the ordinate. A legend 730 1dentifies
matched filter 740, optimum detector with estimate 750,
second pass optimum detection 760 and third pass optimum
detection 770, all shown as points.

[0095] The experiment was repeated for input SNRs -9
dB, 1 dB, 11 dB, 21 dB, and 31 dB. The matched filter
estimate error 740 1s about 0.1 radians as stars for all SNRs,
meaning that cross-talk 1s dominating the error. Further an
RMS error of 0.1 radian or 3.7° 1s large. However, applying
flowchart i view 200 shows that the errors are driven
smaller on each 1teration. First, using the output of the
matched filter 740 to estimate signal parameters and apply-
ing them to the optimum detector 750 as plus-signs reduces
the error significantly. The second pass estimate 760 as
circles uses the signal parameters estimated with the opti-
mum detector, thus refining them. The third pass 770 as
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crosses 1terates the process one more time. The second and
third passes 760 and 770 provide substantially the same
results.

[0096] FIG. 8 shows a graphical view 800 of a rescaled
plot for the phase angle errors for Case 1. Input SNR 810
(dB) denotes the abscissa, while RMS phase angle 820
(radians) presents the ordinate (and identical to angle 720).
A legend 830 identifies for optimum detector with estimate
840 as plus signs, second pass optimum detection 850 as
crosses and third pass optimum detection 860 as stars, all
shown as points (corresponding to detection points 750, 760,
770). The experiment was repeated for input SNRs 810 as -9
dB, 1 dB, 11 dB, 21 dB, and 31 dB. The phase angle errors

are shown eliminating the matched filter results 740.

[0097] This enables the ordinate 820 to be rescaled, better
illustrating the 1mprovements obtained with successive
iterations. Here one can observe that there are improvements
made 1n every iteration. The third 1teration 850 at input SNR
of 31 dB produces an RMS phase error of 0.15 milliradian
error or an improvement of six-hundred-fifty to one over the
matched filter phase error.

[0098] FIG. 9 shows a graphical view 900 of the output
SIR as a function of mput SNR for Case II, also featuring
improvements from the exemplary technique. Input SNR
910 (dB) denotes the abscissa, while output SIR 920 pro-
vides the ordinate. A legend 930 1dentifies optimum detector
940, matched filter 950 as traces as well as optimum
detection with estimate 960 as points. Here the output SIR
920 of the matched filter 950 1s limited to about 23 dB. By
applying the signal parameter estimates from the matched
filter 950 to the optimum detector 940 produces an output
SIR limit of about 44 dB as estimates 960. Both the matched
filter 950 and the optimum detector using estimated param-
cters 960 for Case 11 perform better than Case 1. This 1s due

to the improved correlation properties in view 490 (‘Table
IV) of Case II compared to Case I 1n view 390 (Table II).

[0099] FIG. 10 shows a graphical view 1000 of the RMS
phase errors for Case II. Input SNR 710 (dB) denotes the
abscissa, while RMS phase angle 720 (radians) presents the
ordinate. A legend 1030 idenftifies matched filter 1040,
optimum detector with estimate 1050, second pass optimum
detection 1060 and third pass optimum detection 1070, all
shown as points. As can be observed, the matched filter 1040
produces an RMS of about 0.048 radian (2.8°). This
improvement over Case I 1s due to the less cross-talk of Case
II. The exemplary technique still shows significant improve-
ment for every iteration. For the third pass 1teration 1070, the
RMS error at 31 dB input SNR 1s 46 microradians. This 1s
an improvement of phase error by three orders of magnitude
(about a thousand-to-one) with three iterations.

[0100] The final case to be considered 1s Case III. This
case has the four signals well separated 1n frequency giving
them significantly better correlation properties. FIG. 11
shows a graphical view 1100 of the output SIR versus input
SNR for Case IIlI, also featuring improvements from the
exemplary technique. Input SNR 1110 (dB) denotes the
abscissa, while output SIR 1120 provides the ordinate. A
legend 1130 1dentifies optimum detector 1140, matched filter
1150 as traces as well as optimum detection with estimate
1160 as points. Here for Case 111, the output SIR 1120 of the
matched filter 1150 1s limited to about 45 dB. This 1s due to
the improved correlation properties 1n view 5390 (‘Table VI)

of Case III compared to Case II 1n view 490 (Table IV).
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[0101] FIG. 12 shows a graphical view 1200 of RMS
phase angle errors for Case III. Input SNR 1210 (dB)
denotes the abscissa, while RMS phase angle 1220 (radians)
presents the ordinate. A legend 1230 1dentifies matched filter

1240, optimum detector with estimate 1250, second pass
optimum detection 1260 and third pass optimum detection
1270, all shown as points. For the matched filter 1240 as
stars, the output SIR 1120 1s limited to about 46 dB as trace
1150. The detector points as plus signs 12350, circles 1260
and crosses 1270 substantially superimpose each other.
When the matched filter 1240 1s used to estimate the signal
parameters for the optimum detector 1250, near theoretical

performance 1s achieved as star points 1160.

[0102] The matched filter 1240 based phase estimation
error 1s limited to about 3.5 milliradian (about 0.2°). Apply-
ing the exemplary techmque produces reduced RMS phase
errors for every iteration. However, most of the improve-
ment occurs with the first iteration. The RMS phase angle
error at 31 dB input SNR 1s 41 microradians as crosses 1270.
This provides an improvement of over eighty-five to one. As
expected for Case III, the matched filters 1240 performance
1s much better because there 1s much less cross-talk.

[0103] The exemplary technique here overcomes the lack
of pertect orthogonality (or uncorrelatedness) of wavetorms
for MIMO radar 110. With this approach, one can reduce
cross-talk interference and improve measurement accuracy.
Because radio frequency (RF) spectrum 1s a scare resource,
this approach allows the radar designer to decrease the RF
spectrum requirements vet still achieve desired perfor-
mance.

[0104] Possible radar applications also include MIMO
interferometer as provided by Jeil Holder, Angle-of-Arrival
Estimation Using Radar Interferometry: Methods and Appli-
cations, The Institution of Engineering and Technology,
Edison, N.J., 2014, where, applying this technique will
improve target angle measurement accuracy. In other appli-
cations where MIMO processing 1s used to form beams (see
Davis), increased amplitude and phase accuracy will
improve the beamiforming performance. This will specifi-
cally improve antenna pattern sidelobes, enabling better
rejection for large sidelobe targets.

[0105] In conclusion, this technique will function in any
situation where signals may interfere with each other. All
that 1s required 1s a knowledge of their time offsets, modu-
lation, frequency, amplitude, and phase. In cases where these
parameters are unknown, they can be estimated through the
matched filters. Once they are obtained the signal parameters
can be applied and whitening matched filters who cancel the
cross-talk. These estimates can be improved through suc-
cessive iterations of this exemplary process as in tlowchart

view 200.

[0106] While certain features of the embodiments of the
invention have been illustrated as described herein, many
modifications, substitutions, changes and equivalents will
now occur to those skilled in the art. It 1s, therefore, to be
understood that the appended claims are intended to cover
all such modifications and changes as fall within the true
spirit of the embodiments.
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What 1s claimed 1s:

1. A computer-implemented signal process method for
identifyving a target amid clutter and minmimize cross-talk
from a plurality of receive signals returned therefrom via a
Multiple Input Multiple Output (MIMO) radar system that
emits a plurality of transmit signals into a resolution cell that
contains said target and said clutter, said method compris-
ng:

employing a match filter to estimate a target set of

parameters from each receive signal of the plurality of
receive signals;

determining 1interference correlation R ;

estimating clutter correlation R as an estimated correla-
tion; E

forming an optimum detector with said estimated corre-

lation for said each receive signal among the plurality
ol recerve signals;
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employing said optimum detector to estimate said target
set of parameters from said each receive signal as an
estimated target parameter;

returning to said forming operation in response to said
estimated target parameter exceeding an established
tolerance; and

applying said estimated target parameter to the plurality
of receive signals for submission to the MIMO radar
system.

2. The method according to claim 1, wherein said set of

parameters 1s output power.

3. The method according to claim 1, further including

estimating clutter time correlation M for a plurality of
pulses among the plurality of transmit signals.

4. The method according to claim 1, wherein said esti-

mating clutter operation includes a convolution matrix S7.

% o *H % ex
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