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(57) ABSTRACT

An ensemble of autoencoder models can be tramned using
different seeds. The trained ensemble of autoencoder models
can be run on new time series data to generate a prediction
associated with the new time series data. The new time series
data can include multiple dimensions per time step. Recon-
struction errors can be determined for the prediction. Dimen-
sions having highest reconstruction errors can be selected
among the multiple dimensions based on a threshold. The
prediction can be segmented based on bursts of the recon-
struction errors over time, where temporal segments can be
obtained. At least one common pattern including a set of
dimensions among the selected dimensions across the tem-

poral segments can be obtained to represent a failure fin-
gerprint.
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LOCALIZING FAULIS IN MULTI-VARIATE
TIME SERIES DATA

STAITEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

[0001] This invention was made with Government support

under W911NF-16-3-0001 awarded by the Army Research
Oflice (ARO). The Government has certain rights to this
invention.

BACKGROUND

[0002] The present application relates generally to com-
puters and computer applications, and more particularly to
machine learning, prediction models, and anomaly detec-
tion.

[0003] Spatiotemporal patterns indicating 1nteresting
events or anomalies often occur 1n a variety ol domains such
as 1n large scale distributed systems, tratlic modeling, manu-
facturing systems, and/or others. These patterns i1 captured
properly may be used to detect and resolve any existing
problems as well as prevent potential problems. Current
techniques to capture such patterns make use of techniques
such as cross correlation among the entities mnvolved. Cross
correlation 1s a quadratic time operation (in the number of
entities present), which can be ineflicient, for example, when
dealing with a large number of entities.

BRIEF SUMMARY

[0004] The summary of the disclosure 1s given to aid
understanding of a computer system and method of captur-
ing spatiotemporal patterns in multi-variate timeseries data,
and not with an 1ntent to limit the disclosure or the invention.
It should be understood that various aspects and features of
the disclosure may advantageously be used separately in
some 1nstances, or 1 combination with other aspects and
teatures of the disclosure in other instances. Accordingly,
variations and modifications may be made to the computer
system and/or their method of operation to achieve different
cllects.

[0005] A computer-implemented method, 1n an aspect, can
include training an ensemble of autoencoder models using
different seeds. The method can also include running the
trained ensemble of autoencoder models on new time series
data to generate a prediction associated with the new time
series data, the new time series data including multiple
dimensions per time step. The method can also include
determining reconstruction errors for the prediction. The
method can also include selecting dimensions having high-
est reconstruction errors among the multiple dimensions
based on a threshold. The method can also include segment-
ing the prediction based on bursts of the reconstruction
errors over time, where temporal segments are obtained. The
method can also include 1dentifying at least one common
pattern including a set of dimensions among the selected
dimensions across the temporal segments.

[0006] A computer-implemented method, 1n an aspect, can
include training an ensemble of autoencoder models using
different seeds. The method can also include running the
trained ensemble of autoencoder models on new time series
data to generate a prediction associated with the new time
series data, the new time series data including multiple
dimensions per time step. The method can also include
determining reconstruction errors for the prediction. The

Jun. 8, 2023

method can also include selecting dimensions having high-
est reconstruction errors among the multiple dimensions
based on a threshold. The method can also include segment-
ing the prediction based on bursts of the reconstruction
errors over time, where temporal segments are obtained. The
method can also include i1dentifying at least one common
pattern including a set of dimensions among the selected
dimensions across the temporal segments. At least one
common pattern identified can represent a failure finger-
print. The method can also include automatically restarting
a router based on the identified failure fingerprint.

[0007] A computer-implemented method, 1n an aspect, can
include training an ensemble of autoencoder models using
different seeds. The method can also include running the
trained ensemble of autoencoder models on new time series
data to generate a prediction associated with the new time
series data, the new time series data including multiple
dimensions per time step. The method can also include
determining reconstruction errors for the prediction. The
method can also include selecting dimensions having high-
est reconstruction errors among the multiple dimensions
based on a threshold. The method can also include segment-
ing the prediction based on bursts of the reconstruction
errors over time, where temporal segments are obtained. The
method can also include i1dentifying at least one common
pattern including a set of dimensions among the selected
dimensions across the temporal segments. At least one
common pattern i1dentified can represent a failure finger-
print. The method can also include automatically adjusting
heap space of a virtual machine based on the identified
failure fingerprint.

[0008] A system in an aspect can include a processor. The
system can also include a memory device coupled with the
processor. The processor can be configured to train an
ensemble of autoencoder models using different seeds. The
processor can also be configured to run the trained ensemble
ol autoencoder models on new time series data to generate
a prediction associated with the new time series data. The
new time series data can include multiple dimensions per
time step. The processor can also be configured to determine
reconstruction errors for the prediction. The processor can
also be configured to select dimensions having highest
reconstruction errors among the multiple dimensions based
on a threshold. The processor can also be configured to
segment the prediction based on bursts of the reconstruction
errors over time, where temporal segments are obtained. The
processor can also be configured to identify at least one
common pattern mcluding a set of dimensions among the
selected dimensions across the temporal segments.

[0009] A computer readable storage medium storing a
program ol 1nstructions executable by a machine to perform
one or more methods described herein also may be provided.
[0010] Further features as well as the structure and opera-
tion of various embodiments are described in detail below
with reference to the accompanying drawings. In the draw-
ings, like reference numbers 1ndicate 1dentical or function-
ally similar elements.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1 1s a flow diagram illustrating a method of
discovering spatiotemporal patterns in multivariate time-
series data 1n an embodiment.

[0012] FIG. 2 1s a diagram 1illustrating an example auto-
encoder 1n an embodiment.
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[0013] FIG. 3 1s a diagram illustrating another autoen-
coder 1n an embodiment.

[0014] FIG. 4 1s a diagram 1illustrating a system or method
flow 1n an embodiment.

[0015] FIG. 5§ 1s a diagram showing components of a
system 1n one embodiment that can i1dentify multivanate
spatiotemporal patterns.

[0016] FIG. 6 1llustrates a schematic of an example com-
puter or processing system that may implement a system in
one embodiment.

[0017] FIG. 7 illustrates a cloud computing environment
in one embodiment.

[0018] FIG. 8 illustrates a set of functional abstraction
layers provided by cloud computing environment in one
embodiment of the present disclosure.

DETAILED DESCRIPTION

[0019] In one or more embodiments, a system and/or
method of ensemble autoencoders can be provided. In one or
more embodiment, the ensemble of autoencoders can cap-
ture multiple equivalent networks for root cause analysis and
fallure fingerprinting. In one or more embodiments, the
system and/or method can localize faults in multi-vanate
timeseries data, e.g., using unsupervised techniques by cap-
turing spatiotemporal patterns 1n multi-vanate timeseries.
The system and/or method can train autoencoder models
over the data of interest and capture interesting patterns by
examining the reconstruction loss or error from the models.
For example, an ensemble of autoencoder models can be
trained with different seeds, where the autoencoder models
capture spatial correlation. The system and/or method can,
using the trained models make predictions on the new data
of interest, and compute the reconstruction errors between
the predictions and the ground truth data. The system and/or
method can obtain the top-k highest reconstruction error
dimensions, €.g., perform a burst based segmentation on the
timeseries to obtain temporal segments that have a high
reconstruction error (e.g., top k, where k 1s a configurable
figure), and perform frequent itemset discovery on the
temporal segments, treating each burst segment as an 1tem-
set. For example, using techniques such as Frequent Pattern
(FP)-Growth, the frequent patterns can be obtained and
considered as the distinguishing spatiotemporal patterns.
[0020] In an embodiment, one or more unsupervised tech-
niques can be provided to capture spatiotemporal patterns in
multi-variate timeseries data. In an embodiment, the tech-
niques work by training autoencoder models over the data of
interest and capturing interesting patterns

[0021] by examining the reconstruction loss or error from
the models. The techniques disclosed herein can allow for
climinating the highly expensive cross correlation step in the
online or offline detection stage (e.g., O(N?)), making it
more eflicient and feasible for computer implementation and
usage 1n real world applications. For instance, computer’s
computation power needed to perform anomaly detection
can be reduced.

[0022] FIG. 1 1s a flow diagram 1llustrating a method of
discovering spatiotemporal patterns in multivariate time-
series data in an embodiment. The method can be 1mple-
mented and/or run on one or more computer processors, for
example, including one or more hardware processors. One
or more hardware processors, for example, may include
components such as programmable logic devices, microcon-
trollers, memory devices, and/or other hardware compo-
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nents, which may be configured to perform respective tasks
described 1n the present disclosure. Coupled memory
devices may be configured to selectively store instructions
executable by one or more hardware processors.

[0023] A processor may be a central processing unit
(CPU), a graphics processing unit (GPU), a field program-
mable gate array (FPGA), an application specific integrated
circuit (ASIC), another suitable processing component or
device, or one or more combinations thereof. The processor
may be coupled with a memory device. The memory device
may 1nclude random access memory (RAM), read-only
memory (ROM) or another memory device, and may store
data and/or processor instructions for implementing various
functionalities associated with the methods and/or systems
described herein. The processor may execute computer
instructions stored in the memory or received from another
computer device or medium.

[0024] At 102, an ensemble of autoencoder models can be
trained, e.g., using different seeds. The autoencoder models
can capture spatial correlation. For example, an autoencoder
in the ensemble 1s trained using a set of seeds that 1s different
from one that 1s used in training another autoencoder in the
ensemble. Training multiple models with different seeds can
help capture multiple equivalent network instantiations.
Such multiple equivalent network instantiations can be used
to perform a root cause diagnosis. In an embodiment, the
autoencoder models have the same architecture, but trained
with different seeds or different initial weights. In an
embodiment, different seeds can be selected randomly, e.g.,
using a random number generator. In another embodiment,
different seeds can be configured by a user such as a subject
matter expert.

[0025] Brietly, an autoencoder 1s a form of artificial neural
network. An autoencoder provides a form of unsupervised
learning, where the autoencoder can learn encodings of
unlabeled data. The encodings can be wvalidated and
improved by trying to regenerate the mput from the encod-
ing. An autoencoder can have an encoder part that maps the
input into an encoding, and a decoder part that maps the
encoding to a reconstruction of the input. The encoder part
learns to reduce the input dimensions and compress the input
data mto an encoded representation. The decoder learns to
reconstruct the input data from the encoded representation,
for example, to be as close to the mput data (original mput
data). An encoder also can 1nclude a hidden layer (a bottle-
neck layer) that stores or includes the compressed represen-
tation of the iput data. A reconstruction error or loss
measures how well the decoder 1s performing 1n reconstruct-
ing the input data, for example, how close the output is to the
original iput data. Autoencoder architecture can include,
but not limited to, a feed forward network, a long term short
term memory (LSTM), Convolutional Neural Network, and
or others.

[0026] In an embodiment, metrics gathered from an opera-
tional system can be used as training data to train the
ensemble of autoencoders. The training data can include one
observation per time step (standard interpolation techniques
can be used to ensure that observations are available at each
time step). Each observation can include a 1xn (1 by n)
vector of metrics. In an embodiment, the autoencoders are
trained only on normal data (e.g., non-anomalous data). In
an aspect, not needing to rely on having anomalous data as
part of the training data can provide an advantage 1n machine
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learning. In an embodiment, 1n fingerprinting, anomalous
data can used. This dataset can be relatively much smaller 1n
s1ze to the normal data.

[0027] At 104, once the models have been traimned, the
models can be run for predictions on the new data of interest.
The new data of interest includes times series data. For
example, using new time series data of interest as input data,
the models can be run. For instance, the trained ensemble of
autoencoder models can be run on new time series data to
generate a prediction associated with the new time series
data, where the new time series data includes multiple
dimensions per time step. In an embodiment, the new data
of interest can 1include anomalous data. The models produce
output data or predictions, e.g., each model generates an
output reconstruction of the new time series data. By way of
example, the new time series data can include, but not
limited to, sensor data observed in manufacturing equip-
ment. By way of another example, the new time series data
can 1nclude, but not limited to, performance data associated
with computer components such as memory, processor,
network device, and/or another.

[0028] At 106, the reconstruction error can be computed
for the predictions (e.g., reconstructions) performed at 104.
For example, reconstruction loss or error can be determined
or computed associated with the generated reconstruction
during the running of the models. The autoencoder is
self-supervised, performs unsupervised Ilearning. For
example, an auto-encoder learns an identity function 1(x)=x
by encoding (compressing) X and decoding 1t back to an
approximate reconstruction of X. For instance, “ground
truth” can be the data itself (e.g., no external labels). The
autoencoder attempts to minimize |[f(x)-x||, which 1s the
reconstruction error. Upon training, a good autoencoder will
have low reconstruction error. If the testing data y has
similar characteristics as the training data then ||[{(Y)-y|| will
have similar reconstruction error (1.e., low error) as the
training. Upon encountering anomalies |[f(y)-y|| will be
relatively larger, indicating an anomaly.

[0029] In an embodiment, the top-k highest reconstruction
error dimensions can be obtained. For example, dimensions
having highest reconstruction errors among the multiple
dimensions can be selected based on a threshold. For
example, this can result in a timeseries of the form, <ts,
reconstruction_error, top_k dims>, where “ts” represents
timestamp or time, “reconstruction_error’” 1s an error value,
and “top_k dims” 1s top k dimensions having reconstruction
error, €.g., highest reconstruction error. In an embodiment, k
can be a percentage value, e.g., k % of reconstruction error.
“k” can be preset or preconfigured, and/or configurable, for
example, by a subject matter expert. For example, 1f there
are n dimensions, the reconstruction error r can be r,+ . . .
+r, , where 1, 1s the reconstruction error 1n dimension 1. In an
embodiment, a processor may sort r, in descending order
(high error to low error) and include the top-m dimensions
1,, . .., 1, such that r1,+ . . . +r,_>=k*r. For example, the
processor can pick dimensions such that 90% (k=0.9) error
1s covered.

[0030] At 108, a burst-based segmentation on the time-
series output generated at 106 can be performed to obtain
temporal segments that have a high reconstruction error. For
example, the prediction or output reconstruction of the new
time series data can be segmented based on bursts of the
reconstruction errors over time.
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[0031] At 110, frequent itemset discovery on the temporal
segments can be performed, where each burst segment 1s
treated as an itemset. For instance, a technique such as
Frequent Pattern (FP)-Growth algorithm can be used to
discover one or more frequent itemsets. Other one or more
techniques can be used. In an embodiment, the frequent
patterns obtained can be considered as the distinguishing
spatiotemporal patterns. Such spatiotemporal patterns can
identily or fingerprint anomalies or failures. For example, at
least one common pattern including a set of dimensions
among the selected dimensions across the temporal seg-
ments can be i1dentified, where the identified at least one
common pattern represents a failure fingerprint. In an
embodiment, a root cause analysis can be provided based on
the failure fingerprint.

[0032] In an aspect, once fingerprint failure 1s 1dentified,
an action can be taken, for example, automatically such as
restarting a router or another machine or equipment, for
example, to {ix the failure. Another example application of
fixing the identified failure fingerprint can be increasing the
heap space of a JAVA virtual machine. For example, once
the kind or type of failure i1s identified, an automatic action
related to the failure can be taken.

[0033] The system and/or method can 1dentily spatiotem-
poral patterns in multivariate time series. Multivaniate time
series or multivariate time series data can have the following
form: Data: <ts, m,, m,, ..., m >". “ts” represent time, e.g.,
timestamp, N 1s the number of dimensions, m,, m,, ..., m,
represent variables in different dimensions, e.g., N dimen-
s1ons. For example, at each time step or timestamp, there can
be multiple different variables of different dimensions. By
way ol example, 1f the data 1s related to computer system
performance data, one variable (e.g., m; can represent
memory usage, m, can represent central processing unit
(CPU) usage, m, can represent the number of applications
currently running on the computer system, and so on). Time
series can pertain to any type of data such as sensor data
from equipment, manufacturing systems or plants, computer
performance data, marketing data such as sales data, and/or
others. In an aspect, there can be many time series data, e.g.,
a collection of hundreds or thousands of time series dimen-
sions or variables, which can be detected or received
together per timestamp, for example, which can be used to
predict those time series in the future. In addition, such time
series can be used to identily a fingerprint of a failure or
anomaly 1n a subset of input time series. For instance,
considering that there may be 100 times series per time-
stamp, a system and/or method i an embodiment can
identily or fingerprint time series dimensions, which can be
indicative of possible impending problem. Fingerprinting,
¢.g., includes discovering patterns from multivanate time
series, time series having multiple vanables 1 multiple
dimensions. In an aspect, the system and/or method may
allow for reducing the amount of monitoring and scaling up
operations to millions of metrics (multivariate data) by
identifying a succinct fingerprint.

[0034] In an aspect, time series data can be metric time
series and/or categorical time series. For example, time
series data can be represented with timestamp and n mea-
surements, which are observations at one time step (or
timestamp). There can be N such observations at each time
step, and hence n measurements. These measurements can
be metrics and/or categories, representing two different

types of measurements. For instance, the metrics type can
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include continuous numbers, €.g., having a notion of X 1s less
than vy, v 1s less than z. The categornies type includes data
such as apple, orange, banana, e.g., those that do not have
direct numeric relationship such as less than or greater than
relationship between them (e.g., unless they are converted to
some metrics data). There can also be conformal and non-
conforming data. Conformal data refers to a well-behaved
data, where there are no anomalies. Non-conformal data can
be data that includes some anomaly, portions of anomalies,
for example, there can be a 5 minute window 1n a one hour
data set, which 1s anomalous. The system and/or method 1n
an embodiment can capture patterns in time series data and
use them to detect or indicate an impending anomaly. In an
embodiment, the system and/or method can reduce the
computation, for example, which may apply cross correla-
tions (e.g., O(N?)) in the number of data points both online
and offline, which tend to be more expensive. For example,
spatiotemporal patterns may be captured without incurring
O(N?) online step, in comparisons in the input. Such meth-
odology can reduce computer processor or processing power
needed for anomaly detection, pattern detection, providing,
savings 1n computer resources.
[0035] Referring to the example time series, <ts, m,, m.,
., m>", m, can have multiple values at different
timestamps. Consider that one 1s interested 1n predicting m,
for the future. Consider that m, also has values over a series
of time steps. Performing all pair comparison between them
(m, and m,) in order to learn the pattern can become too
expensive 1n terms of computer resources. In one or more
embodiments, the system and/or method use autoencoders,
a form of neural network to capture spatial patterns. FIG. 2
1s a diagram illustrating an example autoencoder in an
embodiment. By way of example, and for simplicity of
explanation, the figure shows a time series which has two
dimensions X and Y. Consider by way of example also that
X and Y have a relationship such as Y=2X+¢, where e~N(0,
o) as ground truth. Epsilon (g) represents a noise factor. For
example, epsilon can be generated from a Gaussian distri-
bution with a mean of zero and variance of Sigma squared

(0%).

[0036] The autoencoder can train a bottleneck layer (H),
also referred to as hidden layer, 204. The bottleneck layer
(H) 204 1n an embodiment has fewer nodes than the input
layer 202. For instance, 1 there are 10 time series dimen-
sions 1n the mput layer, H can have less than 10 nodes (e.g.,
5 or 4 or another smaller than 10). The autoencoder can have
two components, encoder part 208 and a decoder part 210.
An encoder part 208 encodes the mput 202 to the bottleneck
layer 204, for example, performs an operation which may
compress the mput 202. A decoder part 210 reconstructs the
original input from the compressed form i the bottleneck
layer H 204, ¢.g., generates reconstructed X (X prime) and
the reconstructed Y (Y prime) from the hidden layer H 204.
In this simple example, 1 Y were indeed equal to 2X (2
times X, times or multiplication operator 1s also denoted as
“** here), the hidden layer H 204 learns that H 204 1s equal
to 1.0*X+0*y, 1.0 and O being the parameters or weights
learned by H 204. In this example case, H 204 1s equal to X
212. The decoder 210 reconstructs X, say X prime 216, as
1.0*H. In this example, X prime 216 computes to H since
H=1.0*X and X prime 216 1s 1.0*H. In this example case
also, X prime 216 1s being reconstructed with zero error,
whereas Y prime 218 1s reconstructed as 2*H, which 2*X.
Briefly, using this example, H 204 can be computed as the
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inputs multiplied by their weights and summed together. For
example, 1.0*X+0*Y. In this example, H 1s equal to X. The
weilghts of the autoencoder are trained. Continuing with the
example, X prime 216 1s 1.0*H, and since H1s 1*X, X prime
216 1s equal to X 212. On the other hand, Y prime 218 1is
2*H, which 1s 2*(1*X) and therefore 2*X. Y 214, however,
has an error, which 1s Epsilon. In this example, the decoder
reconstructed Y prime 218 as 2*X, when real Y 214 could
be 2*X plus some Epsilon. Hence, there 1s an error in the
reconstruction.

[0037] Consider that this 1s the normal correlation pattern
between X and Y, but during an anomaly 1t 1s observed that
Y shifts to Y=4*X. If the same network (autoencoder) 1s
used, Y prime will be reconstructed as 2*X, but in real
observation, Y 1s 4*X. In this case, there 1s a high recon-
struction error for Y. In an embodiment, N squared cross
relation computations need not be done since the weights are
trained by the network. In an embodiment, the relationship
can be non-linear, e¢.g., a non-linear function. With the

autoencoder network, non-linear relationships can be cap-
tured.

[0038] In an aspect, a fingerprint failure may not be the
same as a root cause. For instance, in the case where Y shifts,
X 212 may not have analytical reconstruction since X prime
216 would always equal to X, whereas Y prime 218 which
1s equal to 2*X would have high reconstruction error. In this
example case, this autoencoder so trained may detect errors
only in Y prime 218 and not in X prime 216.

[0039] In an aspect, there can be another autoencoder,
which has the same structure, architecture or topology,
which can learn different weights on same give input data,
for example, 1f trained with different seeds (or different
initial weights). FIG. 3 1s a diagram illustrating another
autoencoder in an embodiment. In this figure, the hidden
layer H 304 1s equivalent to or equal Y 312, instead of being
equal to X (as 1n the autoencoder in shown FIG. 2); X prime
316 1s reconstructed as H 312 multiplied by 0.5, and Y prime
318 1s equal to H 304. Under the same kind of abnormality
discussed above (e.g., normal correlation (spatial pattern)
where Y=2*X+¢; and on observing an abnormal correlation,
where Y=4*X+¢), 1n this autoencoder, X prime 316 would
have high reconstruction error but Y prime 318 would not
have high reconstruction error. Based on the results of the
two autoencoders, although the networks can fingerprint
failure modality, root cause may not be conclusively attrib-
uted to only X or only Y.

[0040] Inan aspect, the two networks are logically equiva-
lent because on the normal correlation pattern, both net-
works perform identically. On normal correlation pattern or
normal data, the error would be the same for both networks,
which have different set of weights. On abnormal or anoma-
lous data, however, the networks would produce difierent
reconstruction errors, €.g., the first network would recon-
struct Y prime with high reconstruction error but no X prime
reconstruction error, the second network would reconstruct
X prime with high reconstruction error and low X prime
reconstruction error.

[0041] In an embodiment, the system and/or method may
provide multiple equivalent networks, ¢.g., an ensemble of
autoencoders to 1dentily the root cause. FIG. 4 1s a diagram
illustrating a system or method flow 1n an embodiment. Time
series data 402 can be 1nput to trained ensemble of autoen-
coders 404. The autoencoders 404 make predictions on the
dimensions of the time series data. At 406, reconstruction
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errors can be computed for each of the predicted dimensions.
In an embodiment, top k dimensions can be identified, which
have reconstruction errors. For example, out of all dimen-
sions having reconstruction errors, top k dimensions or
dimensions that have top k percentage of reconstruction
error can be 1dentified.

[0042] At 408, a burst based segmentation can be per-
formed over time. For example, time segments or regions
can be segmented according to where reconstruction errors
appear, €.g., time regions of anomaly where reconstruction
error 1s high. For example, reconstruction error data in time
series can be segmented based on bursts of high reconstruc-
tion error.

[0043] At 410, within each burst, a failure modality can be
identified or fingerprinted, e.g., by observing which dimen-
sions are the ones that are experiencing high reconstruction
error, thus fingerprinting the failure. Once the failure is
fingerprinted then an automatic action can be triggered when
that fingerprint 1s observed.

[0044] In an embodiment, each burst can be treated using,
for example, a market basket analysis, for example, using a
classical Frequent Pattern (FP)-growth algorithm.
FP-growth algorithm learns association rules between dii-
ferent items. For example, one burst segmentation may have
time series data A, B and C with reconstruction error,
another segment may have time series data D, E, F with
reconstruction error. There can be multiple such baskets or
multiple bursts, and each bursts can have a subset of time
series data with reconstruction error. Frequent 1temsets that
are occurring across all the bursts can be i1dentified. The
frequent 1temsets, e.g., data sets or variables, can be con-
sidered a failure fingerprint.

[0045] As another example, consider burst 1 has (m1, m5
and m10), burst 2 has (m1, m35, M20), burst 3 has (m2, m3,
m4), and burst 4 has (m2, m5, m4) times series data with
reconstruction errors (e.g., high reconstruction errors as
determined based on a threshold). Each burst can be treated
as a market basket and frequent itemsets across multiple
bursts can be i1dentified. In this example, itemset (m1, m5)
can be 1dentified as a frequent itemset, for example, because
that set occurred 1n 2 out of 4 bursts. Itemset (m2, m4) can
also be 1dentified as a frequent itemset because that 1temset
also occurred 1n 2 out of 4 bursts. In this example, no other
patterns occurred as frequently as those 2 itemsets. For
instance, each burst 1s a market basket, and using FP-growth
algorithm, common patterns can be identified, for example,
itemsets (ml1, mS5) and (m2, m4). Itemset (m1, m5) can be
identified as failure fingerprint 1 and itemset (m2, m4) can
be 1dentified as failure fingerprint 2. These are the 1dentified
fingerprints and once 1dentified, an automatic action can be
taken.

[0046] In an embodiment, the autoencoders 404 that are
trained all have the same structures but initialized with
different random seeds, such that one autoencoder on the
same data may learn on set of weights while another
autoencoder may learn a different set of weights. For
example, the autoencoders may have the same size input
layers, the same size hidden layers and the same size output
layers. In an embodiment, a idden layer of an autoencoder
has smaller number of nodes than the nodes of its input layer.

[0047] In an embodiment, with ensemble of autoencoders,
multiple dimensions 1n time series, €.g., top-k dimensions,
can be obtained, which have reconstruction error. Finger-
print modality shows a collection of dimensions that have
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co-occurring reconstruction errors, €.g., a burst of recon-
struction errors co-occurring in time, or window or period of
time. A burst 1s segmented by time, a segmentation based on
time. Burst can be of diflerent lengths, unequal length. A
segment has one burst of reconstruction error, e.g., high
reconstruction error. Within a burst, there are dimensions
with high reconstruction error. For example, in the above
example, 4 segments or 4 bursts are i1dentified and across
these bursts, two common patterns (referred to as failure
fingerprint) are 1dentified.

[0048] Considering that there can be N dimensions, a burst
segmentation can have from 1 to N number of dimensions.
Top k number of dimensions can be selected. In an embodi-
ment, a percentage of reconstruction error can be selected
such as 90%, 95%, of the total reconstruction. In an embodi-
ment, 1 each burst, the dimensions that cover k percentage
ol total reconstruction error can be identified, for example,
where k can be configured, for example, by a subject matter
expert.

[0049] FIG. 5 1s a diagram showing components of a
system 1n one embodiment that can identily multivariate
spatiotemporal patterns. One or more hardware processors
502 such as a central processing unit (CPU), a graphic
process unit (GPU), and/or a Field Programmable Gate
Array (FPGA), an application specific integrated circuit
(ASIC), and/or another processor, may be coupled with a
memory device 504, and build and/or train an ensemble of
autoencoders, €.g., neural networks. A memory device 504
may 1nclude random access memory (RAM), read-only
memory (ROM) or another memory device, and may store
data and/or processor instructions for implementing various
functionalities associated with the methods and/or systems
described herein. One or more processors 502 may execute
computer instructions stored in memory 304 or received
from another computer device or medium. A memory device
504 may, for example, store instructions and/or data for
functioning of one or more hardware processors 502, and
may include an operating system and other program of
instructions and/or data. One or more hardware processors
502 may train based on ground truth data, an ensemble of
autoencoder models using different seeds. One or more
hardware processors 502 may run the trained ensemble of
autoencoder models on new time series data to generate a
prediction associated with the new time series data. The new
time series data can include multiple dimensions per time
step. For 1nstance, the new times series data 1s multivariate
time series data. One or more hardware processors 302 may
determine reconstruction errors between the prediction and
the ground truth data. One or more hardware processors 502
may select dimensions having highest reconstruction errors
among the multiple dimensions based on a threshold. One or
more hardware processors 502 may segment the prediction
based on bursts of the reconstruction errors over time, where
temporal segments can be obtained. One or more hardware
processors 302 may 1dentily at least one common pattern
including a set of dimensions among the selected dimen-
sions across the temporal segments. At least one common
pattern can represent a failure fingerprint. Input data may be
stored 1 a storage device 506 or received via a network
interface 508 from a remote device, and may be temporarily
loaded 1nto a memory device 504 for building and/or run-
ning the autoencoders. The learned or trained ensemble of
autoencoders may be stored on a memory device 504, for
example, for running by one or more hardware processors
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502. One or more hardware processors 502 may be coupled
with interface devices such as a network interface 508 for
communicating with remote systems, for example, via a
network, and an 1nput/output interface 510 for communi-
cating with input and/or output devices such as a keyboard,
mouse, display, and/or others.

[0050] FIG. 6 illustrates a schematic of an example com-
puter or processing system that may implement a system in
one embodiment. The computer system 1s only one example
of a suwtable processing system and i1s not intended to
suggest any limitation as to the scope of use or functionality
of embodiments of the methodology described herein. The
processing system shown may be operational with numerous
other general purpose or special purpose computing system
environments or configurations. Examples of well-known
computing systems, environments, and/or configurations
that may be suitable for use with the processing system
shown 1n FIG. 6 may include, but are not limited to, personal
computer systems, server computer systems, thin clients,
thick clients, handheld or laptop devices, multiprocessor
systems, microprocessor-based systems, set top boxes, pro-
grammable consumer electronics, network PCs, minicom-
puter systems, mainirame computer systems, and distributed
cloud computing environments that include any of the above
systems or devices, and the like.

[0051] The computer system may be described in the
general context of computer system executable instructions,
such as program modules, being run by a computer system.
Generally, program modules may include routines, pro-
grams, objects, components, logic, data structures, and so on
that perform particular tasks or implement partlcular abstract
data types. The computer system may be practiced in
distributed cloud computing environments where tasks are
performed by remote processing devices that are linked
through a communications network. In a distributed cloud
computing environment, program modules may be located
in both local and remote computer system storage media
including memory storage devices.

[0052] The components of computer system may include,
but are not limited to, one or more processors or processing,
units 12, a system memory 16, and a bus 14 that couples
various system components including system memory 16 to
processor 12. The processor 12 may include a module 30
that performs the methods described herein. The module 30
may be programmed into the integrated circuits of the
processor 12, or loaded from memory 16, storage device 18,
or network 24 or combinations thereof.

[0053] Bus 14 may represent one or more of any of several
types of bus structures, including a memory bus or memory
controller, a peripheral bus, an accelerated graphics port, and
a processor or local bus using any of a variety of bus
architectures. By way of example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (IMCA) bus, Enhanced ISA
(EISA) bus, Video FElectronics Standards Association

(VESA) local bus, and Peripheral Component Interconnects
(PCI) bus.

[0054] Computer system may include a variety of com-
puter system readable media. Such media may be any
available media that i1s accessible by computer system, and
it may include both volatile and non-volatile media, remov-
able and non-removable media.

[0055] System memory 16 can include computer system
readable media 1n the form of volatile memory, such as
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random access memory (RAM) and/or cache memory or
others. Computer system may further include other remov-
able/non-removable, volatile/non-volatile computer system
storage media. By way of example only, storage system 18
can be provided for reading from and writing to a non-
removable, non-volatile magnetic media (e.g., a “hard
drive”). Although not shown, a magnetic disk drive for
reading from and writing to a removable, non-volatile mag-
netic disk (e.g., a “tloppy disk™), and an optical disk drive for
reading from or writing to a removable, non-volatile optical
disk such as a CD-ROM, DVD-ROM or other optical media
can be provided. In such instances, each can be connected to
bus 14 by one or more data media interfaces.

[0056] Computer system may also communicate with one
or more external devices 26 such as a keyboard, a pointing
device, a display 28, etc.; one or more devices that enable a
user to interact with computer system; and/or any devices
(e.g., network card, modem, etc.) that enable computer
system to communicate with one or more other computing
devices. Such communication can occur via Input/Output
(I/0) 1nterfaces 20.

[0057] Stll yet, computer system can communicate with
one or more networks 24 such as a local area network
(LAN), a general wide area network (WAN), and/or a public
network (e.g., the Internet) via network adapter 22. As
depicted, network adapter 22 communicates with the other
components ol computer system via bus 14. It should be
understood that although not shown, other hardware and/or
software components could be used in conjunction with
computer system. Examples include, but are not limited to:
microcode, device drnivers, redundant processing units,
external disk drive arrays, RAID systems, tape drives, and
data archival storage systems, etc.

[0058] It 1s understood in advance that although this
disclosure may include a description on cloud computing,
implementation of the teachings recited herein are not
limited to a cloud computing environment. Rather, embodi-
ments of the present invention are capable of being 1imple-
mented 1n conjunction with any other type of computing
environment now known or later developed. Cloud comput-
ing 1s a model of service delivery for enabling convenient,
on-demand network access to a shared pool of configurable
computing resources (e.g. networks, network bandwidth,
servers, processing, memory, storage, applications, virtual
machines, and services) that can be rapidly provisioned and
released with minimal management effort or interaction with
a provider of the service. This cloud model may 1nclude at
least five characteristics, at least three service models, and at
least four deployment models.

[0059] Characteristics are as follows:

[0060] On-demand self-service: a cloud consumer can
unilaterally provision computing capabilities, such as server
time and network storage, as needed automatically without
requiring human interaction with the service’s provider.

[0061] Broad network access: capabilities are available
over a network and accessed through standard mechanisms
that promote use by heterogencous thin or thick client
platforms (e.g., mobile phones, laptops, and PDAs).

[0062] Resource pooling: the provider’s computing
resources are pooled to serve multiple consumers using a
multi-tenant model, with different physical and wvirtual
resources dynamically assigned and reassigned according to
demand. There 1s a sense of location independence 1n that

the consumer generally has no control or knowledge over
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the exact location of the provided resources but may be able
to specily location at a higher level of abstraction (e.g.,
country, state, or datacenter).

[0063] Rapid elasticity: capabilities can be rapidly and
clastically provisioned, in some cases automatically, to
quickly scale out and rapidly released to quickly scale 1n. To
the consumer, the capabilities available for provisioning
often appear to be unlimited and can be purchased in any
quantity at any time.

[0064] Measured service: cloud systems automatically
control and optimize resource use by leveraging a metering
capability at some level of abstraction appropriate to the
type of service (e.g., storage, processing, bandwidth, and
active user accounts). Resource usage can be monitored,
controlled, and reported providing transparency for both the
provider and consumer of the utilized service.

[0065] Service Models are as follows:

[0066] Software as a Service (SaaS): the capability pro-
vided to the consumer 1s to use the provider’s applications
running on a cloud infrastructure. The applications are
accessible from various client devices through a thin client
interface such as a web browser (e.g., web-based e-mail).
The consumer does not manage or control the underlying
cloud infrastructure including network, servers, operating
systems, storage, or even mdividual application capabilities,
with the possible exception of limited user-specific applica-
tion configuration settings.

[0067] Platform as a Service (PaaS): the capability pro-
vided to the consumer i1s to deploy onto the cloud infra-
structure consumer-created or acquired applications created
using programming languages and tools supported by the
provider. The consumer does not manage or control the
underlying cloud infrastructure including networks, servers,
operating systems, or storage, but has control over the
deployed applications and possibly application hosting envi-
ronment configurations.

[0068] Infrastructure as a Service (laaS): the capability
provided to the consumer 1s to provision processing, storage,
networks, and other fundamental computing resources
where the consumer i1s able to deploy and run arbitrary
soltware, which can include operating systems and applica-
tions. The consumer does not manage or control the under-
lying cloud infrastructure but has control over operating
systems, storage, deployed applications, and possibly lim-
ited control of select networking components (e.g., host
firewalls).

[0069] Deployment Models are as follows:

[0070] Private cloud: the cloud infrastructure 1s operated
solely for an organmization. It may be managed by the
organization or a third party and may exist on-premises or
ofl-premises.

[0071] Community cloud: the cloud infrastructure 1is
shared by several organizations and supports a specific
community that has shared concerns (e.g., mission, security
requirements, policy, and compliance considerations). It
may be managed by the organizations or a third party and
may exist on-premises or oll-premises.

[0072] Public cloud: the cloud mfrastructure 1s made
available to the general public or a large industry group and
1s owned by an organization selling cloud services.

[0073] Hybnd cloud: the cloud infrastructure 1s a compo-
sition of two or more clouds (private, community, or public)
that remain unique entities but are bound together by stan-
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dardized or proprietary technology that enables data and
application portability (e.g., cloud bursting for load-balanc-
ing between clouds).

[0074] A cloud computing environment 1s service oriented
with a focus on statelessness, low coupling, modulanty, and
semantic interoperability. At the heart of cloud computing 1s
an infrastructure that includes a network of interconnected
nodes.

[0075] Referring now to FIG. 7, illustrative cloud com-
puting environment 30 1s depicted. As shown, cloud com-
puting environment 50 includes one or more cloud comput-
ing nodes 10 with which local computing devices used by
cloud consumers, such as, for example, personal digital
assistant (PDA) or cellular telephone 54A, desktop com-
puter 54B, laptop computer 54C, and/or automobile com-
puter system 54N may communicate. Nodes 10 may com-
municate with one another. They may be grouped (not
shown) physically or virtually, in one or more networks,
such as Private, Community, Public, or Hybrid clouds as
described hereinabove, or a combination thereof. This
allows cloud computing environment 50 to ofler infrastruc-
ture, platforms and/or software as services for which a cloud
consumer does not need to maintain resources on a local
computing device. It 1s understood that the types of com-
puting devices 34A-N shown in FIG. 7 are intended to be
illustrative only and that computing nodes 10 and cloud
computing environment 50 can communicate with any type
of computerized device over any type of network and/or
network addressable connection (e.g., using a web browser).

[0076] Referring now to FIG. 8, a set of functional
abstraction layers provided by cloud computing environ-
ment 30 (FIG. 7) 1s shown. It should be understood in
advance that the components, layers, and functions shown 1n
FIG. 8 are intended to be 1llustrative only and embodiments
of the invention are not limited thereto. As depicted, the
following layers and corresponding functions are provided:

[0077] Hardware and software layer 60 includes hardware
and software components. Examples of hardware compo-
nents include: mainframes 61; RISC (Reduced Instruction
Set Computer) architecture based servers 62; servers 63;
blade servers 64; storage devices 65; and networks and
networking components 66. In some embodiments, software
components include network application server software 67
and database software 68.

[0078] Virtualization layver 70 provides an abstraction
layer from which the following examples of virtual entities
may be provided: virtual servers 71; virtual storage 72;
virtual networks 73, including wvirtual private networks;
virtual applications and operating systems 74; and virtual
clients 75.

[0079] In one example, management layer 80 may provide
the functions described below. Resource provisioning 81
provides dynamic procurement of computing resources and
other resources that are utilized to perform tasks within the
cloud computing environment. Metering and Pricing 82
provide cost tracking as resources are utilized within the
cloud computing environment, and billing or 1nvoicing for
consumption ol these resources. In one example, these
resources may include application soitware licenses. Secu-
rity provides identity vernification for cloud consumers and
tasks, as well as protection for data and other resources. User
portal 83 provides access to the cloud computing environ-
ment for consumers and system administrators. Service level
management 84 provides cloud computing resource alloca-
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tion and management such that required service levels are
met. Service Level Agreement (SLA) planning and fulfill-
ment 85 provide pre-arrangement for, and procurement of,
cloud computing resources for which a future requirement 1s
anticipated 1n accordance with an SLA.

[0080] Workloads layer 90 provides examples of function-
ality for which the cloud computing environment may be
utilized. Examples of workloads and functions which may
be provided from this layer include: mapping and navigation
91; software development and lifecycle management 92;
virtual classroom education delivery 93; data analytics pro-
cessing 94; transaction processing 95; and multivariate time
series processing 96.

[0081] The present invention may be a system, a method,
and/or a computer program product at any possible technical
detail level of mtegration. The computer program product
may include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present
invention.

[0082] The computer readable storage medium can be a
tangible device that can retain and store instructions for use
by an instruction execution device. The computer readable
storage medium may be, for example, but 1s not limited to,
an electronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

[0083] Computer readable program instructions described
herein can be downloaded to respective computing/process-
ing devices from a computer readable storage medium or to
an external computer or external storage device via a net-
work, for example, the Internet, a local area network, a wide
area network and/or a wireless network. The network may
comprise copper transmission cables, optical transmission
fibers, wireless transmission, routers, firewalls, switches,
gateway computers and/or edge servers. A network adapter
card or network interface 1n each computing/processing
device receives computer readable program instructions
from the network and forwards the computer readable
program 1nstructions for storage in a computer readable

storage medium within the respective computing/processing
device.

[0084] Computer readable program instructions for carry-
ing out operations of the present invention may be assembler
istructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
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microcode, firmware instructions, state-setting data, con-
figuration data for integrated circuitry, or either source code
or object code written 1 any combination of one or more
programming languages, including an object oriented pro-
gramming language such as Smalltalk, C++, or the like, and
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
computer readable program instructions may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, 1n order to
perform aspects of the present invention.

[0085] Aspects of the present invention are described
herein with reference to flowchart illustrations and/or block
diagrams ol methods, apparatus (systems), and computer
program products according to embodiments of the mven-
tion. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks 1n the flowchart 1llustrations and/or block diagrams,
can be implemented by computer readable program instruc-
tions.

[0086] These computer readable program instructions may
be provided to a processor of a computer, or other program-
mable data processing apparatus to produce a machine, such
that the 1nstructions, which execute via the processor of the
computer or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or

blocks.

[0087] The computer readable program instructions may
also be loaded onto a computer, other programmable data
processing apparatus, or other device to cause a series of
operational steps to be performed on the computer, other
programmable apparatus or other device to produce a com-
puter implemented process, such that the instructions which
execute on the computer, other programmable apparatus, or
other device implement the functions/acts specified 1n the
flowchart and/or block diagram block or blocks.

[0088] The flowchart and block diagrams in the Figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods, and com-
puter program products according to various embodiments
of the present mvention. In this regard, each block 1n the
flowchart or block diagrams may represent a module, seg-
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ment, or portion of instructions, which comprises one or
more executable mnstructions for implementing the specified
logical function(s). In some alternative implementations, the
functions noted in the blocks may occur out of the order
noted 1n the Figures. For example, two blocks shown in
succession may, in fact, be accomplished as one step, run
concurrently, substantially concurrently, in a partially or
wholly temporally overlapping manner, or the blocks may
sometimes be run in the reverse order, depending upon the
functionality involved. It will also be noted that each block
of the block diagrams and/or flowchart illustration, and
combinations of blocks in the block diagrams and/or flow-
chart illustration, can be implemented by special purpose
hardware-based systems that perform the specified functions
or acts or carry out combinations ol special purpose hard-
ware and computer instructions.

[0089] The terminology used herein 1s for the purpose of
describing particular embodiments only and 1s not intended
to be limiting of the invention. As used herein, the singular
forms “a”, “an” and “the” are intended to include the plural
torms as well, unless the context clearly indicates otherwise.
As used herein, the term “or” 1s an inclusive operator and
can mean “and/or”, unless the context explicitly or clearly
indicates otherwise. It will be further understood that the
terms “comprise”, “comprises”, “comprising’, “include”,
“includes”™, “including”, and/or “having,” when used herein,
can specily the presence of stated features, integers, steps,
operations, elements, and/or components, but do not pre-
clude the presence or addition of one or more other features,
integers, steps, operations, elements, components, and/or
groups thereol. As used herein, the phrase “in an embodi-
ment” does not necessarily refer to the same embodiment,
although i1t may. As used herein, the phrase “in one embodi-
ment” does not necessarily refer to the same embodiment,
although 1t may. As used herein, the phrase “in another
embodiment” does not necessarily refer to a different
embodiment, although 1t may. Further, embodiments and/or
components of embodiments can be freely combined with
cach other unless they are mutually exclusive.

[0090] The corresponding structures, materals, acts, and
equivalents of all means or step plus function elements, 1f
any, in the claims below are intended to include any struc-
ture, material, or act for performing the function 1n combi-
nation with other claimed elements as specifically claimed.
The description of the present invention has been presented
for purposes of illustration and description, but 1s not
intended to be exhaustive or limited to the invention 1n the
form disclosed. Many modifications and vanations will be
apparent to those of ordinary skill in the art without depart-
ing from the scope and spirit of the invention. The embodi-
ment was chosen and described 1n order to best explain the
principles of the invention and the practical application, and
to enable others of ordinary skill 1n the art to understand the
invention for various embodiments with various modifica-
tions as are suited to the particular use contemplated.

What 1s claimed 1s:

1. A computer-implemented method comprising:

training an ensemble of autoencoder models using differ-
ent seeds:

running the trained ensemble of autoencoder models on
new time series data to generate a prediction associated
with the new time series data, the new time series data
including multiple dimensions per time step;

determining reconstruction errors for the prediction;
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selecting dimensions having highest reconstruction errors
among the multiple dimensions based on a threshold;

segmenting the prediction based on bursts of the recon-
struction errors over time, wherein temporal segments
are obtained;

1dentifying at least one common pattern including a set of

dimensions among the selected dimensions across the
temporal segments, said least one common pattern
representing a failure fingerprint.

2. The computer-implemented method of claim 1,
wherein a root cause 1s provided based on the failure
fingerprint.

3. The computer-implemented method of claim 1,
wherein the selecting dimensions having highest reconstruc-
tion errors among the multiple dimensions based on a
threshold, includes selecting dimensions having highest
threshold percentage of reconstruction errors.

4. The computer-implemented method of claim 1,
wherein the autoencoder models have same network archi-
tecture.

5. The computer-implemented method of claim 1, further
including automatically restarting a router based on the
identified failure fingerprint.

6. The computer-implemented method of claim 1, further
including automatically adjusting heap space of a virtual
machine based on the identified failure fingerprint.

7. A system comprising:

a Processor;

a memory device coupled with the processor;

the processor configured to at least:

train an ensemble of autoencoder models using difler-
ent seeds;

run the trained ensemble of autoencoder models on new
time series data to generate a prediction associated
with the new time series data, the new time series
data including multiple dimensions per time step;

determine reconstruction errors for the prediction;

select dimensions having highest reconstruction errors
among the multiple dimensions based on a threshold;

segment the prediction based on bursts of the recon-
struction errors over time, wherein temporal seg-
ments are obtained;

identify at least one common pattern including a set of
dimensions among the selected dimensions across
the temporal segments, said least one common pat-
tern representing a failure fingerprint.

8. The system of claim 7, wherein a root cause 1s provided
based on the failure fingerprint.

9. The system of claim 7, wherein the processor 1s
configured to select dimensions having highest threshold
percentage ol reconstruction errors in selecting dimensions
having highest reconstruction errors among the multiple
dimensions based on a threshold.

10. The system of claim 7, wherein the autoencoder
models have same network architecture.

11. The system of claim 7, wherein the processor 1s further
configured to automatically restart a router based on the
identified failure fingerprint.

12. The system of claim 7, wherein the processor 1s
further configured to automatically adjust heap space of a
virtual machine, based on the identified failure fingerprint.

13. A computer program product comprising a computer
readable storage medium having program instructions
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embodied therewith, the program instructions readable by a
device to cause the device to:

train an ensemble of autoencoder models using different
seeds;

run the trained ensemble of autoencoder models on new
time series data to generate a prediction associated with
the new time series data, the new time series data
including multiple dimensions per time step;

determine reconstruction errors for the prediction;

select dimensions having highest reconstruction errors
among the multiple dimensions based on a threshold;

segment the prediction based on bursts of the reconstruc-
tion errors over time, wherein temporal segments are
obtained:

identify at least one common pattern including a set of
dimensions among the selected dimensions across the
temporal segments, said least one common pattern
representing a failure fingerprint.

14. The computer program product of claim 13, wherein
a root cause 1s provided based on the failure fingerprint.
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15. The computer program product of claim 13, wherein
the device 1s caused to select dimensions having highest
threshold percentage of reconstruction errors 1n selecting
dimensions having highest reconstruction errors among the
multiple dimensions based on a threshold.

16. The computer program product of claim 13, wherein
the autoencoder models have same network architecture.

17. The computer program product of claim 13, wherein
the device 1s further caused to automatically restart a router
based on the identified failure fingerprint.

18. The computer program product of claim 13, wherein
the device 1s further caused to automatically adjust heap
space of a virtual machine, based on the i1dentified failure
fingerprint.

19. The computer program product of claim 13, wherein
the new time series data includes sensor data observed in
manufacturing equipment.

20. The computer program product of claim 13, wherein
the new time series data includes performance data associ-
ated with computer components.
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