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CROWD-SOURCED HARDWARE
CALIBRATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application 1s a continuation of, and claims
priority under 35 U.S.C. § 120 to, U.S. patent application
Ser. No. 14/078,129, filed Nov. 12, 2013, which claims the
priority benefit of U.S. Provisional Patent Application No.
61/725,226, filed Nov. 12, 2012, entitled “Crowd-Sourced
Hardware Calibration” the entire contents of which are fully
incorporated herein by reference.

GOVERNMENT INTEREST

[0002] The United States government may have certain
rights to this 1nvention pursuant to Contract No.
D11PC20013 from DARPA (Defense Advanced Research

Projects Agency).

BACKGROUND

[0003] The proliferation of electronic devices including,
for example, smartphones, laptop and tablet computers, and
the like, with built 1in hardware features, such as sensors and
the like, has resulted 1n the development of a large number
of new applications that are designed to address the needs of
users by taking advantage of these hardware features. For
example, one such hardware feature that has seen much
development 1s an 1mage sensor associated with integrated
cameras. Certain applications are capable of using the image
sensor to complete both 1maging and non-imaging tasks,
including, but not limited to, sensing radiation such as
gamma radiation, and the like. For these applications to
cllectively function, 1t 1s important that the various hardware
teatures be properly calibrated for these purposes. Because
of the large variety of electronic devices and their corre-
sponding hardware features, it has become increasingly
dificult to properly calibrate these devices by direct inves-
tigation of each and every model and model variant.

SUMMARY

[0004] In an embodiment, a method for calibrating an
clectronic device may include obtaining, by a processor, data
from a plurality of reference electronic devices, analyzing,
by a processor, the data and calibrating, by the processor, the
clectronic device based on the analyzed data obtained from
the plurality of reference electronic devices.

[0005] In another embodiment, a system for calibrating an
clectronic device may include a processor and a non-
transitory, processor-readable storage medium 1n communi-
cation with the processor. The non-transitory, processor-
readable storage medium may contain one or more
programming instructions that, when executed, cause the
processor to obtain data from a plurality of reference elec-
tronic devices, analyze the data and calibrate the electronic
device based on the analyzed data obtained from the plu-
rality of reference electronic devices.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] FIG. 1 depicts a tlow diagram of a method of
performing a quality assurance initialization process on an
clectronic device and/or one or more components thereof
according to an embodiment.
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[0007] FIG. 2 depicts a flow diagram of a method for
obtaining calibration measurements by an electronic device
according to an embodiment.

[0008] FIG. 3 depicts a tlow diagram of a method for
obtaining, organizing and using crowd-sourced data for
calibrating hardware according to an embodiment.

[0009] FIG. 4 depicts a perspective view of a first and
second face of a device according to an embodiment.
[0010] FIG. S depicts a perspective view of a third face of
the device 1 FIG. 1 according to an embodiment.

[0011] FIG. 6 depicts a block diagram of illustrative
communications between one or more electronic devices
and one or more computing devices according to an embodi-
ment.

[0012] FIG. 7 depicts a block diagram of illustrative
internal hardware that may be used to contain or implement
program 1nstructions according to an embodiment.

DETAILED DESCRIPTION

[0013] In the following detailed description, reference 1s
made to the accompanying drawings, which form a part
hereof. In the drawings, similar symbols typically identify
similar components, unless context dictates otherwise. The
illustrative embodiments described 1n the detailed descrip-
tion, drawings, and claims are not meant to be limiting.
Other embodiments may be utilized, and other changes may
be made, without departing from the spirit or scope of the
subject matter presented herein. It will be readily understood
that the aspects of the present disclosure, as generally
described herein, and illustrated in the Figures, can be
arranged, substituted, combined, separated, and designed 1n
a wide variety of different configurations, all of which are
explicitly contemplated herein.

[0014] This disclosure 1s not limited to the particular
systems, devices and methods described, as these may vary.
The terminology used 1n the description 1s for the purpose of
describing the particular versions or embodiments only, and
1s not mntended to limit the scope.

[0015] As used in this document, the singular forms “a,”
“an,” and “the” include plural references unless the context
clearly dictates otherwise. Unless defined otherwise, all
technical and scientific terms used herein have the same
meanings as commonly understood by one of ordinary skall
in the art. Nothing in this disclosure is to be construed as an
admission that the embodiments described 1n this disclosure
are not entitled to antedate such disclosure by virtue of prior
invention. As used 1n this document, the term “comprising”
means “including, but not limited to.”

[0016] The following terms shall have, for the purposes of
this application, the respective meanings set forth below.
[0017] An “electronic device” refers to a device, such as,
for example, a mobile device, a computing device, a server
and one or more components thereof that may be 1n need of
one or more calibrations to ensure accurate function. In
some embodiments, the electronic device includes a proces-
sor and a tangible, computer-readable memory. The memory
may contain programming instructions that, when executed
by the processor, cause the device to perform one or more
operations according to the programming instructions.
[0018] A “mobile device” refers to an electronic device
that 1s generally portable 1n size and nature. Accordingly, a
user may transport a mobile device with relative ease.
Examples of mobile devices include, but are not limited to,
pagers, cellular phones, feature phones, smartphones, per-
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sonal digital assistants (PDAs), cameras, tablet computers,
phone-tablet hybrid devices (e.g., “phablets”), laptop com-
puters, netbooks, ultrabooks, global positioning satellite
(GPS) navigation devices, imn-dash automotive components,
media players, watches, security cameras, handheld imaging,
devices and the like.

[0019] A “computing device” 1s an electronic device and/
or a mobile device, such as, for example, a computer or
components thereol. The computing device may generally
contain a memory or other storage device for housing
programming instructions, data or information regarding a
plurality of applications, data or information regarding a
plurality of electronic devices and the like, or combinations
thereol. The programming instructions may be in the form of
an application environment, as described in greater detail
herein, and/or contain one or more modules, such as soft-
ware modules for carrying out tasks as described 1n greater
detail herein. The data may optionally be contained on a
database, which 1s stored 1in the memory or other storage
device. The data may optionally be secured by any method
now known or later developed for securing data. The com-
puting device may further be 1n operable communication
with one or more electronic devices. The communication
between the computing device and each of the one or more
clectronic devices may further be secured by any method
now known or later developed for securing transmissions or
other forms of communication.

[0020] A “server” 1s a computing device or component
thereol that generally provides data storage capabilities for
one or more computing devices. The server can be indepen-
dently operable from other computing devices and may
optionally be configured to store data in a database, a
memory or other storage device. The server may optionally
contain one or more programming instructions, such as
programming 1nstructions in the form of the operating
environment, as described in greater detail herein, and/or
one or more modules, such as software modules for carrying
out processes as described in greater detail herein. The
server may have one or more security features to ensure the
security of data stored within the memory or other storage
device. Examples of security features may include, but are
not limited to, encryption features, authentication features,
password protection features, redundant data features and/or
any other security features now known or later developed.
The server may optionally be in operable communication
with any of the electronic devices and/or computing devices
described herein and may further be secured by any method
now known or later developed for securing transmissions or
other forms of communication.

[0021] A “‘component” can be a component of an elec-
tronic device, a standalone component, an aggregation of
multiple standalone components into a single, multi-com-
ponent device and the like. Examples of components
include, but are not limited to, an 1imager, a non-1maging
photon detecting sensor, a thermal sensor, a pressure sensor,
a magnetic sensor, a radio frequency sensor, a radio fre-
quency transceiver, an accelerometer, a position sensor, a
global positioming system transceiver, a capacitive screen
controller, an electric field sensor and the like, or combina-
tions thereof. In some embodiments, an electronic device
may contain multiple components.

[0022] In instances where the component 1s an 1mager, 1t
may generally contain a pixilated photon detector, such as a
charge coupled device (CCD) imager, a complementary
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metal oxide semiconductor (CMOS) imager, and an imager
containing silicon-germanium, germanium, silicon-on-sap-
phire, indium-gallium-arsenide, cadmium-mercury-telluride
or gallium-arsenide substrates and the like, or combinations
thereof. The 1magers used 1n herein may be stationary or
movable. Security cameras, tratlic cameras, transit cameras,
hand held cameras, mobile law enforcement or tratlic cam-
eras, cell phone cameras, thermal infrared cameras, and any
combination of these cameras may also be used 1n embodi-
ments of the mnvention. In certain embodiments, an 1mager
may be able to rotate about a vertical axis, pan, rotate about
a horizontal axis, tilt manually, tilt automatically or move by
action of one or more motors associated with the imager.

[0023] An “application environment™ 1s an embodiment of
programming 1instructions that direct the various compo-
nents ol each electronic device to execute a plurality of
steps, such as those described 1n more detail in reference to
FIGS. 1, 2 and 3. The application environment, when
contained 1 a mobile device, may be referred to as a
“mobile application environment.” Similarly, the application
environment, when contained 1n a computing device, may be
referred to as a “computing application environment.” The
mobile application environment may be a software applica-
tion or the like, such as a smartphone “app.” The application
environment may generally provide a means for using
components to sense various environmental factors, sending
data, recewving data and calibrating components, as
described in greater detail herein. The application environ-
ment may further generally provide a means for communi-
cating with other electronic devices, whether or not explic-
itly described herein, a means for obtaining data, a means for
compiling data a means for transmitting data, a means for
performing calculations, a means for obtaining calibration
information, a means for providing calibration information
and a means for completing other tasks, as described 1n
greater detail herein.

[0024] A typical calibration may imvolve exposing a com-
ponent to one or more known stimuli, measuring the com-
ponent’s response to the one or more stimuli and computing
in an appropriate manner. The computing may include
computing a conversion between the strength of the com-
ponent’s response and the value that should be displayed in
the appropriate unit for an anticipated response, such as, for
example, a baseline value. While the calibration of an
individual component or a set of individual calibrations of
similar components may be extrapolated to an entire class of
components, the calibration 1s ultimately dependent on
direct access and testing of a particular component. The
present disclosure differs from the typical calibration pro-
cess described above 1n a number of ways. First, the cali-
bration may be completed without any direct, controlled
access to an individual component. Instead, data may be
collected from many examples of the component and
remotely delivered to another location for collation and
analysis. Second, the calibration may be completed by
comparing the various component responses to stimuli. The
stimuli may be environmental, uncontrolled in nature,
known, approximately known and the like. Third, the col-
lected and collated data obtained from various components
may be filtered, sorted, averaged or otherwise statistically
analyzed as an ensemble with the resulting calibration
applying to all similar components, including any compo-
nents that may not have been used for the calibration.
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[0025] FIG. 1 depicts a flow diagram of a method of
performing a quality assurance initialization process on an
clectronic device and/or one or more components thereof
according to an embodiment. In some embodiments, the
quality assurance initialization process may be completed
every time the application environment 1s used for the first
time on the electronic device. In general, the quality assur-
ance 1nitialization process may be completed prior to use of
the application.

[0026] Imitialization may be carried out in an environment
that 1s free or substantially free from type of stimulus to
clectronic device and/or any components of the electronic
device. In some embodiments, for example, the electronic
device to be imitialized may include a component such as an
imager or other device that measures or detects light. Ini-
tialization may be carried out 1n an environment that 1s free
or substantially free from light. In other embodiments, for
example, the component may be a device that measures or
detects sound. Initialization may be carried out in an envi-
ronment that i1s free or substantially free from sound.

[0027] Insome embodiments, the application environment
may direct 103 the user to shield the component and indicate
when the shielding has been completed. The application
environment may further provide the user with a list of
illustrative methods and supplies for properly shielding the
component to obtain a correct reading. For example, 1n some
embodiments, the application environment may direct the
user to cover an 1mager or a microphone portion of the
clectronic device. In some embodiments, the user may have
a masking object to be used for properly shielding the
component. In some embodiments, it may be necessary or
advantageous to place the electronic device or portion of the
clectronic device (such as one or more components) into an
enclosure to obtain proper shielding. The enclosure may
have insulation qualities, such as, for example, a container
that blocks or excludes radio waves, a container that insu-
lates from thermal radiation and the like, or combinations
thereot. In other embodiments, a lens cap, a shutter mecha-
nism and the like, or combinations thereof may be used to
shield the component.

[0028] The application environment may direct 110 the
user to place the electronic device 1 a stimulus-iree area.
The stimulus-free area may generally be in an area that
allows the processes described heremn to be completed
without interference or with substantially minimal interfer-
ence to the electronic device and/or the components. In
embodiments in which the component 1s an 1mager, initial-
ization may be carried out in an environment that 1s sub-
stantially free from radiation. For example, an environment
may be substantially free from radiation 11 1t 1s exposed to a
mimmal amount of normal or everyday levels of ambient,
background radiation. In such embodiments, the application
environment may direct the user to place the electronic
device 1n a radiation-iree area and may provide the user with
a list of 1llustrative environments to assist the user 1n finding
a suitable area.

[0029] Insome embodiments, the application environment
may recerve an input from the user indicating that the
clectronic device and/or the component has been shielded
and/or that the electronic device has been placed in a
stimulus-iree area. The mput 1s not limited by this disclo-
sure, and may include, for example, recerving a button mput,
a keyboard iput, a voiced mput, a movement-based nput,
and the like and combinations thereof. In other embodi-
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ments, the electronic device may automatically determine
that the electronic device and/or the component 1s been
shielded and/or that the electronic device has been placed 1n
a stimulus-iree area.

[0030] Completion of the shielding as described herein,
particularly with respect to the example of an 1imager, may
serve to maximize the application environment’s ability to
detect radiation by maximizing contrast between sensed
areas that contain radiation and sensed areas that do not
contain radiation. Completion of the shielding may further
minimize confusion that may arise from the application
environment’s attempts to disentangle differences between
sensed areas that contain radiation and sensed areas that do
not contain radiation 1n 1mages containing a large number
and/or a complex combination of objects.

[0031] Insome embodiments, the application environment
may obtain 115 information from one or more components
during initialization to determine the characteristics of the
components. For example, information obtained during ini-
tialization may include an imager, a radio antenna, a tem-
perature sensor, an accelerometer, a gyroscope, a proximity
sensor, a barometer, a magnetometer, an operating system,
firmware, and the like and combinations thereof. Further
information may include, for example, a manufacturer of the
clectronic device and/or each component, a manufacture
date, specifications of the electronic device and/or each
component, available settings for the electronic device and/
or each component, control software for the electronic
device and/or each component, maximum and minimum
ranges and the like, or combinations thereof. In other
embodiments, the application environment may be designed
to calibrate the electronic device and/or one or more com-
ponents without first obtaining any information. In other
embodiments, the application environment may operate the
clectronic device and/or one or more components to collect
calibration data in addition to, or instead of, collecting
information about the electronic device and/or the one or
more components. The collection of such component-spe-
cific calibration data may include, but is not limited to,
collection of still images, video i1mages, radio-irequency
amplitudes, radio frequency phases, temperature, barometric
pressure, acoustic data, magnetic field strength, magnetic
field direction, magnetic field variability, pH level, position,
speed, altitude and the like, or combinations thereof.

[0032] The application environment may determine
whether the environment surrounding the electronic device
and/or one or more components 1s suiliciently free from
stimulus 120. For example, the application environment
may scan the component to detect light, audible signals and
the like from the component. In some embodiments, the
clectronic device and/or one or more components may be
suiliciently free from stimulus 1f an average, median, and/or
modal value 1s below a threshold data value. In other
embodiments, the electronic device and/or one or more
components may be suiliciently free from stimulus 1f a
variance, standard deviation, skew, kurtosis and/or higher
data moment 1s below a threshold. In other embodiments,
the electronic device and/or one or more components may be
sufliciently free from stimulus 11 a gradient along one or
more axes 1s below a threshold. In some embodiments, the
clectronic device and/or one or more components may be
sufliciently free from stimulus 1f the application environ-
ment determines that certain data qualities are suflicient.

Sufliciency of data quality may include the degree of com-
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pliance with pattern-matching for specific types of data
distributions, which may include 1sophote size, morphology,
distribution, and the like, or combinations thereof. In some
embodiments, sufliciency of data quality may include spatial
characteristics of a noise spectrum within the data, and/or
temporal characteristics of the noise spectrum within the
data. In other embodiments, sufliciency of data quality may
include spatial characteristics of the noise spectrum among
a range ol data taken contemporaneously or over a period of
time with some sampling and/or temporal characteristics of
the noise spectrum among a range of data taken contempo-
raneously or over a period of time with some sampling. In
some embodiments, the electronic device and/or one or
more components may be sufliciently free from stimulus 1t
a received signal strength (amplitude) 1s below a threshold,
phase variations are within a range, or that a noise spectrum
fits a particular model. In some embodiments, for example,
the noise spectrum may fit a particular model when 1/f noise
with a maximum or minimum value 1s at/below/above a
particular frequency value. In other embodiments, for tem-
perature, pressure, or magnetic calibration data calibration,
quality assurance criteria may be based upon signal strength,
consistency, limits on vanability or some required spectral
constraints of the signal or the noise. It 1s important to note
that even when the data quality requirements are not met, 1t
may be possible to achieve a threshold for usable data by
collecting additional calibration data over some time period
during a contiguous or non-contiguous time span.

[0033] Alternatively, if the electronic device and/or one or
more components 1s not suthiciently free from stimulus, the
application environment may reject 125 the information
from the electronic device and/or the component for use 1n
crowd-sourced calibration processes, as described herein. If
the electronic device and/or one or more components 1s
suliciently free from stimulus, the application environment
may store 130 the information from the electronic device
and/or the one or more components 1 a remote database.
Such calibration data may also be temporarily and/or per-
manently stored on the electronic device and/or the compo-
nent either for archival purposes or for local processing of
the calibration data. Information regarding the electronic
device and/or the component may be assayed from the
results of the quality assurance 1nitialization process, speci-
fications of the electronic device and/or the component,
manufacturing information regarding the electronic device
and/or the component, use of any wireless and/or cellular
networks, user mformation, device identification, compo-
nent identification, comparison with other devices and/or
components to include those that are similar, identical, or
wholly different, and the like, and combinations thereof.

[0034] The application environment may set 135 one or
more thresholds for the device and/or the components that
the device 1s properly set for the crowd-sourced calibration
processes. In some embodiments, the one or more thresholds
may include, for example, specific data values, such as, for
example, counts, temperature, pressure, magnetic flux den-
sity, and the like, or combinations thereof. In other embodi-
ments, the one or more thresholds may include dynamically
selected thresholds, such as, for example, constant values
that are selected at the time the application 1s run, non-
constant or parametric numerical arrays that correspond to
some surface or multi-dimensional manifold calculated dur-
ing application execution and the like, or combinations
thereol. In some embodiments, the dynamically selected
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thresholds may executed at run-time or at a later time via
auxiliary applications run on a data-collection server. The
quality assessment algorithms previously described herein
may also be employed. The application environment may
indicate 140 the information from the electronic device
and/or one or more components as usable for the crowd-
sourced calibration processes and store mformation about
the electronic device and/or the one or more components in
a database or similar means for storing and manipulating
data and lists of data.

[0035] FIG. 2 depicts a tlow diagram of a method for
obtaining calibration measurements for future use in crowd-
sourced data according to an embodiment. While the pro-
cesses described 1 FIG. 2 are generally directed toward an
imager and/or a non-imaging photon detecting sensor, those
skilled 1n the art will recognize that at least a portion of the
processes described herein may be applied to electronic
devices as a whole, as well as individual components, such
as the components discussed herein. Thus, the description
provided herein 1s not limited to 1imagers and/or non-imag-
ing photon detecting sensors. The application environment
may obtain 205 capture information from the electronic
device and/or one or more components. For example, the
application environment may obtain an 1mage from 1mager
by, for example, capturing an image with the imager or
retrieving an 1image stored in memory. In other embodiments
in which an audio device 1s calibrated, an audio recording
may be created or retrieved from memory. In other embodi-
ments 1n which positional information 1s calibrated, posi-
tional coordinates, such as a GPS location may be obtained
from a GPS sensor.

[0036] The mobile application environment may examine
210 1ndividual portions of the capture mnformation, such as,
for example, frames within an 1mage, portions of an audio
recording and the like to identify 215 local maxima and/or
minima. For example, in embodiments in which an imager
1s calibrated to detect radiation, the application environment
may 1dentily local maxima. As each local maximum 1s
identified 215, the application environment may compare
220 the characteristics of the image pixels comprising the
local maximum with any pixels substantially surrounding
cach local maximum. A wide range of suitable maxima-
finding algorithms may be used to compare local maxima
with the surrounding pixels. For example, a non-limiting
way ol comparing may include evaluating the four closest
pixels (4CP) 1n digital image data. If the pixel or image data
point under consideration 1s (X,Y), then the 4CP are: (X+1,
Y), (X, Y+1), (X-1,Y), and (X,Y-1). The local background
value of the 1mager may be taken as the average of the eight
pixels corresponding to (X-2,Y-2), (X,Y-=-2), (X+2,Y-2),
(X-2.Y), (X+2,Y), (X-2.Y+2), (X, Y+2), (X+2,Y+2). Alter-
natively, 1 a known reference object 1s in the field, it may be
set to be the background and the average of the pixels or data
points corresponding to the object set to the background.

[0037] Based on the captured information and/or the com-
parison, the application environment may determine 2235
whether a potential hit exists. For example, 11 the local
maxima that meet or exceed one or more thresholds may be
considered areas that include potential hits for radiation
emission. In embodiments where radiation 1s detected, the
thresholds may include total counts 1n the local maximum,
total counts summed over the local maximum plus surround-
ing pixels, an excess of either of the above-described thresh-
olds with respect to a measure of the average counts 1n pixels
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away from any local maximum, ratios of such total counts
or excesses 1o the average, standard deviation, and/or other
statistical measures of counts 1n areas away Irom a local
maximum. If a potential hit exists, the application environ-
ment may add 230 the potential hit to a list or enter the
potential hit 1n a database and store information regarding,
the potential hit for further review. Once a potential hit has
been added to the potential hit list, the application environ-
ment may determine 235 whether additional portions must
still be examined, and 1f so, may examine 210 the additional
portions. In some embodiments, the application environ-
ment may repeat the process or identily local maxima or
mimma meeting lower or higher thresholds, where such
adjustments to the thresholds may be determined from the
information stored from previously detected potential hits.

[0038] If no more frames remain, the application environ-
ment may assess 240 each potential hit 1n the hit list with one
or more additional quality control (QC) filters. Examples of
additional QC filters may include, but are not limited to,
limits on the number of potential hits detected on a single
frame, limits on the number of potential hits detected on a
single pixel and/or on groups of neighboring pixels, limaits
on the frequency of potential hits detected on a single pixel
and/or on groups ol neighboring pixels, comparison to
thresholds as previously described herein as may have been
adjusted according to the information stored regarding all or
a portion of the potential hits 1n the list or other lists, or a
location on the component.

[0039] The application environment may determine 245,
alter assessing 240 each potential hit, whether each potential
hit 1s an actual hit. A potential hit may be determined to be
an actual hit 1f 1t passes some or all of the additional QC
filters. I the potential hit 1s found to not be an actual hit, the
application environment may discard 250 the potential hit
from a final hit list, and may optionally adapt dynamic
parameters that would update thresholds and/or QC filters. I
the potential hit 1s found to be an actual hit, the application
environment may add 255 the potential hit to the final hit list
and/or enter the actual hit into a database and store the actual
hit. In some embodiments, the application environment may
also add 235 information relating to the hit to the final hit
list. Examples of information relating to the hit for embodi-
ments 1 which imagers are calibrated may include, but are
not limited to, images, coloration of local maxima pixels,
coloration of surrounding pixels, the total number of pixels
examined, the total number of frames, the detection param-
eters associated with the maximum or minimum detection,
additional QC filter results, the number of hits that passed
the additional QC filter, the number of potential hits that did
not pass the additional QC filter, information regarding the
mitialization described in FIG. 1 herein, results obtained
from the inmitialization, information about the electronic
device, information about the components, geolocation
information, information regarding a user of the electronic
device and the like, or combinations thereof. Examples of
information relating to the hit for embodiments related to
other components may include baseline magnetic readings
(e.g., strength and direction), variability of magnetic read-
ings, various statistical moments of magnetic readings,
baseline accelerometer readings, variability of accelerom-
eter readings, various statistical moments of accelerometer
readings, temperature readings, variability of temperature
readings, various statistical moments of temperature read-
ings and the like, or combinations thereof.
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[0040] In particular embodiments, the application envi-
ronment may transmit 260 the final hit list to a remote
computing device. The method of transmission 260 from the
application environment on the electronic device to a remote
computing device 1s not limited by this disclosure, and may
include any method of wired or wireless communication.

[0041] The application environment described above with
reference to FIG. 1 and FIG. 2 may be a mobile application
environment or a computing application environment
depending on the arrangement of the electronic device
and/or the one or more components being calibrated. For
example, 1n some embodiments, the application environ-
ment may be a mobile application environment when the
programming 1instructions are carried on, for example, a
mobile or smart phone, a mobile 1image detector, a mobile
GPS device, or a mobile audio recorder. In other embodi-
ments, the application environment may be located on an
individual standalone component, as described in greater
detail herein. In other embodiments, the application envi-
ronment may be a computing application environment in
which the programming instructions are carried on a com-
puter containing or electronically connected to one or more
clectronic devices and/or components to be calibrated. For
example, 1n some embodiments, one or more 1magers may
be connected to a computer that 1s capable of analyzing and
storing data gathered by the one or more 1magers. In certain
embodiments, the computer may obtain 1mage data from a
plurality of imagers, and the computing application envi-
ronment may be capable of analyzing and controlling each
imager of the plurality of imagers individually. In certain
embodiments, the computer may be a remote server or a
local server collecting data from one or more components of
one or more different types, such as, for example, 1magers,
acoustic sensors, magnetometers, GPS sensors, position
sensors, radio recervers, non-imaging light sensors, photon-
detecting sensors, 1onizing radiation sensors, barometers,
thermometers, thermal sensors, inirared sensors, pressure
sensors, electric field sensors and the like.

[0042] FIG. 3 depicts a flow diagram of a method for
obtaining, orgamzing, and using crowd-sourced data for
calibrating hardware according to an embodiment. The
processes described with respect to FIG. 3 may generally be
completed by a computing device, such as a server, a
mainframe, supercomputer, or other central computing
repository that i1s capable of communicating with one or
more electronic devices and/or one or more components. A
computing application environment in the memory of a
computing device may direct one or more components of the
computing device to receive 305 one or more hit lists from
a plurality of electronic devices and/or components. The
computing application environment may receive 305 one or
more hit lists from any number of electronic devices and/or
components. However, those skilled 1n the art will recognize
that the computing application environment may be config-
ured to recetve 305 one or more hit lists from a large number
of electronic devices and/or components, as a greater num-
ber of recetved 303 hit lists will allow for a more accurate
calculation, as described 1n greater detail herein.

[0043] The computing application environment may parse
310 the hit lists to obtain data contained within each hat list.
The data may include, but 1s not limited to, actual hits found
by each electronic device in an i1mage, copies of 1mages,
coloration of local maxima pixels, coloration of surrounding
pixels, the total number of pixels examined, the total number
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of frames, additional QC filter results, the number of hits that
passed the additional QC filter, the number of potential hits
that did not pass the additional QC filter, information regard-
ing the mitialization process described in FIG. 1 including
results obtained from the 1nitialization process, information
about the electronic device, information about the compo-
nents, geolocation nformation, magnetometer-obtained
information, audio information, motion-related information,
barometric reading information, electrical field information,
information regarding a user of the electronic device, other
non-image types of data, metadata, associated mnformation
described herein and the like, or combinations thereof. The
computing application environment may further sort 315 the
data as 1t 1s received from each electronic device. Sorting
315 may, for example, group similar devices or components
together, group similar results together, and the like and
combinations thereof.

[0044] In some embodiments, the application environment
may apply 318 one or more QC filters. Examples of QC
filters may include, but are not limited to, comparison of
some or all of the data described herein for a hit list with hit
lists for other electronic devices and/or components, and
comparison of some or all of the data with global criteria
such as, but not limited to, total frequency of hits, examined
area, and/or geographical region. Data failing QC filters may
be marked as such and/or may be removed from further
calibration consideration.

[0045] In some embodiments, the computing application
environment may add 320 the data to a calibration database.
The calibration database may be stored 1n a memory within
the computing device or memory in operable communica-
tion with the computing device. The communication may be
continuous, periodic, sporadic, or only once following the
data collection. The database may be searchable and read-
able by the computing application environment for future
access. The database may further be edited at any time by the
computing application environment to ensure that 1t contains
accurate data that 1s received from each electronic device.

[0046] The computing application environment may cal-
culate 325 calibration for each electronic device, each com-
ponent, each group of electronic devices, each group of
components and the like. or combinations thereof. In some
embodiments, electronic devices and/or components may be
grouped by manufacturer. In other embodiments, electronic
devices and/or components may be grouped by model name,
manufacturer, serial number, part number, lot number and
the like, or combinations thereof. In certain embodiments,
electronic devices may be grouped by individual component
specification. In some embodiments, electronic devices may
be grouped by type of device. In still other embodiments,
electronic devices may be grouped by the geographical
region, altitude, or time period i which the electronic
device and/or component 1s used.

[0047] The calculation 325 may generally include any
calculations now known or later discovered for calibration
purposes. In embodiments 1n which radiation 1s detected, the
calculations may i1nvolve making the following assump-
tions: (1) all detected hits arise from environmental sources
of radiation; (2) the dose rate 1s universal, on average, over
the areas from which data has been received; (3) the world-
wide average gamma ray dose rate 1s 0.07 nSv/hr; (4)
Poisson statistics are appropriate; (3) the camera package 1s
the same for all devices of a given model, including the
physical detector, 1ts electronics, associated controllers, and
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both firmware and software; (6) as a consequence of the
previous assumption, the gain and exposure settings are also
constant 1n time and over all examined devices; and (7) the
frames are effectively black and have no noise sources, other
than hot pixels that can contribute hits. In other embodi-
ments 1n which radiation 1s detected, the calculations may
combine geographical location with databases that correlate
location with known background radiation rate at those
locations 1n order to provide an improved calibration for the
device. Similarly, magnetic sensors may make use of cor-
related geolocation and geomagnetic field vector, tempera-
ture sensors may make use of weather data to achieve
enhanced results, and barometers and pressure sensors can
combine location, altitude, and known barometric pressure
to achieve improved calibration results.

[0048] In some embodiments, the calculation 325 may
include the following paragraphs and equations. A first step
may 1nvolve assuming Poisson statistics. If an underlying
detection rate 1s u hits per pixel, then the probability of
detecting N hits 1n p pixels 1s:

(up)" e ? (1)
N1

P(Nlu,p.I) =

where the symbol I indicates the background information
and assumptions discussed herein. The problem may be
inverted and the probability distribution for u given the
observed values of N and p may be inferred. Applying
Bayes’ theorem:

P(N|p,p,1)P(ull) (2)
P(N|I)

P(ulN,p,I) =

where the area p 1s well known and independent of the other
factors. For the prior, 1.e., the second factor in the numerator,
the hit rate u 1s a scale factor, and therefore the Jeffreys’ prior
1s appropriate, with u=0. The denominator m Eq. 2 1s a
normalizing factor and 1s fixed by the requirement that the
total probability 1s one. For the purposes of the present
application, only data sets where N>>1 will be followed. In
this limit, the posterior probability on u 1s:

plup)¥ e HP (3)
(N —1)!

P(ulN,p,I) =

This distribution has moments:

- N +i-1)! (4)
PV -1

L

and thus the expectation values for the mean and standard
deviation are given by:

{ W =m=Nsp,

GH:\/mz—m 1EZ\JN_4? (5)

respectively. Assuming now the average dose rate, R, and
that N 1s large, the calibration factor, C, can be estimated.
Given the large intrinsic uncertainties in the dose rate as
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discussed herein, the statistical uncertainty in C from mea-
surements will be quoted. The true uncertainty 1s likely
larger, especially when combining results from many
devices 1n many diverse locations on the assumption of a
single dose rate. On the other hand, averaging over many
such diverse locations may prove consistent with the aver-
aging used 1n defining R, and thus the uncertainty reduced.
Ignoring then the unknown uncertainty 1in R, the calibration
factor and 1ts uncertainty will be given by:

R (6)

M-

oo =Cly 2

[0049] As previously described, the calculation 325 may
be mmproved by receiving 305 additional hit lists from
additional electronic devices. Improving the calculation 325
may ensure the creation of more accurate calibration param-
eters, as discussed herein.

[0050] In some embodiments, the calculation 325 may
allow the computing application environment to create one
or more parameters for each electronic device and/or each
component. The one or more parameters may be used to
adjust settings on each electronic device to ensure measure-
ments are consistent across all electronic devices and/or
components 1n a group. The computing application environ-
ment may provide 330 the one or more parameters to one or
more electronic devices and/or components, and may further
provide 1nstructions for adjusting each electronic device
and/or component according to the one or more parameters.
The parameters may provide more accurate calibration for
each 1ndividual electronic device and/or component as the
computing application environment receives 305 additional
hit lists from additional electronic devices and/or compo-

nents and calculates 325 the calibration from the additional
hit lists.

[0051] FIG. 4 depicts a perspective view of a mobile
device, generally designated 400, according to an embodi-
ment. The mobile device described herein may generally
refer to a smartphone and the like, or components thereof.
The mobile device may have a first face 405 and a second
face 415. The first face 405 may have a display 410. The
display 410 may generally be a component for displaying
images, text, video and the like. Examples of displays may
include, but are not limited to, electroluminescent displays,
electronic paper displays, vacuum fluorescent displays, light
emitting diode (LED) displays, cathode ray tube (CRT)
displays, liqmid crystal (LCD) displays, plasma display
panels, digital light processing (DLP) displays, and organic
light-emitting diode (OLED) displays.

[0052] The mobile device 400 may further have one or
more user interface components 420, which may be posi-
tioned on any face of the device. The one or more user
interface components 420 may generally be configured to
elicit one or more commands to the mobile device 400 when
actuated. Examples of user interface components 420 may

include keypads, switches, microphones, buttons, dials, and
the like, and combinations thereof.

[0053] As an alternative to, or in conjunction with the one
or more user interface components 420, the display 410 may
further include a touch sensitive screen, wherein the touch
sensitive screen may act as a user interface component. The
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touch sensitive screen may receive contact based inputs
from a user, such as from a user’s fingers, a stylus and the
like, or combinations thereof. The touch sensitive screen
may be adapted for gesture control, thus allowing for a user
to tap, pinch, swipe or provide other similar gestures to elicit
commands to the mobile device 400. The touch sensitive
screen may further be capable of sending touch commands
to the processing device. Examples of touch sensitive
screens may 1nclude, but are not limited to, resistive touch-
screens, capacitive touchscreens, infrared touchscreens and/
or other technologies now known or later developed. The
mobile device 400 may also be adapted to receive com-
mands via body gestures, voice, audio signals, device move-
ment and the like, or combinations thereof (e.g., using an
imager 425).

[0054] In particular non-limiting embodiments, the appli-
cation environment as described with regard to FIG. 1 and
FIG. 2 may be carried on a mobile electronic device such as
a smart phone. FIG. 5 depicts a perspective view of a third
face 450 of the mobile device 400, according to an embodi-
ment. The third face 450 may generally have an imager 460.
The third face 450 may also optionally have an audio
component 455 and/or an i1llumination component 465.

[0055] The imager 460 may be any suitable component
capable of receiving an optical 1mage and transmitting
image information to other components of the mobile device
400 for processing, such as, for example, a camera. The
imager 460 may further have an ability to adjust its focal
length and aperture 1n such a manner that would allow 1t to
zoom and properly focus upon an intended object to be
imaged. Such ability may be through mechanical compo-
nents (such as an optical zoom) or programming (such as a
digital zoom). This adjustment may define an “optimal focal
distance,” or a range of distances 1n which the mobile device
400 may be properly positioned from the intended object to
be 1maged to achieve a clear image.

[0056] While the imager 460 1s depicted on the rear face
of the present example, persons skilled in the art will
appreciate that the imager 460 may be positioned at any
location on or 1n any face of the mobile device 400, or may
even be external to the mobile device 400 and connected by
any means of communication, including, but not limited to,
physical cable communication such as universal serial bus
(USB), wireless radio communication, wireless light com-
munication, or near fleld communication technology. The
imager may also be internal to the device 400 with or
without a moveable portal such that the 1imager may only
image the inside of the device 400. In other embodiments,
the 1mager may be replaced with or augmented by a non-
imaging photon-sensitive device, such as, for example a
photo-diode, Geiger-Muller tube, a photocathode tube, and
the like, or combinations thereof.

[0057] The imager 460 may further be configured to
receive an optical image on the display of another mobile
device, such as, for example, a symbology displayed on the
display of the other mobile device, as described 1n greater
detail herein.

[0058] The optional 1llumination component 465 may be
utilized 1 any light conditions to assist the 1mager 460 1n
completing any of the tasks described herein. Additionally,
the 1llumination component 465 may be independently acti-
vated to turn on or off at specific points 1n time, such as when
additional lighting 1s necessary to capture an 1deal 1mage.
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Other features of the illumination component 465 may
include dimming, strobe, constant on and the like, or com-

binations thereot.

[0059] The illumination component 465 may contain any
suitable light source capable of providing illumination,
including, but not limited to, magnesium-based flashes,
xenon-based flashes, fulminate-contaiming flashes, light-
emitting diode (LED) flashes and the like. While the present
figure depicts the illumination component 465 as being
integrated with the mobile device 400, 1t may be appreciated
that the illumination component may be a separate compo-
nent 1n communication with the mobile device, such as USB
based flashes, hot shoe based flashes, remote slave flash
units, or other similar devices.

[0060] An audio component 455 may be adapted to emat
audio tones and signals. Such audio tones and signals may
be used to instruct the user to complete various steps as
described herein, and may further indicate to the user that an
image has been received by the imager 460 by emitting a
beep, click, or other audio signal. Additionally, the audio
component 455 may be adapted to recerve audio signals.
Such audio signals may include, for example, voice com-
mands from a user. Moreover, the audio component may be
used to generate calibration signals for an audio receiver in
certain embodiments to calibrate acoustic sensitivity or
responsiveness.

[0061] The mobile device 400 may further have an ability
to connect to a communications network, as described in
FIG. 6 herein. The types of communications networks that
may be used in accordance with this disclosure are not
limited 1n any manner, and may include any communica-
tions network now known or later developed. For example
a communications networks may include, but 1s not limited
to, the Internet, an intranet, a wide area network (WAN), a
local area network (LAN), a wireless local area network
(WLAN), a storage area network (SAN) and the like, or
combinations thereol. In some embodiments, the network
may not be constantly available and may further include
non-standard architecture. Examples of non-standard archi-
tecture may include, but 1s not limited to, disruption-tolerant
networks, tor networks, networks that include a mixture of
physical and logical components, such as, for example, radio

links, cable links, fiber links, one-way links, or the like, and

combinations thereof.

[0062] The configuration of the mobile device 400 as
shown 1n FIGS. 4 and 5 1s merely an example of a mobile
device, and persons skilled in the art will appreciate that
other configurations and embodiments will be possible with-
out departing from the scope of this disclosure.

[0063] FIG. 6 depicts a block diagram of communications
between one or more electronic devices and one or more
computing devices. A communications network 600 may
interconnect the other 1llustrated components. The commu-
nications network 1s not limited by this disclosure and may
include any communications network now known or later
developed. Examples of communications networks may
include, but are not limited to, the Internet, intranets, wired
networks, ad hoc networks, wireless networks, Wi-F1 net-
works, and the like and combinations thereof. One or more
clectronic devices 603, such as mobile devices, computing
devices and the like may connect to the communications
network 600. In embodiments where more than one elec-
tronic devices 605 are connected to the communications
network 600, each electronic device 605 may be configured
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to communicate with other electronic devices via the com-
munications network 600. One or more computing devices
615 may also be connected to the communications network
600 and may optionally connect through the use of one or
more commumnications ports 610.

[0064] FIG. 7 depicts a block diagram of illustrative
internal hardware that may be used to contain or implement
program 1instructions, such as the process steps discussed
herein 1n reference to FIGS. 3-5, according to embodiments.
A bus 700 serves as the main information pathway inter-
connecting the other 1llustrated components of the hardware.
CPU 705 1s the central processing unit of the system,
performing calculations and logic operations required to
execute a program. CPU 705, alone or in conjunction with
one or more of the other elements disclosed 1n FIG. 7, 1s an
illustrative processing device, computing device or proces-
sor as such terms are used within this disclosure, which may
include, for example a programmable digital signal proces-
sor (DSP), a graphics processing unit (GPU), and/or a
field-programmable gate array (FPGA). Read only memory
(ROM) 710 and random access memory (RAM) 715 con-
stitute 1llustrative memory devices (1.e., processor-readable
non-transitory storage media). A controller 720 interfaces
with one or more optional memory devices 725 to the system
bus 700. These memory devices 725 may include, for
example, an external or internal DVD drive, a CD-ROM
drive, a hard drnive, flash memory, a USB drnive or the like.
As indicated previously, these various drives and controllers
are optional devices.

[0065] Program instructions, software or interactive mod-
ules for providing the interface and performing any querying
or analysis associated with one or more data sets may be
stored 1n the ROM 710, the RAM 715, a programmable
digital signal processor (DSP), a graphics processing unit
(GPU), and/or a field-programmable gate array (FPGA). In
some embodiments, the program instructions may be stored
on a tangible computer readable medium such as a compact
disk, a digital disk, flash memory, a memory card, a USB
drive, an optical disc storage medium, such as a Blu-ray™
disc, and/or other non-transitory storage media.

[0066] In some embodiments, a display mtertace 730 may
permit information from the bus 700 to be displayed on the
display 735 1n audio, visual, graphic, or alphanumeric for-
mat. In some embodiments, the display interface 730 may
incorporate a graphics processing unit (GPU) or the like.
Communication with external devices, such as a print
device, may occur using various communication ports 740.
An 1llustrative communication port 740 may be attached to
a communications network, such as the Internet or an
intranet. Hardware may also include an interface 745 which
allows for receipt of data from input devices such as a
keyboard 750 or other input device 755 such as a mouse, a
joystick, a touch screen, a remote control, a pointing device,
a video mput device and/or an audio input device.

[0067] The various embodiments may be realized 1n the
specific examples found below.

Example 1: Calibration of an Imager

[0068] In an example of an i1mager such as a security
camera, a traflic camera, a smartphone camera or a handheld
camera, a sensor, such as a CCD or CMOS sensor, may
receive radiation signals from nearby object(s), such as an
ambient radiation field present at or near the imager. One or
more CCD or CMOS sensors may be used to sample a
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region or objects 1 the environment to determine 11 radio-
active materials are present and/or to sense the ambient
radiation that 1s present. An 1image from each of the cameras
may have the charge at each pixel determined using the
imager’s hardware to detect pixels with high charge caused
by photoelectrons generate by gamma rays. Alternatively,
the 1mage may be analyzed using software or firmware from
the camera or a central processor connected to the camera to
detect gamma-ray artifacts. The data signature of a gamma
ray may include one or more pixels having high charge or
brightness above a background or threshold level. The
charge, brightness and frequency of the pixels struck by the
gamma rays emitted from a source or radioactive material 1s
expected to be greater than the charge or brightness for the
same pixels interacting with ambient light. The frequency of
the pixels struck by the gamma rays emitted from a source
or radioactive material 1s expected to be greater than the
frequency for the same pixels interacting with just back-
ground radiation levels.

[0069] Software may be used to evaluate the images from
an 1mager and conduct a series of steps to reduce/eliminate
talse-positive alerts. These steps may include acquiring
additional 1mages, calibrating the detector, comparison of
the 1image and detected high energy particles with 1mages
from other nearby cameras, comparing the counts to a
threshold, comparison of the 1dentity of the energy of the
gamma rays detected with a library of known radioactive
1sotopes to determine 1f a match 1s possible, assembling
multiple 1mages at multiple epochs to determine which
visual objects are correlated with the appearance of excess
radiation, assembling multiple 1images at one or more epochs
to determine 1f the measured radiation field 1s changing in
time and therefore possibly correlated with a moving object,
or any combination of these acts.

[0070] Information regarding the image, as well as infor-
mation regarding the imager (1.¢., manufacturing compo-
nents, date ol manufacture, location of the imager, time and
date 1mage was captured, and software settings) may be sent
to a server for use 1n cataloging and calculating standardized
calibration settings. The server may receive information
from a large number of 1magers (1.e., hundreds or more), as
well as information from a wide variety of imagers (1.e.,
different manufacturers, different models, different software,
different specifications and different manufacturing dates)
and may catalog the information based on certain similari-
ties (1.e., each make/model device grouped together). Using,
an algorithm, the server may calculate 1deal settings and
create settings parameters for each make and model, based
on the crowd sourced information received. Additionally, the
server may modily the 1deal settings and settings parameters
as needed when additional information 1s received from
additional devices. The server may then push the settings
parameters out to the respective devices so that they may be
accurately calibrated for future use.

Example 2: Experimental Data

[0071] To validate this technique, a first data set 1s a series
of 208 measurements taken with a particular HI'C Desire,
“Camera 117 1 a data set. This specific device had been
previously calibrated with data taken at a primary calibration
site, 1.e., 1t was physically at that lab for testing. At that time,
the camera was exposed to radiation fields of 300, 700, and
5000 uSv/h. The results are given 1n Table 1. The three data

sets from this primary calibrator are in good agreement,

May 18, 2023

indicating linearity in the device’s response. The final line 1s
a new tertiary, or crowd-sourced, calibration based on 208
measurements taken at an interior, second-floor location 1n
western Massachusetts, at approximately 500 feet above sea
level. The calibration factor derived from the tertiary or
crowd-sourced calibration procedure agrees well with the
primary calibration.

[0072] There are 22 additional devices identifying them-
selves as HTC Desires. Of these, two have suthicient data to
permit independent estimates of the calibration. The results
are given 1n Table II. The user of Device 2982 has evidently
taken advantage of an option to take longer measurements
for each observing instance so as to accumulate so much
area 1n his 38 measurements. The calibration from this
device 1s 1 good agreement with that for Device 11. The
number of hits detected on Device 406, on the other hand,
give a low-precision calibration, as does the combined
results of the other 20 HTC Desires. Combining all the data
for this phone model gives a final calibration factor with a
10% statistical uncertainty.

[0073] A second example 1s for a set of Fujitsu F-05D
phones. This 1s the Fujitsu Arrows X LTE as marketed by
NTT Docomo 1n Japan. All observations appear to have been
taken 1n Japan. There are six devices with 20 or more
measurements, and a further 101 phones with an average of
three measurements each. The results for this model are
given 1n Table III. Of the six phones, three have too few hits
to provide good precision, while the other three are better
data sets and are 1n good agreement. Combined, these six
give a calibration factor of 0.18+0.03 uSv Gpix h™". The
other 101 devices when combined, give a similar result,
C=0.24+0.03 uSv Gpix h™'. When combined, the results
indicate that this Fujitsu device has about the same sensi-
tivity as the HTC Desire.

[0074] A final example 1s for the Samsung Galaxy S II.
While there are no individual phones of this model with as
many observations as for the two discussed above, the
variations 1n naming convention between mobile phone
service providers means that there are two independent
samples for what are possibly two variants of the phone 1n
different markets. This allows for checking on the consis-
tency of the calibration factor over a product line. For both
he calibration factors are 1n excellent agreement.

data sets, t
[0075] The results presented 1n the previous section are
very encouraging. When work commenced, there were two
main concerns, that intrinsic variations between phones and
the natural variability 1n the environmental gamma-ray dose
rate would defeat an attempt to complete a tertiary calibra-
tion. The good consistency in the measured calibration
factors suggest that these 1ssues will not prevent tertiary
calibrations from being completed with relatively good
precision.

[0076] This result has some interesting implications. In
any case, where many observations are combined, a reliance
on the law of large numbers 1s needed to give a sound result,
irrespective of the individual data points involved. However,
this approach will not work well if there are multiple
populations among the data being sampled, as expressed by
the concerns mentioned herein. In particular, the wide geo-
graphic distribution of the readings provides a sampling of
the background radiation level over that same geographic
range. That 1t comes to have the same average value 1s then
not a surprise. It 1s possible that intra-model differences
among phones and the radiation background may conspire to
give the appearance of consistency, but this would require an
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anti-correlation that there 1s no prima facie reason to expect.
The case of the two sets of Samsung devices 1n Table IV 1s
a case 1n point. As previously mentioned herein, alternative
approaches combine known geographic-linked background
radiation level data with the mobile device’s location to
provide the basis for an enhanced calibration procedure.
[0077] Crowd-sourcing of data generates large data sets to
allow for real-time monitoring and historical analysis. In
some circumstances, the uncontrolled nature of this data
may limit 1ts use. When a relevant calibration reference 1s
available, this data can be made even more valuable by
auto-calibrating 1t 1n the manner described here.

TABLE 1

RESULTS FOR DEVICE 11, AN HIC DESIRE

Dose rate Area examined Hits C (uSv
(uSv/h) (Gpix) counted Gpix/h) - C
5000% 1.8 27459 0.328 0.002
700%* 1.8 3959 0.318 0.005
300% 3.6 3420 0.316 0.005
0.08 148. 54 0.19 0.03

*Data taken at a primary calibration site

TABL

L1l

11

TERIIARY CALIBRATION RESULTS FOR HTC DESIRE

Number  Area examined Hits C (uSv
Device of Runs (Gpix) counted Gpixh) 7 C
11 208 148. 54 0.19 0.03
2982 38 121. 37 0.23 0.04
406 31 25.5 5 0.36 0.16
20 Others 60 37.8 10 0.27 0.08
All 337 332. 106 0.22 0.02

TABLE 111
TERTIARY CALIBRATION RESULTS
FOR FUJITSU ARROWS X LTE

Number Area examined Hits C (uSv
Device of Runs (Gpix) counted Gpixh) ' C
1584 46 28.8 13 0.16 0.04
438’7 30 18.8 9 0.15 0.05
3409 20 15.5 4 0.27 0.14
3312 24 15.0 9 0.12 0.04
4082 23 14.5 4 0.25 0.13
3387 20 12.5 3 0.29 0.17
6 above 163 105. 42 0.18 0.03
101 Others 302 195. 57 0.24 0.03
All 465 300. 99 0.21 0.02

TABLE IV
Comparison of results for Samsung Galaxy S I
Area C.

Number of Number of examined  Hits (LSv
Market Devices Runs (Gpix)  counted Gpix/h)y ' C.
Japan 197 331. 38 0.61 0.10
Non-Japan 110 180. 23 0.55 0.11
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Example 3: Use of a Microphone to Detect Sound

[0078] An electronic device has one or more microphones
that are used to detect sounds in the environment of the
clectronic device. It 1s desired to have a calibration of the
frequency and/or amplitude response of the one or more
microphones. The microphone 1s exposed to sounds con-
taining known frequencies and/or amplitudes, such as, for
example, an i1dentifiable song or melody for which a refer-
ence version 1s available. The measured response of the
microphone can be compared to the known reference to
measure the microphone’s response 1n terms of signal ampli-
tude and/or frequency.

Example 4: Calibration of an Accelerometer

[0079] The ntegrated acceleration of an object, as mea-
sured by an accelerometer, 1s compared with the measured
position and velocity, such as, for example, from a GPS
sensor. When, for example, the motion 1s known to be
externally constrained to a particular route, such as, for
example, travel along a known road, the measured position
and velocity serve as corroborating data for comparison with
accelerometer readings and to act to calibrate the latter.

Example 5: Calibration of Position Measurements

[0080] As explained 1n the previous example, a motion of
an object may be known to be constrained to travel along a
known route. The measured velocities and/or positions of
the object from, for example, a GPS sensor, may then be
compared with the expected changes. Examples of expected
changes may include turns at known curves 1n the road. The
constraints provided by the expected changes may serve to
calibrate the response of the position sensor.

Example 6: Calibration of a Magnetometer

[0081] A magnetometer 1s used to measure one or more
components of a magnetic field, such as, for example
magnetic field strength and magnetic field direction. The
measurements from the magnetometer may then be com-
pared with a position, a direction and/or a velocity measure-
ment from, for example, a GPS sensor. Where the position,
direction and/or velocity 1s known to be constrained to be
along a known route 1n a particular direction, and where the
correction between the true direction towards north or south
and the direction of magnetic north or south are known for
that location, then the comparison of the detected magnetic
field with that expected for that location may be thus used to
calibrate the magnetometer.

Example 7: Calibration of Traflic Cameras

[0082] In addition to being used for determining the
location of accidents, catching drivers who run through red
lights and the like, trailic cameras may also be used to
measure the velocity of traflic. Video from the trailic cam-
eras of a known altitude above a roadway and a known
viewing angle 1s collected. The positions of cars may be
measured, as well as their apparent average speed, which 1s
determined with a series of calculations nvolving the
amount of time a car 1s observed to cross two known and
measured points, the frame rate of the camera and other
factors. The data from the traflic cameras 1s sent to a remote
computing device, which also obtains data from radar guns
that measure the speed of the same vehicles on the same
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stretch of road at the same time. The remote computing
device then determines whether the data obtained from the
traflic cameras matches the data obtained from the radar
guns and sends istructions to the traflic cameras and/or the
radar guns to adjust accordingly, if necessary.

[0083] Various of the above-disclosed and other features
and functions, or alternatives thereof, may be combined into
many other diflerent systems or applications. Various pres-
ently unforeseen or unanticipated alternatives, modifica-
tions, variations or improvements therein may be subse-
quently made by those skilled in the art, each of which 1s
also intended to be encompassed by the disclosed embodi-

ments.

1. (canceled)
2. A mobile device calibration system comprising:
one or more processors; and

a non-transitory, processor-readable storage medium in
communication with the one or more processors,
wherein the non-transitory, processor-readable storage
medium contains one or more programming instruc-
tions that, when executed, are configured to cause the
one or more processors to:

receive calibration data related to configuring a mobile
device to detect radiation and device data from a
plurality of mobile devices;

assign each of the plurality of mobile devices to one or
more categories based on the device data, wherein a
first subset of the plurality of mobile devices 1s
assigned to a first category of the one or more
categories;

identily one or more attributes of the calibration data
recetved from the plurality of mobile devices
assigned to the first category;

determine 1deal calibration data specific to at least the
first category of the one or more categories based on
the one or more identified attributes; and

transmit, to the plurality of mobile devices 1n the first
category, the 1deal calibration data specific to at least
the first category.

3. The mobile device calibration system of claim 2,
wherein the instructions are further configured to cause the
ONne Or more processors to:

determine the one or more categories based on the device
data.

4. The mobile device calibration system of claim 2,
wherein the device data comprises mobile device-specific
details referring to a manufacturer, a model, manufacturing
components, dates of manufacture, software, specification,
or combinations thereof.

5. The mobile device calibration system of claim 2,
wherein the calibration data comprises calibration settings
determined by individual mobile devices, and measured
characteristics of the mobile device in an environment
substantially free of stimulus.

6. The mobile device calibration system of claim 2,
wherein attributes comprise similarities 1n the calibration
data common to the plurality of mobile devices assigned to
the first category.

7. The mobile device calibration system of claim 2,
wherein the ideal calibration data comprises an optimized
combination of calibration settings from the plurality of
mobile devices in the first category determined by an
algorithm.
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8. The mobile device calibration system of claim 2,
wherein the ideal calibration data 1s updated as additional
calibration data from additional mobile devices 1s added to
the first category.

9. The mobile device calibration system of claim 2,
wherein the instructions are further configured to cause the
one or more processors to:

recerve additional calibration data from a first mobile

device of the plurality of mobile devices assigned to the
first category;

assign the first mobile device to a second category of the

one or more categories based on the additional calibra-
tion data;
identily one or more attributes of the calibration data or
additional calibration data received from the plurality
of mobile devices assigned to the second category;

determine the 1deal calibration data specific to at least the
first and second categories based on the one or more
identified attributes; and

transmit, to the plurality of mobile devices 1n the first and

second categories, the 1deal calibration data specific to
at least the respective category.

10. The mobile device calibration system of claim 2,
wherein the radiation comprises 10onizing radiation, gamma
radiation, thermal radiation, electric fields, light, radio
waves or combinations thereof.

11. The mobile device calibration system of claim 2,
wherein the mobile devices are reference mobile devices.

12. The mobile device calibration system of claim 2,
wherein the calibration data applies to thermal sensing,
pressure sensing, magnetic sensing, electric field sensing,
acoustic sensing, acceleration sensing, gravitational sensing,
motion sensing, positional sensing, or combinations thereof.

13. A mobile device calibration system comprising:
one or more processors; and

a non-transitory, processor-readable storage medium 1n
communication with the one or more processors,
wherein the non-transitory, processor-readable storage
medium contains one or more programming instruc-
tions that, when executed, are configured to cause the
one or more processors to:
receive 1mage data for calibrating a mobile device to
detect radiation, the image data being captured in an
environment substantially free of stimulus;

determine a base calibration from an analysis of the
image data;

transmit, to a central processor, calibration data related
to the base calibration and device data comprising
details of the mobile device;

receive, from the central processor, i1deal calibration
data related to the device data; and

modily the base calibration based on the 1deal calibra-
tion data.

14. The mobile device calibration system of claim 13,
wherein the instructions are further configured to cause the
Oone or more processors to:

recetve, from the central processor, updated 1deal calibra-
tion data related to the device data; and

turther modity the base calibration based on the updated
ideal calibration data.

15. The mobile device calibration system of claim 13,
wherein determining the base calibration from the analysis
of the image data further comprises using one or more
dynamically selected thresholds 1n order for the base cali-
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bration to be compatible with the ideal calibration data
received from the central processor.

16. The mobile device calibration system of claim 13,
wherein when the image data 1s not captured in an environ-
ment that 1s substantially free from stimulus, the instructions
are Turther configured to cause the one or more processors
to:

receive additional 1image data; and

determine the base calibration from the analysis of the

image data and the additional 1image data.

17. The mobile device calibration system of claim 16,
wherein the image data and the additional 1image data are
collected during a non-contiguous time span.

18. The mobile device calibration system of claim 13,
wherein the device data comprises mobile device-specific
information referring to a manufacturer, a model, manufac-
turing components, dates of manufacture, software, speci-
fication, or combinations thereof.

19. A mobile device calibration system comprising:

one or more processors; and

a non-transitory, processor-readable storage medium in

communication with the one or more processors,
wherein the non-transitory, processor-readable storage
medium contains one or more programming 1nstruc-
tions that, when executed, are configured to cause the
One or more processors to:
receive calibration data related to configuring a mobile
device to detect radiation and device data from a
plurality of mobile devices;
determine one or more categories based on the device
data and calibration data;
assign each of the plurality of mobile devices to the one
Or more categories;
identily one or more attributes of the calibration data of
the plurality of mobile devices assigned to each of
the of the one or more categories;

determine 1deal calibration data specific to each of the
one or more categories based on the one or more
attributes; and
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transmit, to each of the plurality of mobile devices 1n
cach respective category, the i1deal calibration data
specific to the respective category.

20. The mobile device calibration system of claim 19,
wherein:

the device data comprises mobile device-specific infor-

mation referring to a manufacturer, a model, manufac-
turing components, dates ol manufacture, soltware,
specification, or combinations thereof;
the calibration data are calibration settings determined by
individual mobile devices, and the calibration data
comprises measured characteristics of the mobile
device 1in an environment substantially free of stimulus;

attributes are similarities in the calibration data common
to the plurality of mobile devices assigned to each of
the one or more categories; and

the 1deal calibration data 1s determined by an algorithm

and 1s an optimized combination of calibration settings
from the plurality of mobile devices 1n each of the one
or more categories.

21. The mobile device calibration system of claim 19,
wherein the instructions are further configured to cause the
one or more processors to:

recerve additional calibration data from a plurality of

additional mobile devices;

assign each of the plurality of additional mobile devices

to the one or more categories;
identily one or more attributes of the additional calibra-
tion data of the plurality of additional mobile devices
assigned to each of the of the one or more categories;

update the 1deal calibration data specific to each of the one
or more categories based on the one or more attributes;
and

transmit, to each of the plurality of mobile devices and the

additional mobile devices 1n each category, the updated
ideal calibration data specific to the category.

22. The mobile device calibration system of claim 19,
wherein the calibration data 1s specific to a geographical
location.
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