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SYSTEMS AND METHODS FOR MISSING
DATA IMPUTATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application 1s a continuation of United
States Patent Application No. 14/241.,431 filed Feb. 26,
2014, now United States Patent No. 11.450.413, which
application 1s a 371 United States national phase application
of PCT/US2012/052544, filed Aug. 27, 2012, which claims
priority to U.S. Provisional Patent Application No. 61/
528,065 filed Aug. 26, 2011, the contents of which are

incorporated herein by reference 1n their entirety.

STATEMENT OF GOVERNMENT SPONSORED
RESEARCH

[0002] This invention was made with Government support
under Grant No. LM007356, awarded by the National Insti-
tutes of Health. The Government has certamn rights in this
invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] FIG. 1 illustrates a block diagram of a system 100
for collecting and imputing patient health data.
[0004] FIG. 2 1llustrates one example of an embodiment of

an HFSAS questionnaire.

[0005] FIG. 3 1s a table showing the correlation coetficient
values of each method.

[0006] FIG. 4 1illustrates the accuracies of the obtaned

values range between 83.2% and 98.5%.
[0007] FIG. 5 1s a table that illustrates the experimental

result, and shows that naive Bayes, Bayesian network, and
VFT have recall values otup to 0.7 for weight, 0.714 for sys-
tolic blood pressure, 0.889 for diastolic blood pressure and

(.906 for heart rate values.
[0008] FIG. 6 1s a table that 1llustrates the recall values.

DETAILED DESCRIPTION

[0009] Congestive heart failure (CHF) 1s a leading cause
of death m the United States with approximately
670,000 individuals diagnosed every year. The sequelae of
CHF are well known, with frequent decompensation of the
chronic state resulting 1n recurrent hospitalizations. Experts
believe that constant monitoring of patients with CHF 18
important to the health of such patients. Remote patient
monitorig 1s a promising solution for an expanding popula-
tion of CHF patients who are unable to access clinics due to
insuflicient resources, mconvenient location, or advanced
infirmity. Medical care facilitated by remote technology
has the potential to enable early detection of key clinical
symptoms 1ndicative of CHF-related decompensation.
Such remote technologies can also enable health profes-
sionals to offer surveillance, advice, and continuity of care
to trigger early implementation of strategies that enhance

adherence behaviors.
[0010] The WANDA (Weight and Activity) project 1s one

example of a wireless health project that leverages sensor
technologies and remote communication to monitor the
health status of patients with CHF. WANDA monitors
health-related measurements and other information deemed
relevant to CHF assessment, mcluding weight, blood pres-
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sure, heart rate, activity, and daily somatic awareness scale
questionnaires. Detailled descriptions of the WANDA sys-
tem and 1ts use for monitoring CHF patients can be found
in Suh, M. et al., “WANDA B.: Weight and activity with
blood pressure monitoring system for heart failure patients,”
in 2010 IEEE International Symposium on A World of Wire-
less, Mobile and Multimedia Networks (WoWMoM), 2010,
pp. 1-6; Suh, M. et al., “An automated vital sign monitoring
system for congestive heart failure patients,” Proceedings of
the 1st ACM International Health Informatics Symposium,
2010; and Suh, M. et al., “A remote patient monitoring sys-
tem for congestive heart failure,” Journal of Medical Sys-
tems, 2011, all of which are incorporated herein by refer-
ence 1n their entirety for all purposes.

[0011] Itis desired for a remote monitoring system such as
WANDA to collect and store all monitored vital signs. Any
unhealthy changes 1 a patient’s vital signs should be
addressed promptly m order to prevent further degradation
of a patient’s health. Unfortunately, the first randomized trial
of WANDA experienced a considerable amount of missing
data. Only 33% of the somatic questionnaires were coms-
pleted, and 53.7% of data had missing values for weight,
blood pressure, and heart rate. Moreover, 22.2% of patients
experienced system misuse and requested help to accustom
themselves to WAND A’s technologies. Missing data was
further caused by system nonuse and service disorder
(such as a network failure, resulting 1n as much as 6.3% ot
all of the missing data).

[0012] Notably, other studies have experienced similar
data loss. Missing data 1s especially common 1 randomized
controlled trials. Wood’s study showed that 89% of 71 trials
published 1n 2001 1n well-known journals (the British Med-
1cal Journal, the Journal of the American Medical Associa-
tion, the Lancet, and the New England Journal of Medicine)
reported having partly missing outcome values. Many stu-
dies applied last observation carried forward, worst case
imputation, and complete case analysis techniques. How-
ever, such techniques may lead to biased results. To date,
there has been no study on mussing data mmputation n
CHF randomized trials.

[0013] One objective of embodiments of the present dis-
closure 1s to enhance the accuracy of CHF missing data
imputation using data mining techniques. Data imputation
may allow a patient monitoring system to detect an
unhealthy change 1n patient vital signs even when portions
of that data are not collected by the system. Embodiments of
the present disclosure exploit the projection adjustment by
contribution estimation (PACE) regression method for pre-
dicting and imputing non-binomal data such questionnaire
responses. Bayesian methods and voting feature imterval
(VFI) are used to impute bimmomial data. Results of these
methods may be compared using accuracy and correlation
efficient values for non-binomial cases, and recall values for
binomial cases. Previous methods may be compared with
several other popular data mining methods. The experimen-
tal results show that PACE regression, Bayesian methods,
and voting feature interval are superior to other methods

tor CHF patient data imputation.
[0014] FIG. 1 illustrates a block diagram of a system 100

for collecting and imputing patient health data. Patient data
1s collected from a patient 90 by at least one data collection
device 102. As described above with respect to WANDA,
the at least one data collection device may include a scale,
a heart rate monitor, a blood pressure monitor, a motion-
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sensing activity monitor, and/or a computing device config-
ured to collect questionnaire answers. In one embodiment,
the data collection device 102 may be a separate device that
collects data values from such devices at the location of the

patient 90.
[0015] The data collection device 102 transmits the data to

a patient data computing device 104, where the patient data
18 stored 1mn a raw data store 106. In one embodiment, the
data collection device 102 transmits the data to the patient
data computing device 104 over a network such as a public
switched telephone network; a wide area network; a local 10
area network; the Internet; a wireless network such as 3G,
4G, L. TE, GSM, Bluetooth, WikF1, WiMax; and/or via any
other suitable networking technology. In another embodi-
ment, the data collection device 102 may be transported to
the location of the patient data computing device 104, and
may transmit the data to the patient data computing device
104 via a direct data connection between the devices, such
as a USB connection, a Firewire connection, and/or the like.
[0016] A prediction engine 108 may then impute missing
patient data values as discussed further below, and may store
the imputed patient data values 1n a predicted data store 110.
In some embodiments, the prediction engine 108 may search
for missing values, and then perform the calculations
described below to predict the missing values. It the pre-
dicted values are beyond threshold limits, such as a thresh-
old limit specified by a caregiver, the patient data computing
device 104 may generate an alert to be presented to the care-
oiver. The alert may include one or more predicted or mea-
sured values, which may then prompt the caregiver to check
the status of the patient or to ask the patient to verity the
predicted values. In cases where the predicted values do
not match the actual status of the patient, the prediction
engine 108 may use the actual status as traming data for a
subsequent prediction.

[0017] In some embodmments, the prediction engine 108
may mclude one or more computer-executable components
stored on a computer-readable medium that, 11 executed by a
processor of a computing device, cause the computing
device to perform the actions described below. In some
embodiments, the prediction engine 108 may include one
or more computing devices specially configured to perform
the described actions. In some embodiments, the raw data
store 106 and the predicted data store 110 may be databases
managed by a conventional relational database management
system (RDBMS). One of ordmary skill i the art will
recognize that the raw data store 106 and the predicted
data store 110 may be separate databases, or may be stored
in a single database. In other embodiments, the raw data
store 106 and/or the predicted data store 110 may use any
other suitable storage method, such as a structured query
language (SQL) file, a spreadsheet, a text document, and/
or the like.

[0018] In some embodiments, the patient data computing
device 104 may include at least one processor, an mterface
tor coupling the computing device to the data collection
device 102, and a nontransitory computer-readable medium.
The computer-readable medium may have computer-execu-
table 1nstructions stored thercon that, 1n response to execu-
tion by the processor, cause the patient data computing
device 104 to perform the calculations described further
below. One example of a suitable computing device 1s a
personal computer specifically programmed to perform the
actions described herein. This example should not be taken
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as limiting, as any suitable computing device, such as a lap-
top computer, a smartphone, a tablet computer, a cloud com-
puting platform, an embedded device, and/or the like, may
be used 1 various embodimments of the present disclosure.
One of ordinary skill i the art will recognmize that the com-
ponents 1llustrated as part of the patient data computing
device 104 may be combined 1nto a single component, or
may each be split apart into multiple components. Further,
the patient data computing device 104 may be a single com-
puting device that stores and/or executes each of the 1llu-
strated components, or may include multiple computing
devices communicatively coupled to each other that each
store and/or execute part or all of the 1llustrated components.

Non-Binomial Case Imputation

[0019] In one embodiment, WANDA may employ the
Heart Failure Somatic Awareness Scale (HFSAS) which 1s
a 12-1tem Likert-type scale to measure awareness of signs
and symptoms specific to CHF. A 4-point Likert-type scale
1s used to ascertain how much a patient 1s bothered by a
symptom (0: not at all, 1: a little, 2: a great deal, 3: extre-
mely). FIG. 2 illustrates one example of an embodiment of
an HFSAS questionnaire. In order to predict missing
answers to such a questionnaire, embodiments of the present
disclosure may use the projection adjustment by contribu-
tion estimation regression algorithm (PACE) (rounding any
non-integer value returned by PACE). This method 1s based
on maximum likelihood estimation (MLE) and an empirical
Bayes framework to minimize the Kullback-Leibler (KL)
distance between the original and the estimation function.
[0020] First, the PACE algorithm transtforms parameters
usmg MLE’s asymptotic normality property to convert the
origmal parameters. The algorithm utilizes the empirical
Bayes estimator 1 (1 ):

o - |65 (x]0)dG, () (1)
jf(-"fi‘@)d@k(‘g)

where 0 (x) 1s the estimator 1 (X; | 0, ) 1s a probability density
function (PDF) and G, 1s a consistent estimator of G which
is the mixing distribution of the mixture f. = [f(x|0)dG.
Using (2), the developed algorithm minimmizes the KI. dis-
tance between 1 andf 1 (2):

. (2)
A, (fjf):Ef 1Dg{;]: jlmg[;}] d

[0021] This method may show better results 1 high
dimensional data spaces, and was applied to complete
cases that have all 12 answered questions to evaluate the
accuracy.

Bimomial Case Imputation

[0022] A bmomual approach may be used to predict alarms
normally triggered by abnormal data values ( €.g., drastic
weight changes, unhealthy blood pressure, etc.) given miss-
ing data. For example, the system may be configured to trig-
ger an alarm 1f a patient has an extreme change 1 weight -

even when the extreme weight value 1s missing from the
data collected by WANDA. Embodiments of the present dis-
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closure may use naive Bayes, a Bayesian network, and VFI
to detect such changes 1n order to alert caregivers. Naive
Bayes and Bayesian network classifiers are algorithms that
approach the classification problem using the conditional
probabilities of the features. A Bayesian network 1s a direc-
ted acyclic graph (DAG) over a set of variables X, where the
outgoing edges of a vaniable x1 specifies all variables that
depend on x1. The probability of an outcome 1s determined
as:

P(X)zﬂxexp(x‘par(x)) (3)

where X = {,1, 12, ... , Xzt 18 a set of vanables, and par(x) 1s
the set of parents of X 1n a Bayesian network. The probabil-
ity of the 1nstance belonging to a single class may be calcu-
lated by using the prior probabilities of classes and the fea-
ture values for an 1instance. Naive Bayesian method assumes
that features are independent and there are no hidden or
latent attributes 1n the prediction process. As such, the
experimental results for naive Bayes and Bayesian network
can be slightly different as p( class) =

1+ N(class)
N(class) + N(instances)

l + N(class)

2
N(class) X %+N(instances )

for naive Bayes and p(class )=

for

Bayesian network where N(X) 1s the number of sets or
instances.

[0023] VI 1s a categorical classification algorithm and
considers each feature independently as Bayes methods.
The classification of a new instance may be based on a
vote among the classifications built by the value of each
teature. While traming, the VI algorithm constructs mter-
vals for each feature. For the classification, a single value
and the votes of each class i that mterval are calculated
for each interval. For each class ¢, feature I gives a vote
value:

interval_class count|f,i,c] (4)

featllrﬂ_‘f’ﬂte[ﬂ'c] - class count [C]

where nterval class count | f1.c] 1s the number of
instances of class ¢ which 1s a member of interval 1 of feature
f. The class with the highest total vote 1s predicted to be the

class of the test instance.
[0024] In the Bayes methods, each feature participates m

the classification by assigning probability for each class and
the final probability of a class 1s the product of each prob-
ability measured on each feature. In VFI, each feature dis-
tributes 1ts vote among classes and the final vote of a class 1s
the sum of each vote given the features.

Subjects and Datasets

[0025] The WANDA system was used for health data col-
lection on 26 different subjects. The population of the parti-
cipants was approximately 68% male; 40% White, 13%
Black, 32% Latino, and 15% Asian/Pacific Islander; with a
mean age of approximately 68.7 £ 12.1. Study participants
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were all provided with Bluetooth weight scales, blood pres-
sure monitors, land lime gateways, and personal activity
monitor devices. Each captured data instance for the study
comprises 3 7 different attributes including, but not limited
to: timestamps; weight; diastolic/systolic blood pressure;
heart rate; metabolic equivalents (METS); calorie expendi-
ture; and numeric responses to twelve somatic awareness
questions. Each data mstance was gathered from each sub-
ject once a day. One thousand and ninety instances were
oathered.

[0026] The study used the mussing at random (MAR)
hypothesis. MAR assumes that missing data 1s dependent
on observed data. Hence, missing data can be predicted by
resident data. All 1090 1nstances of data are complete (1.¢.,
contamn all 37 data values). Instances were divided nto to
two groups: training and testing. Values from the testing set
predicted by the data imputation techmques were compared
to their actual values to evaluate the etffectiveness of each
system.

Example Results

[0027] For non-binomial data, PACE, lincar, ssmple linear
and 1sotonic regression methods were applied. FIG. 3 15 a
table showing the correlation coetficient values of each
method. Correlation coefficient 18 a measure of least square
fitting to the original data. For a given N data pomts (X.Y),
the correlation coeflicient px,y 1s given as equation (5)
where COV(X.Y) 1s a covariance between X and Y and
0X, oy are standard deviation values of X and Y. The expert-
mental results show that PACE regression method works
better on average than other given regression methods.

COV(X,Y) ()
O, X0y

Px vy —

[0028] After calculating the coefficient and constant vari-
ables, the developed algorithm determines missing values
using PACE regression (rounding any non-mteger value
returned by PACE). The accuracies of the obtamed values
range between 83.2% and 98.5%, as shown m FIG. 4.
[0029] The binomual case predicts a potential abnormal
vital sign when missing data exist within WANDA'’s data-
base. C4.5, random tree, naive Bayes, Bayesian network,
VFI, nearest neighbor, PART, DTNB, decision table, and
rotation table algorithms were applied and their recall values
were compared. For each method, ten-fold cross validation
was applhied. In ten-fold validation, the original sample 1s
randomly partitioned mto ten subsets and a single subset 1s
held as a testing model, with the remaimning nine subsets are
used as tramming data. This cross-validation process 1s then
repeated ten times, using a new subset as a testing model for
cach repetition. Recall values are given as:

Tp (6)
I'p+ Fn

recall =

where Tp 1s true positive and F,, 1s false negative. FIG. S1s a
table that illustrates the experimental result, and shows that
naive Bayes, Bayesian network, and VFI have recall values
ofup to 0.7 for weight, 0.714 tfor systolic blood pressure,
0.889 for diastolic blood pressure and 0.906 for heart rate
values.
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[0030] Classifiers were trained 1n two ways. First, unique
classifiers were created for each mdividual where only data
collected trom an individual was used to predict values from
the same mdividual. Second, a grouped classifier was cre-
ated using data from the entire population. Both the mdivi-
dual and grouped classifiers were compared using tenfold
validation to test data from 16 patients. The recall values
of weight, blood pressure, and heart rate are mmproved
when training on the entire group’s data as compared with
traimning each individual’s data separately. FIG. 6 1s a table
that 1llustrates the recall values. For questionnaire data, the
accuracies of results were also better when tramning on all
patients’ data. When training individually, 75% of patients’
data showed 0% accuracy. This 1s because the entire group
has bigger number of data and many imdividual share simi-
larities 1 monitored attributes, such as age, symptoms of
CHE, etc.

[0031] The accuracy of the CHF missing data was
enhanced using the PACE regression method for predicting
and imputing non-binomial data; and Bayesian methods and
voting feature mterval for binomial data. The experimental
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results show that PACE regression works better than linear
regression, simple linear regression, and 1sotonic regression
methods with accuracy values of more than 83.2%. The
experiment comparing Bayes and VFI methods with other
algorithms proves that Bayes and VFI algorithms work bet-
ter (FIG. §) with recall values of up to 0.7 for weight, 0.714
for systolic blood pressure, 0.889 for diastolic blood pres-
sure and (.906 for heart rate values. This study also showed
that 1increased accuracy 1s obtamed by traiming on a large
population as opposed to training the classifiers for each
individual independently.

[0032] While a preferred embodiment of the mmvention has
been 1illustrated and described, 1t will be appreciated that
various changes can be made therein without departing
from the sparit and scope of the invention.

What 1s claimed 1s:

1. A system configured to impute missing patient data for
health care monitoring.

"W W W %
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