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ABSTRACT

The concepts and technologies disclosed herein are directed
to a network-assisted Rait consensus protocol, referred to
herein as “NetRait.” According to one aspect of the concepts
and technologies disclosed herein, a system can include a
plurality of servers operating in a server cluster, and a
plurality of P4 switches corresponding to the plurality of

servers. Each server of the

plurality of servers can include a

back-end that executes a complete Raft algorithm to perform
leader election, log replication, and log commitment of a

Raft consensus algorithm. .
P4 switches can include a

Hach P4 switch of the plurality of
front-end that executes a partial

Raft algorithm to perform the log replication and the log
commitment of the Raft consensus algorithm. The back-end
can maintain a complete state for responding to requests that
cannot be fulfilled by the front-end. The requests can include

read requests and/or write
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P4 SWITCH RECEIVES, FROM BACK-END, BACK-END-
GENERATED RAFT RESPONSE MESSAGE
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P4 SWITCH DOES NOT FORWARD BACK-END-GENERATED
RAFT RESPONSE MESSAGE, AND INSTEAD, EXTRACTS
FLOW CONTROL INFORMATION THEREFROM _
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CLIENT SENDDS READ REQUEST MESSAGE TO SERVER,

WHICH IS NOT CURRENT LEADER

P4 SWITCH; RECEIVES READ REQUEST MESSAGE FROM
SERVER,
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P4 SWITCH: FORWARDS READ REGUEST MESSAGE TO
CURRENT LEADER {SERVER/ IN FIG. 4B}
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LATEST INFORMATION, AND REPLIES TO READ REQUEST |
VMESSAGE IMMEDIATELY WITHOUT INVOLVING SERVER, |
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NETWORK-ASSISTED CONSENSUS
PROTOCOL

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application 1s a continuation of and claims
priority to U.S. patent application Ser. No. 17/101,280,
entitled “Network-Assisted Consensus Protocol,” filed Nov.
23, 2020, now allowed, which i1s incorporated herein by
reference 1n 1ts entirety and which 1s a continuation of and
claims priority to U.S. patent application Ser. No. 16/101,
751, entitled “Network-Assisted Raft Consensus Protocol.”
filed Aug. 13, 2018, now U.S. Pat. No. 10,848,375, which 1s

incorporated herein by reference in its entirety.

STAITEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

[0002] This invention was made with government support
under CNS-1617729 and CNS-1618339 awarded by the
National Science Foundation. Additionally, this immvention
was made with government support under Grant No.
HDTRAI1-14-1-0040 awarded by the Department of
Defense/Defense Advanced Research Projects Agency
(DARPA). The government has certain rights in the mven-
tion.

BACKGROUND

[0003] Daistributed systems often require participants to
agree on some data value that 1s needed during computation.
Consensus algorithms (e.g., Paxos, ZAB, and Raft) facilitate
the participants to reach consensus, even in the face of
failures. These consensus mechamsms tend to incur high
overheads 1n terms of latency since they mnvolve multiple
rounds of communication. This 1s especially true when
strong consistency guarantees are desired. Even without
failure, consensus requires at least the round-trip time
between servers running consensus algorithms.

[0004] Rafit 1s a consensus algorithm designed as an alter-
native to Paxos. Rait was designed to be more understand-
able than Paxos, and Rait 1s formally proven safe. Raift also
provides a better foundation for building practical systems.
To enhance understandability, Raft separates the main con-
sensus components into the following sub-problems: 1)
Leader election: a new leader 1s elected when the current
leader fails; 2) Log replication: the leader accepts log entries
from clients and replicates them, forcing other logs to be
consistent with i1ts own log; and 3) Log commitment: few
restrictions are enforced to ensure safe log commitment, that
1s—11 any member applied a particular command to 1ts state
machine, then no other member may apply a diflerent
command for the same entry. Rait starts by electing a strong
leader, and then gives the leader full responsibility for
managing the replicated log. The leader accepts log entries
from clients (1.e., end devices making requests), and repli-
cates the log entries to other servers. When 1t 1s safe to apply
log entries to the state machines, the leader notifies the
servers to apply the log entries to their local state machines.
[0005] P4 is a language to program data-plane behavior of
network devices. P4 can be used to support customized
functionality (e.g., the evolving OpenFlow standard), spe-
cific datacenter packet processing logic, etc. The P4 lan-
guage composes an abstract forwarding model that uses a
chain of tables for packet processing. The tables match
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pre-defined packet fields, and perform a sequence of actions.
Then, a P4 compiler takes charge of applying the abstract
forwarding model to a concrete implementation on a par-
ticular target platform (e.g., software switches, field-pro-
grammable gate arrays (“FPGAs”™), and the like).

SUMMARY

[0006] Concepts and technologies disclosed herein are
directed to a network-assisted Rait consensus protocol,
referred to herein as “NetRait.” According to one aspect of
the concepts and technologies disclosed herein, a system can
include a plurality of servers operating in a server cluster,
and a plurality of P4 switches corresponding to the plurality
of servers. Each server of the plurality of servers can include
a back-end that executes a complete Rait algorithm to
perform leader election, log replication, and log commuit-
ment of a Rait consensus algorithm. Each P4 switch of the
plurality of P4 switches can include a front-end that executes
a partial Raft algorithm to perform the log replication and
the log commitment of the Raft consensus algorithm. The
back-end can maintain a complete state for responding to
requests that cannot be fulfilled by the front-end. The
requests can 1nclude read requests and/or write requests.

[0007] According to another aspect of the concepts and
technologies disclosed herein, a first server operating 1n a
server cluster can receive, from a client, a read request
message. The first server 1n this case 1s not recognized as a
leader 1n the server cluster. A first P4 switch 1n communi-
cation with the first server can receive, from the client the
read request message. The first P4 switch can forward the
read request message to a second server that 1s recognized as
the leader in the server cluster. A second P4 switch in
communication with the second server can receive the read
request message immediately without 1involving the second
SErver.

[0008] According to another aspect of the concepts and
technologies disclosed herein, a first server operating 1n a
server cluster can receive, from a client, a write request
message. The first server in this case 1s recognized as a
leader 1n the server cluster. A first P4 switch in communi-
cation with the first server can receive, from the first client,
the write request message. The first P4 switch can handle the
write request message. The first P4 switch can notily,
without involving the first server, a second server and a third
server of the cluster of write request results resulting from
the first P4 switch handling the write request message.

[0009] It should be appreciated that the above-described
subject matter may be implemented as a computer-con-
trolled apparatus, a computer process, a computing system,
or as an article of manufacture such as a computer-readable
storage medium. These and various other features will be
apparent from a reading of the following Detailed Descrip-
tion and a review of the associated drawings.

[0010] This Summary 1s provided to introduce a selection
of concepts 1 a simplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to 1dentify key features or essential features of the
claimed subject matter, nor 1s it intended that this Summary
be used to limit the scope of the claimed subject matter.
Furthermore, the claimed subject matter 1s not limited to
implementations that solve any or all disadvantages noted 1n
any part of this disclosure.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1 1s a block diagram 1llustrating a legacy Raft
algorithm overview of a legacy Railt consensus algorithm.

[0012] FIG. 2 1s a block diagram 1illustrating an overview
of Ralt terms.
[0013] FIG. 3 1s a block diagram 1llustrating aspects of a

NetRaft system architecture, according to an illustrative
embodiment.

[0014] FIG. 4A 1s a block diagram 1llustrating aspects of
a legacy Rait read operation.

[0015] FIG. 4B 1s a block diagram 1llustrating aspects of
a NetRait read operation.

[0016] FIG. 5A 1s a block diagram 1llustrating aspects of
a legacy Railt write operation.

[0017] FIG. 5B 1s a block diagram 1llustrating aspects of
a NetRailt write operation.

[0018] FIG. 6 1s a flow diagram 1illustrating aspects of a
method for operating a Raft-aware P4 switch, according to
an illustrative embodiment of the concepts and technologies
disclosed herein.

[0019] FIG. 7 1s a flow diagram 1illustrating aspects of a
method for server selection, according to an illustrative
embodiment of the concepts and technologies disclosed
herein.

[0020] FIG. 8 1s a flow diagram 1illustrating aspects of a
method for executing a NetRait read operation, according to
an illustrative embodiment of the concepts and technologies
disclosed herein.

[0021] FIG. 9 1s a flow diagram 1illustrating aspects of a
method for executing a NetRait write operation, according,
to an 1llustrative embodiment of the concepts and technolo-
gies disclosed herein.

[0022] FIG. 10 1s a block diagram 1llustrating an example
experimental setup for a NetRaft implementation, according
to an illustrative embodiment.

[0023] FIG. 11 1s a block diagram illustrating a software-
defined networking (“SDN”) network capable of imple-
menting aspects of the embodiments disclosed herein.
[0024] FIG. 12 15 a block diagram 1llustrating an example
mobile device capable of mmplementing aspects of the
embodiments disclosed herein.

[0025] FIG. 13 15 a block diagram 1llustrating an example
computer system capable of implementing aspects of the
embodiments presented herein.

[0026] FIG. 14 1s a diagram illustrating a network, accord-
ing to an illustrative embodiment.

[0027] FIG. 15 1s a block diagram 1llustrating aspects of an
illustrative cloud environment capable of implementing
aspects of the embodiments presented herein.

DETAILED DESCRIPTION

[0028] While the subject matter described herein may be
presented, at times, i the general context of program
modules that execute in conjunction with the execution of an
operating system and application programs on a computer
system, those skilled in the art will recogmize that other
implementations may be performed in combination with
other types of program modules. Generally, program mod-
ules include routines, programs, components, data struc-
tures, computer-executable instructions, and/or other types
of structures that perform particular tasks or implement
particular abstract data types. Moreover, those skilled 1n the
art will appreciate that the subject matter described herein
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may be practiced with other computer systems, including
hand-held devices, mobile devices, wireless devices, multi-
processor systems, distributed computing systems, micro-
processor-based or programmable consumer electronics,
minicomputers, mainframe computers, routers, switches,
other computing devices described herein, and the like.

[0029] Distributed systems often require participants to
agree on some data value that 1s needed during computation.
Consensus algorithms (e.g., Paxos, ZAB, and Ratt) facilitate
the participants to reach consensus, even in the face of
failures. These consensus mechamsms tend to incur high
overheads 1n terms of latency since they involve multiple
rounds of communication. This 1s especially true when
strong consistency guarantees are desired. Even without
failure, consensus requires at least the round-trip time
between servers running consensus algorithms. Thus, ofi-
loading application level implementation of a consensus
algorithm to the network oflers the potential to reduce the
consensus latency.

[0030] Several recent projects investigate the offloading of
consensus algorithms to the network. NetPaxos proposes
implementing Paxos in the network by utilizing OpenFlow
switches. NetPaxos can also be implemented using P4, a
domain specific language that allows the programming of a
packet-forwarding data plane. Other eflorts have been made
to implement the entire ZAB consensus algorithm on FPGA
devices using a low-level language. This hardware-based
solution, however, might not be scalable as i1t requires the
storage of potentially large amounts of consensus states,
logic, and even the application data.

[0031] In contrast, the concepts and technologies dis-
closed herein propose a network-assisted Raft consensus
algorithm that takes advantage of programmable P4
switches and offloads certain Rait functionality to the net-
work. The proposed algorithm 1s referred to herein as
“NetRait.” The concepts and technologies disclosed herein
focus on Rafit since 1t has formally proven to be safe and 1s
more understandable than Paxos. Moreover, Raft has been
used in the mmplementation of popular software-defined
networking (“SDN”’) controllers, such as OpenDayLight.

[0032] NetRait effectively reduces consensus latency, is
failure-aware, and does not sacrifice correctness or scalabil-
ity. To enable Raft-aware forwarding and quick response,
NetRaift uses P4-based programmable switches and oflloads
partial Raft functionality to the switch. The concepts and
technologies disclosed herein demonstrate the eflicacy of
this approach and the performance improvements NetRaft
offers via a prototype implementation.

[0033] Raftt 1s a consensus algorithm designed as an alter-
native to Paxos. The designers of Raft intended the algo-
rithm to be more understandable than Paxos, and Raft has
been formally proven sate. Rait also provides a better
foundation for building practical systems. To enhance under-
standability, Rait separates the main consensus components
into the following sub-problems: 1) Leader election: a new
leader 1s elected when the current leader fails; 2) Log
replication: the leader accepts log entries from clients and
replicates the log entries, forcing other logs to be consistent
with the leader’s log; and 3) Log commitment: few restric-
tions are enforced to ensure safe log commitment—that 1s,
i any member applied a particular command to 1ts state
machine, then no other member may apply a diflerent
command for the same entry. Raft starts by electing a strong
leader, and then gives the leader full responsibility for
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managing the replicated log. The leader accepts log entries
from clients (e.g., end devices making requests), and repli-
cates the log entries to other servers. When 1t 1s safe to apply
log entries to the state machines, the leader notifies the other
servers to apply the log entries to their respective local state
machines.

[0034] Turning now to FIG. 1, a block diagram illustrating
a legacy Railt algorithm overview 100 of a legacy Raft
consensus algorithm will be described. Raft server clusters
typically contain an odd number of members (e.g., five
servers and two failures). Each server in a Raft server cluster
can be 1n one of three states: a follower state 102 (*“follower
(s) 102”"), a candidate state (“‘candidate(s) 104™"), or a leader
state 106 (“leader 106”). Typically, a Raft server cluster has
one server operating as the leader 106 and the other servers
operating as the followers 102. The followers 102 can
passively recerve remote procedure calls (“RPCs™) from the
leader 106 or the candidate(s) 104. The candidate(s) 104 can
initiate an election to become the leader 106 after receiving
majority votes from the servers in the Rait server cluster.
The leader 106 responds to requests received from clients
and replicates corresponding log entries to the follower(s)
102. IT a client sends a request to one of the followers 102
instead of the leader 106, the follower 102 can redirect the
request to the leader 106.

[0035] Turning now to FIG. 2, a block diagram 1llustrating
a Raft terms overview 200 will be described. The Raft terms
overview 200 illustrates time 202 that 1s divided into four
terms 204, 206, 208, 210 of arbitrary length. The terms 204,
206, 208, 210 are monotonically increasing integers, where
cach term 204, 206, 208, 210 begins with an election. If a
given candidate 104 wins an election (1.e., a successiul
“election 212, 212', 212”), the candidate 104 will serve as
the leader 106 for the rest of the corresponding term. For
example, terms 204 (*T'17), 208 (*“137), 210 (*T4”) each
begins with a successiul election 212, 212!, 212", and
continues thereafter with normal Raft operations 214, 214,
214", Term 206 (“12”), however, leads to split votes 216,
resulting in no successiul election 212 and no normal Raft
operations 214.

[0036] Terms 204, 206, 208, 210 allow Raft servers to

detect obsolete information, such as information stored by
stale leaders. Current terms are exchanged whenever servers
communicate using RPCs. When a leader 106 or a candidate
104 learns that 1ts current term 1s out of date (1.¢., there exists
a higher term number among the server cluster), the leader
106 or the candidate 104 immediately reverts to the follower
state 102. If a server receives a request (e.g., either a vote
request or a request to replicate a log entry), from the leader
106, with a stale term number, the server will reject the
request.

[0037] The concept of electing the leader 106 will now be
described with reference to FIGS. 1 and 2. The leader 106
of a Raft server cluster sends periodically heartbeats to the
tollowers 102. All other servers remain 1n the follower state
102 as long as they are receiving heartbeats from the
(current) leader 106. IT a given follower 102 does not receive
a heartbeat message during a predefined period of time
(referred to herein as an “election timeout™), the follower
102 assumes that there 1s no leader 106 and starts a new
clection (108). To start a new election, the follower 102 that
encountered the election timeout increments 1ts current term,
votes for itself, and transitions to the candidate state 104.
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The newly-transitioned follower 102 to candidate 104 then
sends RequestVote RPCs to all other servers in the server

cluster (110).

[0038] The candidate 104 wins the election 1f it receives
votes from a majority of the other servers for its term (112).
Then, the candidate 104 transitions to the leader state 106
and sends heartbeats to all other servers in the server cluster
to prevent new elections and to establish 1ts authority for its
term.

[0039] While waiting for votes, the candidate 104 might
receive a heartbeat message from another server claiming to
be the leader 106. If the recerved term number 1s at least as
large as the candidate’s 104 current term, then the candidate

104 will surrender candidateship and transition back to the
tollower state 102 (114).

[0040] If none of the candidates 104 receives a majority
vote, one of the candidates 104 will timeout due to not
receiving heartbeat messages from any leader 106. That
particular candidate 104 then will start a new election (110).
Raft uses randomized timeouts to ensure that split votes 216
(e.g., as shown at T2 206 1n FIG. 2) are a rare event. If one
of the candidates 104 discovers the current leader 106 or a
new term, that candidate reverts back to the follower state

102 (118).

[0041] To ensure safe log commitment, Raft enforces
restrictions on elected leaders to guarantee that all commut-
ted entries from previous terms are present on the new
leader. During the election process, a candidate must receive
a majority vote from the server cluster. A server in the cluster
will vote for the candidate with a higher term and the
candidate with a log that 1s at least as up-to-date as 1ts own
log. Otherwise, the server rejects the vote request. There-
fore, receiving a majority vote means that the log of the new
leader contains all committed entries.

[0042] Turning now to FIG. 3, a block diagram illustrating
aspects ol a NetRaft system architecture 300 will be
described, according to an illustrative embodiment. The

[0043] NetRait system architecture 300 includes a net-
work 302 with which a plurality of P4 switches 304 corre-
sponding to a plurality of servers 306 are in communication.
In particular, P4 SWITCH, 304A 1s shown 1n communica-
tion with SERVER, 306A; P4 SWITCH, 304B 1s shown 1n
communication with SERVER, 306B; and P4 SWITCH,
304C 1s shown 1n communication with SERVER, 306C.
Although only three P4 switches 304 and three servers 306
are shown, those skilled 1n the art will appreciate 1mple-
mentations with different complexity (i.e., greater or fewer
number of P4 switches 304 and/or servers 306) are possible.
The NetRaft system architecture 300 also shows a client 308
operating in communication with the P4 SWITCH, 304B.

[0044] The network 302 can be or can include any packet
network capable of exchanging data packets (e.g., among
the client 308, the P4 switches 304, and the servers 306).
Additional details regarding the network 302 are provided
herein with reference to FIG. 14.

[0045] The P4 switches 304 utilize the P4 language to
control data-plane behavior. The P4 language can be used to
support customized functionality (e.g., the evolving Open-
Flow standard), specific data-center packet processing logic,
and the like. The P4 language composes an abstract for-
warding model that uses a chain of tables for packet pro-
cessing. The tables match pre-defined packet fields, and
perform a sequence of actions. A P4 compiler then takes
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charge of applying the abstract forwarding model to create
a concrete implementation on a particular target platform

(e.g., the P4 switches 304).

[0046] There are five major components 1in a P4 program:
1) control blocks that specily a way of composing tables; 2)
tables that specily packet processing logic, a high-level
behavior representation about field matching and corre-
sponding actions; 3) customized packet header fields that are
a collection of packet bytes; 4) a packet header parser that
describes a way of transforming incoming packets to field
matching instances; and 5) actions that forward or drop
packets, modily fields, perform stateful memory operations,
and encapsulate or decapsulate headers.

[0047] NetRailt uses registers to keep track of Ratt states
like logs and state machines. Registers provide persistent
states that can be organized as an array of cells. NetRait
specifies the size of each cell and the number of cells 1n the
array ol cells when declaring a register for Raift state.

[0048] A unique feature of NetRatt 1s the ability to dupli-
cate only the necessary logic to the P4 switches 304 that act
as a cache to reduce consensus latency. Thus, NetRaft
mimmizes the storage of replicated log entries and state
machines in the P4 switches 304. As will be described in
turther detail below, 1n NetRafit, the entire Ratt algorithm 1s
still running on the servers 306. This partial offloading
architecture helps improve the performance of Rait, espe-
cially the consensus latency, without sacrificing scalability.

[0049] The concepts and technologies disclosed herein
aim to improve the performance of Raft without sacrificing
correctness and scalability by the mtroduction of NetRaft.
As described above with reference to FIG. 1, Raft has three
roles: the leader 106 who maintains consensus in a central-
1zed way, the follower(s) 102 who passively respond(s) to
Raft RPCs, and the candidate(s) 104 who 1s/are converted/
transitioned from a follower 102 during leader election when
the original leader fails. The basic version of legacy Rafit has
only two RPCs: RequestVote 1ssued by a candidate during
clection and AppendEntries issued by the leader to send
heartbeats or log entries. Thus, legacy Rait has only four
message types (two RPCs and two responses) compared to
ten types in ZAB. NetRaift offloads the processing of Appen-

dEntries messages and the responses of RequestVote to the
P4 switches 304.

[0050] There are three fundamental requirements for a
successiul implementation of NetRaft. First, the implemen-
tation should guarantee the correctness of the Raft algorithm
when offloading 1ts processing logic to the P4 switches 304.
Second, the Ratt logic on the P4 switches 304 should be able
to respond to most requests directly for improved perior-
mance. Third, the Raft logic on the P4 switches 304 should
sately discard obsolete log entries and state machines for
scalability. As mentioned above, 1n the basic Rait consensus
algorithm, there are three major elements: leader election,
log replication, and log commitment.

[0051] To satisiy the above requirements, the illustrated
NetRaft system architecture 300 includes two components:
a front-end 310 implemented in the P4 switch 304 (in the
illustrated embodiment, the P4 SWITCH, 304C) executing
a partial Raft algorithm 312 to perform log replication 314
and log commitment 316 clements for NetRaft, and a
back-end 318 1n the server 306 (in the 1illustrated embodi-
ment, the SERVER, 306C) running a complete Rait algo-
rithm 320. Log replication 314, 314" and log commitment
316, 316' elements are duplicated at the front-end 310 and
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the back-end 318 to improve performance and scalability.
The front-end 310 enhances Rait in two aspects. In particu-
lar, the front-end 310 1s able to perform Raft-aware forward-
ing, and can quickly respond to Raft requests by rewriting
the incoming packets. A job of the back-end 318 1s to
execute the complete Raft algorithm 320 to perform leader
clection 322 and to maintain complete states 324 on the

server 306 for responding to certain requests that might not
be fulfilled by the front-end 310.

[0052] The P4 switch, via the front-end 310, parses Raft
request messages and caches Rafit states using P4’s primitive
actions. Upon recerving a request, the front-end 310 parses
the request message and rewrites the request message to
construct a corresponding response message. The front-end
310 also forwards the original packet to the back-end 318 for
a liveness check. The back-end 318 sends a response mes-
sage to the P4 switch 304, but the front-end 310 does not
forward the response message, and istead, only extracts any
necessary flow control information therefrom. For certain
requests, the front-end 310 might not be able to generate a
response due to the limited information available on the P4
switch 304; such a request will be served normally by the
back-end 318. For example, when a new server joins the
server cluster, the new server attempts to fetch all the logs.
These logs might not all be available at the front-end 310,
and 1n such instances, the back-end 318 would serve the
request.

[0053] The front-end 310 can forward certain Raft mes-
sages without involving the back-end 318. In Raft, requests
from the client 308 can only be handled by the leader 106.
In the bootstrap phase, the client 308 randomly picks a
server 1n the cluster with which to communicate. If the
selected server 1s not the leader 106, the selected server
notifies the client 308 of the leader’s IP address (1f known).
The client 308 then 1ssues a new request to the leader 106.
In NetRait, since the front-end 310 1s aware of Rait (via
implementation of the partial Ratft algorithm 312), the front-
end 310 of the selected server can forward the request to the
leader 106 directly and reduce the communication overhead,
as will be described in greater detail below with reference to

FIGS. 4A-4B and SA-5B.

[0054] The front-end 310 can discard obsolete information
because the back-end 318 always keeps the necessary infor-
mation. However, the mechanism for discarding state
machines 1s different from discarding obsolete log entries
because the front-end 310 needs to know whether a
requested 1tem 1s already 1n the front-end 310 state machine
or the back-end state machine. Thus, before discarding a
state machine cached in the front-end 310, the front-end 310
ensures the back-end 318 1s 1n sync before deleting state
information.

[0055] Turning now to FIGS. 4A-4B, block diagrams
illustrating a comparison between a read operation as per-
formed by legacy rait (400) and a read operation as per-
formed by NetRatit (406) will be described. In both cases, the
client 308 sends (402) a read request to the SERVER,, 3068,

which 1s not the leader 106. In legacy raft (400) the
SERVER, 3068 will notify the client 308 that the SERVER,

306A1s the leader 106 and then the client 308 re-sends (404)
the read request to the SERVER, 306A. In NetRaft (406), a
Raft-aware switch, P4 SWI“CH 304B, connected to the
SERVER ., 306B receives the read request and then forwards
it to the leader 106 (SERVER, 306A) directly (408). Since
P4 SWITCH, 304A1s Raft-aware (via implementation of the
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partial Raft algorithm 312) and 1s connected to the
SERVER, 306A operating 1n the leader state 106 and having
the latest mformatlon the P4 SWITCH, 304A can reply to
the client’s request immediately Wlthout involving the

SERVER, 306A.

[0056] Turning now to FIGS. 5A-35B, block diagrams
illustrating a comparison between a write operation as
performed by legacy Rait (500) and a write operation as
performed by NetRait (508) will be described. In both cases,
the client 308 sends a write request (502) to the leader 106
(SERVER, 306A). In legacy Ratt (500), the SERVER,; 306A
will then notify the SERVER, 3068 and the SERVER; 306C
of the write results (504, 506, respectively). In NetRait 508,
after a Raft-aware switch, P4 SWITCH, 304 A, connected to
the SERVER, 306A receives a write request (510), the P4
SWITCH, 304 A can handle the write request and notify the
results to the SERVER, 306B and the SERVER; 306C
directly without mvolving the SERVER, 306A (512, 514,
respectively). Moreover, when the P4 SWITCH, 304B and
the P4 SWITCH, 304C recerve the results, these P4 switches
can respond immediately.

[0057] Turning now to FIG. 6, aspects of a method 600 for
operating a Raft-aware P4 switch, such as one of the P4
switches 304, will be described, according to an 1llustrative
embodiment of the concepts and technologies disclosed
herein. It should be understood that the operations of the
methods disclosed herein are not necessarily presented in
any particular order and that performance of some or all of
the operations in an alternative order(s) 1s possible and 1s
contemplated. The operations have been presented in the
demonstrated order for ease of description and illustration.
Operations may be added, omaitted, and/or performed simul-
taneously, without departing from the scope of the concepts
and technologies disclosed herein.

[0058] It also should be understood that the methods
disclosed herein can be ended at any time and need not be
performed 1n its entirety. Some or all operations of the
methods, and/or substantially equivalent operations, can be
performed by execution of computer-readable instructions
included on a computer storage media, as defined herein.
The term “computer-readable instructions,” and variants
thereol, as used herein, 1s used expansively to include
routines, applications, application modules, program mod-
ules, programs, components, data structures, algorithms, and
the like. Computer-readable instructions can be imple-
mented on various system configurations including single-
processor or multiprocessor systems, minicomputers, main-
frame computers, personal computers, hand-held computing
devices, microprocessor-based, programmable consumer
electronics, servers, routers, switches, combinations thereof,

and the like.

[0059] Thus, 1t should be appreciated that the logical
operations described herein are implemented (1) as a
sequence ol computer implemented acts or program mod-
ules running on a computing system and/or (2) as intercon-
nected machine logic circuits or circuit modules within the
computing system. The implementation 1s a matter of choice
dependent on the performance and other requirements of the
computing system. Accordingly, the logical operations
described herein are referred to variously as states, opera-
tions, structural devices, acts, or modules. These states,
operations, structural devices, acts, and modules may be
implemented 1n software, 1 firmware, in special purpose
digital logic, and any combination thereof. As used herein,
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the phrase “cause a processor to perform operations” and
variants thereof 1s used to refer to causing a processor or
other processing component(s) disclosed herein to perform
operations. It should be understood that the performance of
one or more operations may include operations executed by
one or more virtual processors at the instructions of one or
more of the aforementioned hardware processors.

[0060] The method 600 begins and proceeds to operation
602, where the P4 switch 304 receives a Ralt request
message. From operation 602, the method 600 proceeds to
operation 604, where the P4 switch 304 parses the raft
request message. From operation 604, the method 600
proceeds to operation 606, where the P4 switch 304 rewrites
the Ralt request message to construct a corresponding
front-end-generated Raft response message. From operation
606, the method 600 proceeds to operation 608, where the
P4 switch 304 forwards the Raft request message to the
back-end 318 for a liveness check. From operation 608, the
method 600 proceeds to operation 610, where the P4 switch
304 receives, from the back-end 318, a back-end-generated
Raft response message. From operation 610, the method 600
proceeds to operation 612, where the P4 switch 304 does not
torward the back-end-generated Rait response message, and
instead, extracts flow control information therefrom. From
operation 612, the method 600 proceeds to operation 614,
where the method 600 ends.

[0061] Turning now to FIG. 7, a flow diagram 1illustrating
aspects of a method 700 for server selection will be
described, according to an illustrative embodiment of the
concepts and technologies disclosed herein. The method 700
begins and proceeds to operation 702, where the client 308
generates a request message. From operation 702, the
method 700 proceeds to operation 704, where, during a
bootstrap phase, the client 308 randomly selects one of the
servers 306 1n a server cluster with which to communicate.
From operation 704, the method 700 proceeds to operation
706, where the client 308 1ssues a new request to the selected
server. From operation 706, the method 700 proceeds to
operation 708, where 1t 1s determined 11 the selected server
1s operating in the leader state 106. It the selected server 1s
operating in the leader state 106, the method 700 proceeds
to operation 710, where the method 700 ends. If, however,
the selected server 1s not operating 1n the leader state 106,
the method 700 proceeds to operation 712, where the
front-end 310 of the P4 switch 304 1n communication with
the selected server forwards a new request to the leader 106,
thereby reducing the communication overhead generated in
legacy Rait. From operation 712, the method 700 proceeds
to operation 710, where the method 700 ends.

[0062] Turning now to FIG. 8, a tflow diagram 1illustrating
aspects of a method 800 for executing a NetRaft read
operation will be described, according to an illustrative
embodiment of the concepts and technologies disclosed
herein. The method 800 will be described with reference to
FIG. 8 and additional reference to FIG. 4B. The method 800
begins and proceeds to operation 802, where the client 308
sends a read request message to the SERVER, 3068, which
1s not the current leader 106 in the server cluster. From

operation 802, the method 800 proceeds to operation 804,
where the P4 SWITCH, 304B receives the read request

message Irom the SERVER,, 306B. From operation 804, the
method 800 proceeds to operation 806, where the P4
SWITCH, 304B forwards the read request message to the
current leader (the SERVER, 306A in FIG. 4B). From
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operation 806, the method 800 proceeds to operation 808,
where the P4 SWITCH, 304A, which 1s connected to the
SERVER, 306A, has the latest information, and replies to
the read request message immediately without involving the

SERVER,; 306A. From operation 808, the method 800
proceeds to operation 810, where the method 800 ends.

[0063] Turning now to FIG. 9, a flow diagram illustrating
aspects ol a method 900 for executing a NetRait write
operation will be described, according to an illustrative
embodiment of the concepts and technologies disclosed
herein. The method 900 will be described with reference to
FIG. 9 and additional reference to FIG. 5B. The method 900
begins and proceeds to operation 902, where the client 308
sends a write request message to the SERVER, 306A, which
1s the current leader 106 in the server cluster. From operation
902, the method 900 proceeds to operation 904, where the
P4 SWITCH, 304A receives a write request message. From
operation 904, the method 900 proceeds to operation 906,
where the P4 SWITCH, 304A handles the write request
message. From operation 906, the method 900 proceeds to
operation 908, where the P4 SWITCH, 304A notifies the
SERVER, 3068 and the SERVER, 306C of the write request
results without involving the SERVER, 306A. From opera-

tion 908, the method 900 proceeds to operation 910, where
the method 900 ends.

[0064] Turning now to FIG. 10, a block diagram illustrat-
ing an example experimental setup 1000 for a NetRafit
implementation will be described, according to an 1llustra-
tive embodiment. The experimental setup 1000 shows the
SERVER, 306A operating as the leader 106, and the
SERVER, 3068 and the SERVER, 306C operating as fol-
lowers 102, 102'. The P4 switches 304A-304D are also
shown. The client 308 1s in communication with the P4
SWITCH, 304D.

[0065] Inthe experimental setup 1000, the interval of RPC
calls can be measured (e.g., using LogCabin or similar
software) and the timestamps for each RCP call can be
recorded by network interface controllers (“NICs™) 1006 of
cach P4 switch 304. The latency (in us) between the leader
106 and the followers 102, 102' for a heartbeat message and
the client’s write requests are shown 1n a table 1004. The
latency 1s decomposed 1nto several fine-grained segments.
Latency savings from NetRaft over Rait can be observed for
both heartbeat messages and write request messages. More-
over, the experimental setup 1000 demonstrates that NetRafit
does not add significant memory usage for P4 switches 304
compared to P4 switches 304 performing regular forward-
ing. It should be noted that the results shown 1n the table
1004 are from a simulation of one P4 switch 304. Those
skilled 1n the art will appreciate the expectancy of better
performance when running the front-end 310 disclosed
herein for NetRaft on a real hardware P4 switch.

[0066] The table 1004 shows the decomposed latency
between a leader 106 and a follower 102. Column a shows
RPC latency at the leader side and the bidirectional latency
between SERVER, 306A and P4 SWITCH, 304D. Column
b shows the bidirectional latency in P4 SWITCH, 304A.
Column ¢ shows the bidirectional latency between P4
SWITCH, 304A and P4 SWITCH, 304B. Column d shows
the bidirectional latency in P4 SWITCH, 304B. Column e
shows bidirectional latency between P4 SWITCH, 304B
and SERVER, 3068 and the latency of the follower 102.

[0067] Turning now to FIG. 11, a block diagram illustrat-
ing aspects of an SDN network 1100 for implementing
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various aspects of the concepts and technologies disclosed
herein will be described. The illustrated SDN network 1100
includes a SDN network data plane 1102, a SDN network
control plane 1104, and a SDN network application plane
1106.

[0068] The SDN network data plane 1102 1s a network
plane responsible for bearing data tratlic. The illustrated
SDN network data plane 1102 includes SDN elements
1108-1108K. The SDN clements 1108-1108K can be or can
include SDN-enabled network elements such as switches,
routers, gateways, the like, or any combination thereof. In
accordance with the concepts and technologies disclosed
herein, the SDN elements 1108-1108K can include the P4
switches 304.

[0069] The SDN network control plane 1104 1s a network
plane responsible for controlling elements of the SDN
network data plane 1102. The illustrated SDN network
control plane 1104 includes SDN controllers 1110-1110M.
The SDN controllers 1110-1110M are logically centralized
network entities that perform operations, including translat-
ing an intent of one or more SDN applications 1112-1112N
operating within the SDN network application plane 1106 to
rules and action sets that are useable by the SDN elements
1108-1108K operating within the SDN network data plane
1102.

[0070] The rules can include criterion such as, for
example, switch port, VLAN ID, VLAN PCP, MAC source
address, MAC destination address, Ethernet type, IP source
address, IP destination address, IP ToS, IP Protocol, L4
Source Port, and L4 Destination Port. The rules can be
matched to one or more actions such as, for example, an
action to forward traflic to one or more ports, an action to
drop one or more packets, an action to encapsulate one or
more packets and forward to a controller, an action to send
one or more packets to a normal processing pipeline, and an
action to modily one or more fields of one or more packets.
Those skilled i the art will appreciate the breadth of
possible rule and action sets utilized 1n a particular 1imple-
mentation to achieve desired results. As such, the aloremen-
tioned examples should not be construed as being limiting in
any way.

[0071] The illustrated SDN network application plane
1106 1s a network plane responsible for providing the SDN
applications 1112-1112N. The SDN applications 1112-
1112N are programs that can explicitly, directly, and pro-
grammatically communicate network requirements/intents
and desired network behavior to the SDN controllers 1110-
1110M.

[0072] Turning now to FIG. 12, an illustrative mobile
device 1200 and components thereof will be described. In
some embodiments, the client 308 1s/are configured the
same as or similar to the mobile device 1200. While con-
nections are not shown between the various components
illustrated 1n FIG. 12, 1t should be understood that some,
none, or all of the components 1llustrated in FIG. 12 can be
configured to interact with one other to carry out various
device functions. In some embodiments, the components are
arranged so as to communicate via one or more busses (not
shown). Thus, 1t should be understood that FIG. 12 and the
following description are intended to provide a general
understanding of a suitable environment in which various
aspects of embodiments can be implemented, and should not
be construed as being limiting in any way.
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[0073] As 1llustrated in FIG. 12, the mobile device 1200
can include a display 1202 for displaying data. According to
various embodiments, the display 1202 can be configured to
display various GUI elements, text, images, video, virtual
keypads and/or keyboards, messaging data, notification
messages, metadata, internet content, device status, time,
date, calendar data, device preferences, map and location
data, combinations thereof, and/or the like. The mobile
device 1200 also can include a processor 1204 and a
memory or other data storage device (“memory”) 1206. The
processor 1204 can be configured to process data and/or can
execute computer-executable instructions stored 1n the
memory 1206. The computer-executable instructions
executed by the processor 1204 can include, for example, an
operating system 1208, one or more applications 1210, other
computer-executable istructions stored 1n a memory 1206,
or the like. In some embodiments, the applications 1210 also
can include a user itertace (“UI”) application (not 1llus-

trated i FIG. 12).

[0074] The UI application can interface with the operating
system 1208 to facilitate user iteraction with functionality
and/or data stored at the mobile device 1200 and/or stored

clsewhere. In some embodiments, the operating system 1208
can mnclude a member of the SYMBIAN OS family of

operating systems from SYMBIAN LIMITED, a member of
the WINDOWS MOBILE OS and/or WINDOWS PHONE
OS families of operating systems from MICROSOFT COR -
PORATION, a member of the PALM WEBOS family of
operating systems from HEWLETT PACKARD CORPO-
RATION, a member of the BLACKBERRY OS family of
operating systems from RESEARCH IN MOTION LIM-
ITED, a member of the 10S family of operating systems
from APPLE INC., a member of the ANDROID OS family
of operating systems from GOOGLE INC., and/or other
operating systems. These operating systems are merely
illustrative of some contemplated operating systems that
may be used 1n accordance with various embodiments of the
concepts and technologies described herein and therefore
should not be construed as being limiting in any way.

[0075] The UI application can be executed by the proces-
sor 1204 to aid a user 1n dialing telephone numbers, entering
content, viewing account information, answering/initiating
calls, entering/deleting data, entering and setting user 1Ds
and passwords for device access, configuring settings,
manipulating address book content and/or settings, multi-
mode interaction, interacting with other applications 1210,
and otherwise facilitating user interaction with the operating
system 1208, the applications 1210, and/or other types or
instances of data 1212 that can be stored at the mobile device
1200. According to various embodiments, the data 1212 can
include, for example, telephone dialer applications, presence
applications, visual voice mail applications, messaging
applications, text-to-speech and speech-to-text applications,
add-ons, plug-ins, email applications, music applications,
video applications, camera applications, location-based ser-
vice applications, power conservation applications, game
applications, productivity applications, entertainment appli-
cations, enterprise applications, combinations thereof, and
the like. The applications 1210, the data 1212, and/or
portions thereol can be stored 1n the memory 1206 and/or in
a firmware 1214, and can be executed by the processor 1204.
The firmware 1214 also can store code for execution during
device power up and power down operations. It can be
appreciated that the firmware 1214 can be stored 1n a volatile
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or non-volatile data storage device including, but not limited
to, the memory 1206 and/or a portion thereof.

[0076] The mobile device 1200 also can include an mput/
output (“I/O”") interface 1216. The I/O mterface 1216 can be
configured to support the mmput/output of data such as
location information, user information, organization infor-
mation, presence status information, user IDs, passwords,
and application mitiation (start-up) requests. In some
embodiments, the 1/0 interface 1216 can include a hardwire
connection such as USB port, a mim-USB port, a micro-
USB port, an audio jack, a PS2 port, an IEEE 1394 (“FIRE-
WIRE”) port, a serial port, a parallel port, an Ethernet
(RJ45) port, an RJI10 port, a proprietary port, combinations
thereof, or the like. In some embodiments, the mobile device
1200 can be configured to synchronize with another device
to transfer content to and/or from the mobile device 1200. In
some embodiments, the mobile device 1200 can be config-
ured to receive updates to one or more of the applications
1210 via the I/O interface 1216, though this 1s not neces-
sarily the case. In some embodiments, the I/O interface 1216
accepts I/O devices such as keyboards, keypads, mice,
interface tethers, printers, plotters, external storage, touch/
multi-touch screens, touch pads, trackballs, joysticks, micro-
phones, remote control devices, displays, projectors, medi-
cal equipment (e.g., stethoscopes, heart monitors, and other
health metric monitors), modems, routers, external power
sources, docking stations, combinations thereof, and the
like. It should be appreciated that the I/0 interface 1216 may

be used for communications between the mobile device
1200 and a network device or local device.

[0077] The mobile device 1200 also can include a com-

munications component 1218. The communications compo-
nent 1218 can be configured to iterface with the processor
1204 to facilitate wired and/or wireless communications
with one or more networks such as one or more IP access
networks and/or one or more circuit access networks. In
some embodiments, other networks include networks that
utilize non-cellular wireless technologies such as WI-FI or
WIMAX. In some embodiments, the communications com-
ponent 1218 includes a multimode communications subsys-
tem for facilitating communications via the cellular network
and one or more other networks.

[0078] The communications component 1218, in some
embodiments, includes one or more transceivers. The one or
more transcervers, 1f included, can be configured to com-
municate over the same and/or diflerent wireless technology
standards with respect to one another. For example, in some
embodiments one or more of the transceivers of the com-
munications component 1218 may be configured to com-
municate using GSM, CDMA ONE, CDMA2000, LTE, and
various other 2G, 2.5G, 3G, 4G, 5G, and greater generation
technology standards. Moreover, the communications com-
ponent 1218 may facilitate communications over various
channel access methods (which may or may not be used by
the aforementioned standards) including, but not limited to,

TDMA, FDMA, W-CDMA, OFDM, SDMA, and the like.

[0079] In addition, the communications component 1218
may facilitate data communications using GPRS, EDGE,
HSPA protocol family including HSDPA, EUL or otherwise
termed HSUPA, HSPA+, and wvarious other current and
future wireless data access standards. In the illustrated
embodiment, the commumications component 1218 can
include a first transceiver (“TxRx”) 1220A that can operate
in a first communications mode (e.g., GSM). The commu-
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nications component 1218 also can include an N? trans-
ceiver (“TxRx”’) 1220N that can operate 1 a second com-
munications mode relative to the first transceiver 1220A
(e.g., UMTS). While two transceivers 1220A-1220N (here-
inafter collectively and/or generically referred to as “trans-
ceivers 12207) are shown 1n FIG. 12, it should be appreci-
ated that less than two, two, and/or more than two
transceivers 1220 can be included in the communications
component 1218.

[0080] The communications component 1218 also can
include an alternative transceiver (“Alt TxRx) 1222 for
supporting other types and/or standards of communications.
According to various contemplated embodiments, the alter-
native transceiver 1222 can communicate using various

communications technologies such as, for example, WI-FI,
WIMAX, BLUETOQOTH, infrared, infrared data association

(“IRDA”), near-field communications (“NFC”), other radio

frequency (“REF”) technologies, combinations thereof, and
the like.

[0081] In some embodiments, the communications com-
ponent 1218 also can {facilitate reception from terrestrial
radio networks, digital satellite radio networks, internet-
based radio service networks, combinations thereof, and the
like. The communications component 1218 can process data
from a network such as the Internet, an intranet, a broadband
network, a WI-FI hotspot, an Internet service provider

(“ISP”), a digital subscriber line (“DSL”) provider, a broad-
band provider, combinations thereof, or the like.

[0082] The mobile device 1200 also can include one or
more sensors 1224. The sensors 1224 can include tempera-
ture sensors, light sensors, air quality sensors, movement
sensors, orientation sensors, Noise sensors, proximity sen-
sors, or the like. As such, 1t should be understood that the
sensors 1224 can include, but are not limited to, accelerom-
cters, magnetometers, gyroscopes, infrared sensors, noise
sensors, microphones, combinations thereof, or the like.
Additionally, audio capabilities for the mobile device 1200
may be provided by an audio I/O component 1226. The
audio I/O component 1226 of the mobile device 1200 can
include one or more speakers for the output of audio signals,
one or more microphones for the collection and/or input of
audio signals, and/or other audio input and/or output
devices.

[0083] The 1llustrated mobile device 1200 also can include
a subscriber identity module (*“SIM™) system 1228. The SIM
system 1228 can include a unmiversal SIM (“USIM™), a
universal 1integrated circuit card (“UICC”) and/or other
identity devices. The SIM system 1228 can include and/or
can be connected to or inserted into an interface such as a
slot interface 1230. In some embodiments, the slot interface
1230 can be configured to accept insertion of other identity
cards or modules for accessing various types ol networks.
Additionally, or alternatively, the slot interface 1230 can be
configured to accept multiple subscriber identity cards.
Because other devices and/or modules for identifying users
and/or the mobile device 1200 are contemplated, 1t should be
understood that these embodiments are illustrative, and
should not be construed as being limiting 1n any way.

[0084] The mobile device 1200 also can include an image
capture and processing system 1232 (“image system™). The
image system 1232 can be configured to capture or other-
wise obtain photos, videos, and/or other visual information.
As such, the image system 1232 can include cameras, lenses,
charge-coupled devices (“CCDs”), combinations thereot, or
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the like. The mobile device 1200 may also 1nclude a video
system 1234. The video system 1234 can be configured to
capture, process, record, modily, and/or store video content.
Photos and videos obtained using the image system 1232
and the video system 1234, respectively, may be added as
message content to a multimedia message service (“MMS™)
message, email message, and sent to another mobile device.
The video and/or photo content also can be shared with other
devices via various types of data transiers via wired and/or
wireless communication devices as described herein.

[0085] The mobile device 1200 also can include one or
more location components 1236. The location components
1236 can be configured to send and/or receive signals to
determine a geographic location of the mobile device 1200.
According to various embodiments, the location compo-
nents 1236 can send and/or receive signals from GPS
devices, assisted GPS (“A-GPS”) devices, WI-FI/WIMAX
and/or cellular network triangulation data, combinations
thereof, and the like. The location component 1236 also can
be configured to communicate with the communications
component 1218 to retrieve triangulation data for determin-
ing a location of the mobile device 1200. In some embodi-
ments, the location component 1236 can interface with
cellular network nodes, telephone lines, satellites, location
transmitters and/or beacons, wireless network transmitters
and receivers, combinations thereof, and the like. In some
embodiments, the location component 1236 can include
and/or can communicate with one or more of the sensors
1224 such as a compass, an accelerometer, and/or a gyro-
scope to determine the orientation of the mobile device
1200. Using the location component 1236, the mobile device
1200 can generate and/or receirve data to i1dentily its geo-
graphic location, or to transmit data used by other devices to
determine the location of the mobile device 1200. The
location component 1236 may include multiple components

for determining the location and/or orientation of the mobile
device 1200.

[0086] The illustrated mobile device 1200 also can include
a power source 1238. The power source 1238 can include
one or more batteries, power supplies, power cells, and/or
other power subsystems including alternating current
(“AC”) and/or direct current (“DC”) power devices. The
power source 1238 also can interface with an external power
system or charging equipment via a power /O component
1240. Because the mobile device 1200 can include addi-
tional and/or alternative components, the above embodiment
should be understood as being illustrative of one possible
operating environment for various embodiments of the con-
cepts and technologies described herein. The described
embodiment of the mobile device 1200 1s 1llustrative, and
should not be construed as being limiting in any way.

[0087] FIG. 13 15 a block diagram 1llustrating a computer
system 1300 configured to provide the functionality 1n
accordance with various embodiments of the concepts and
technologies disclosed herein. In some embodiments, the P4
switches 304, the servers 306, and/or the client 308 can be
configured, at least in part, like the architecture of the
computer system 1300. It should be understood, however,
that modification to the architecture may be made to facili-
tate certain interactions among elements described herein.

[0088] The computer system 1300 includes a processing
umt 1302, a memory 1304, one or more user interface
devices 1306, one or more input/output (“I/O”) devices
1308, and one or more network devices 1310, each of which
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1s operatively connected to a system bus 1312. The bus 1312
enables bi-directional communication between the process-

ing unit 1302, the memory 1304, the user interface devices
1306, the I/O devices 1308, and the network devices 1310.

[0089] The processing unit 1302 may be a standard central
processor that performs arithmetic and logical operations, a
more specific purpose programmable logic controller
(“PLC”), a programmable gate array, or other type of
processor known to those skilled in the art and suitable for
controlling the operation of the server computer. Processing
units are generally known, and therefore are not described in
turther detail herein.

[0090] The memory 1304 communicates with the process-
ing unit 1302 via the system bus 1312. In some embodi-
ments, the memory 1304 1s operatively connected to a
memory controller (not shown) that enables communication
with the processing unit 1302 via the system bus 1312. The
illustrated memory 1304 includes an operating system 1314
and one or more program modules 1316. The operating

system 1314 can include, but 1s not limited to, members of
the WINDOWS, WINDOWS CE, and/or WINDOWS

MOBILE families of operating systems from MICROSOFT
CORPORATION, the LINUX family of operating systems,
the SYMBIAN family of operating systems from SYM-
BIAN LIMITED, the BREW family of operating systems
from QUALCOMM CORPORATION, the MAC OS, OS X,
and/or 10S families of operating systems from APPLE
CORPORATION, the FREEBSD family of operating sys-
tems, the SOLARIS family of operating systems from
ORACLE CORPORATION, other operating systems, and
the like.

[0091] The program modules 1316 may include various
software and/or program modules to perform the various
operations described herein. The program modules 1316
and/or other programs can be embodied 1n computer-read-
able media containing instructions that, when executed by
the processing unit 1302, perform various operations such as
those described herein. According to embodiments, the
program modules 1316 may be embodied in hardware,
software, firmware, or any combination thereof. In the
illustrated example, the program modules 1316 include a
NetRaft algorithm 1320, which can be implemented as the
partial Raft algorithm 312 in the front-end 310 of the P4
switch 304, or as the complete Raft algorithm 320 in the
back-end 318 of the server 306.

[0092] By way of example, and not limitation, computer-
readable media may include any available computer storage
media or communication media that can be accessed by the
computer system 1300. Communication media includes
computer-readable 1instructions, data structures, program
modules, or other data 1n a modulated data signal such as a
carrier wave or other transport mechanism and includes any
delivery media. The term “modulated data signal” means a
signal that has one or more of 1ts characteristics changed or
set 1n a manner as to encode information in the signal. By
way ol example, and not limitation, communication media
includes wired media such as a wired network or direct-
wired connection, and wireless media such as acoustic, RF,
inirared and other wireless media. Combinations of any of
the above should also be included within the scope of
computer-readable media.

[0093] Computer storage media includes volatile and non-
volatile, removable and non-removable media implemented
in any method or technology for storage of information such
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as computer-readable nstructions, data structures, program
modules, or other data. Computer storage media includes,
but 1s not limited to, RAM, ROM, Erasable Programmable
ROM (“EPROM™), FElectrically Erasable Programmable
ROM (“EEPROM?”), flash memory or other solid state
memory technology, CD-ROM, digital versatile disks
(“DVD?”), or other optical storage, magnetic cassettes, mag-
netic tape, magnetic disk storage or other magnetic storage
devices, or any other medium which can be used to store the
desired information and which can be accessed by the
computer system 1300. In the claims, the phrase “computer
storage medium” and variations thereof does not include
waves or signals per se and/or communication media.

[0094] The user interface devices 1306 may include one or
more devices with which a user accesses the computer
system 1300. The user interface devices 1306 may include,
but are not limited to, computers, servers, PDAs, cellular
phones, or any suitable computing devices. The I/O devices
1308 cnable a user to interface with the program modules
1316. In one embodiment, the I/O devices 1308 are opera-
tively connected to an I/O controller (not shown) that
enables communication with the processing unit 1302 via
the system bus 1312. The I/0 devices 1308 may include one
or more mput devices, such as, but not limited to, a key-
board, a mouse, or an electronic stylus. Further, the 1I/O
devices 1308 may include one or more output devices, such
as, but not limited to, a display screen or a printer. In some
embodiments, the 1/0 devices 1308 can be used for manual
controls for operations to exercise under certain emergency
situations.

[0095] The network devices 1310 enable the computer
system 1300 to communicate with other networks or remote
systems via a network 1318, which can be or can include the
network 302. Examples of the network devices 1310
include, but are not limited to, a modem, a radio frequency
(“REF”) or infrared (“IR”) transceiver, a telephonic interface,
a bridge, a router, or a network card. The network 1318 may
include a wireless network such as, but not limited to, a

Wireless Local Area Network (“WLAN”), a Wireless Wide
Area Network (“WWAN™), a Wireless Personal Area Net-
work (“WPAN”") such as provided via BLUETOOTH tech-
nology, a Wireless Metropolitan Area Network (“WMAN™)
such as a WiMAX network or metropolitan cellular network.
Alternatively, the network 1318 may be a wired network
such as, but not limited to, a Wide Area Network (“WAN™),
a wired Personal Area Network (“PAN”), or a wired Met-

ropolitan Area Network (“MAN”). The network 1318 may
be any other network described herein.

[0096] Turning now to FIG. 14, details of a network 1400
are 1llustrated, according to an illustrative embodiment. The
network 302 can be or can include at least a portion of the
network 1400. The network 1400 1includes a cellular network
1402, a packet data network 1404, for example, the Internet,
and a circuit switched network 1406, for example, a PSTN.
The cellular network 1402 includes various components
such as, but not limited to, base transceiver stations
(“BTSs), Node-B’s or e-Node-B’s, base station controllers
(“BSCs”), radio network controllers (“RNCs™), mobile
switching centers (“MSCs”), mobile management entities
(“MMEs”), short message service centers (“SMSCs™), mul-
timedia messaging service centers (“MMSCs™), home loca-
tion registers (“HLRs”), home subscriber servers (“HSSs™),
visitor location registers (“VLRs™), charging platforms, bill-
ing platforms, voicemail platforms, GPRS core network




US 2023/0118489 Al

components, location service nodes, an IP Multimedia Sub-
system (“IMS”), and the like. The cellular network 1402 also
includes radios and nodes for receiving and transmitting
voice, data, and combinations thereotf to and from radio
transceivers, networks, the packet data network 1404, and
the circuit switched network 1406.

[0097] A mobile communications device 1408, such as,
for example, the client 308, a cellular telephone, a user
equipment, a mobile terminal, a PDA, a laptop computer, a
handheld computer, and combinations thereof, can be opera-
tively connected to the cellular network 1402. The cellular
network 1402 can be configured as a 2G GSM network and
can provide data communications via GPRS and/or EDGE.
Additionally, or alternatively, the cellular network 1402 can
be configured as a 3G UMTS network and can provide data
communications via the HSPA protocol family, for example,
HSDPA, EUL (also referred to as HSUPA), and HSPA+. The
cellular network 1402 also 1s compatible with 4G mobile
communications standards such as L'TE, or the like, as well
as evolved and future mobile standards.

[0098] The packet data network 1404 includes various
devices, for example, servers, computers, databases, and
other devices 1n communication with one another, as i1s
generally known. The packet data network 1404 devices are
accessible via one or more network links. The servers often
store various files that are provided to a requesting device
such as, for example, a computer, a terminal, a smartphone,
or the like. Typically, the requesting device includes soft-
ware (a “browser”) for executing a web page 1n a format
readable by the browser or other software. Other files and/or
data may be accessible via “links™ 1n the retrieved files, as
1s generally known. In some embodiments, the packet data
network 1404 includes or 1s in communication with the
Internet. The circuit switched network 1406 includes various
hardware and software for providing circuit switched com-
munications. The circuit switched network 1406 may
include, or may be, what 1s often referred to as a POTS. The
functionality of a circuit switched network 1406 or other
circuit-switched network are generally known and will not
be described herein 1n detail.

[0099] The illustrated cellular network 1402 1s shown 1n
communication with the packet data network 1404 and a
circuit switched network 1406, though 1t should be appre-
ciated that this 1s not necessarily the case. One or more
Internet-capable devices 1410, for example, the client 308,
a PC, a laptop, a portable device, or another suitable device,
can communicate with one or more cellular networks 1402,
and devices connected thereto, through the packet data
network 1404. It also should be appreciated that the Internet-
capable device 1410 can communicate with the packet data
network 1404 through the circuit switched network 1406,
the cellular network 1402, and/or via other networks (not
illustrated).

[0100] As illustrated, a communications device 1412, for
example, a telephone, facsimile machine, modem, computer,
or the like, can be 1n communication with the circuit
switched network 1406, and therethrough to the packet data
network 1404 and/or the cellular network 1402. It should be
appreciated that the communications device 1412 can be an
Internet-capable device, and can be substantially similar to
the Internet-capable device 1410. In the specification, the
network 302 1s used to refer broadly to any combination of

the networks 1402, 1404, 1406 shown in FIG. 10.
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[0101] Turning now to FIG. 15, an illustrative cloud
environment 1500 will be described, according to an 1llus-
trative embodiment. In some embodiments, the client 308,
the servers 306, and/or the P4 switches 304 can be imple-
mented, at least 1n part, 1n the cloud environment 1500. The
cloud environment 1500 includes a physical environment
1502, a virtualization layer 1504, and a virtual environment
1506. While no connections are shown in FIG. 15, 1t should
be understood that some, none, or all of the components
illustrated 1n FIG. 15 can be configured to interact with one
other to carry out various functions described herein. In
some embodiments, the components are arranged so as to
communicate via one or more networks, such as the network
302. Thus, 1t should be understood that FIG. 15 and the
remaining description are intended to provide a general
understanding of a suitable environment in which various
aspects of the embodiments described herein can be 1mple-
mented, and should not be construed as being limiting 1n any
way.

[0102] The physical environment 1502 provides hardware
resources, which, 1n the 1llustrated embodiment, include one
or more physical compute resources 1508, one or more
physical memory resources 1510, and one or more other
physical resources 1512. The physical compute resource(s)
1508 can include one or more hardware components that
perform computations to process data and/or to execute
computer-executable instructions of one or more application
programs, one or more operating systems, and/or other
software.

[0103] The physical compute resources 1508 can include
one or more central processing units (“CPUs”) configured
with one or more processing cores. The physical compute
resources 1508 can include one or more graphics processing
unmit (“GPU”) configured to accelerate operations performed
by one or more CPUs, and/or to perform computations to
process data, and/or to execute computer-executable mnstruc-
tions of one or more application programs, one or more
operating systems, and/or other software that may or may
not include 1nstructions particular to graphics computations.
In some embodiments, the physical compute resources 1508
can include one or more discrete GPUs. In some other
embodiments, the physical compute resources 1508 can
include CPU and GPU components that are configured 1n
accordance with a co-processing CPU/GPU computing
model, wherein the sequential part of an application
executes on the CPU and the computationally-intensive part
1s accelerated by the GPU processing capabilities. The
physical compute resources 1508 can include one or more
system-on-chip (“SoC”) components along with one or more
other components, including, for example, one or more of
the physical memory resources 1510, and/or one or more of
the other physical resources 1512. In some embodiments,
the physical compute resources 1508 can be or can include

one or more SNAPDRAGON SoCs, available from QUAL-
COMM of San Diego, Calil.; one or more TEGRA SoCs,
avallable from NVIDIA of Santa Clara, Calif.; one or more
HUMMINGBIRD SoCs, available from SAMSUNG of
Seoul, South Korea; one or more Open Multimedia Appli-
cation Platform (“OMAP”) SoCs, available from TEXAS
INSTRUMENTS of Dallas, Tex.; one or more customized
versions of any of the above SoCs; and/or one or more
proprietary SoCs. The physical compute resources 1508 can
be or can include one or more hardware components archi-
tected 1n accordance with an ARM architecture, available for
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license from ARM HOLDINGS of Cambridge, United
Kingdom. Alternatively, the physical compute resources
1508 can be or can include one or more hardware compo-
nents architected i1n accordance with an x86 architecture,
such an architecture available from INTEL CORPORA-
TION of Mountain View, Calif., and others. Those skilled in
the art will appreciate the implementation of the physical
compute resources 1508 can utilize various computation
architectures, and as such, the physical compute resources
1508 should not be construed as being limited to any
particular computation architecture or combination of com-
putation architectures, including those explicitly disclosed
herein.

[0104] The physical memory resource(s) 1510 can include
one or more hardware components that perform storage/
memory operations, including temporary or permanent stor-
age operations. In some embodiments, the physical memory
resource(s) 1510 include wvolatile and/or non-volatile
memory implemented in any method or technology for
storage of mformation such as computer-readable 1nstruc-
tions, data structures, program modules, or other data dis-
closed herein. Computer storage media includes, but 1s not
limited to, random access memory (“RAM™), read-only
memory (“ROM”), Erasable Programmable ROM
(“EPROM™), Electrically Erasable Programmable ROM
(“EEPROM”), flash memory or other solid state memory
technology, CD-ROM, digital versatile disks (“DVD”), or
other optical storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store data and which
can be accessed by the physical compute resources 1508.

[0105] The other physical resource(s) 1512 can include
any other hardware resources that can be utilized by the
physical compute resources(s) 1508 and/or the physical
memory resource(s) 1510 to perform operations described
herein. The other physical resource(s) 1512 can include one
or more input and/or output processors (e.g., network inter-
tace controller or wireless radio), one or more modems, one
or more codec chipset, one or more pipeline processors, one
or more fast Fourier transform (“FF1”) processors, one or
more digital signal processors (“DSPs”), one or more speech
synthesizers, and/or the like.

[0106] The physical resources operating within the physi-
cal environment 1502 can be virtualized by one or more
virtual machine monitors (not shown; also known as “hyper-
visors”) operating within the wvirtualization/control layer
1504 to create virtual resources 1514 that reside in the
virtual environment 1506. The virtual machine monitors can
be or can include software, firmware, and/or hardware that
alone or in combination with other software, firmware,
and/or hardware, creates and manages virtual resources
operating within the virtual environment 1506.

[0107] The virtual resources 1514 operating within the
virtual environment 1506 can include abstractions of at least
a portion of the physical compute resources 1508, the
physical memory resources 1510, and/or the other physical
resources 1512, or any combination thereof. In some
embodiments, the abstractions can include one or more
virtual machines upon which one or more applications can
be executed.

[0108] Based on the foregoing, 1t should be appreciated
that concepts and technologies directed to network-assisted
Raft consensus algorithm have been disclosed herein.
Although the subject matter presented herein has been
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described 1n language specific to computer structural fea-
tures, methodological and transformative acts, specific com-
puting machinery, and computer-readable media, 1t 1s to be
understood that the concepts and technologies disclosed
herein are not necessarily limited to the specific features,
acts, or media described herein. Rather, the specific features,
acts and mediums are disclosed as example forms of 1mple-
menting the concepts and technologies disclosed herein.
[0109] The subject matter described above 1s provided by
way ol 1illustration only and should not be construed as
limiting. Various modifications and changes may be made to
the subject matter described herein without following the
example embodiments and applications 1llustrated and
described, and without departing from the true spirit and
scope of the embodiments of the concepts and technologies
disclosed herein.
1. A method comprising:
recerving, by a first P4 switch 1n communication with a
first server operating in a server cluster, a read request
message from a client, wherein the first server 1s not
recognized as a leader in the server cluster;

forwarding, by the first P4 switch, the read request
message to a second server that 1s recognized as the
leader 1n the server cluster without mvolving the first
server, wherein the second server comprises a back-end
comprising a complete Ratt algorithm, and wherein the
back-end of the second server executes the complete
Rait algorithm to perform leader election, log replica-
tion, and log commitment; and

recerving, by a second P4 switch 1n communication with

the second server, from the first P4 switch, the read
request message directly without involving the second
server, wheremn the second P4 switch comprises a
front-end comprising a partial Raft algorithm.

2. The method of claim 1, wherein the front-end of the
second P4 switch executes the partial Raft algorithm to
perform the log replication and the log commitment of the
complete Rait algorithm.

3. The method of claim 1, wherein the back-end of the
second server maintains a complete state on the second
server Tor responding to requests that cannot be fulfilled by
the front-end of the second P4 switch.

4. The method of claim 1, wherein the first server com-
prises a back-end comprising the complete Rait algorithm.

5. The method of claim 1, wherein the first P4 switch
comprises a front-end comprising the partial Raft algorithm.

6. The method of claim 1, further comprising responding,
by the second P4 switch, to the read request message
immediately without mnvolving the second server.

7. The method of claim 1, further comprising:

parsing, by the second P4 switch, the read request mes-
sage;

determiming, by the second P4 switch, that the front-end
of the second P4 switch 1s unable to generate a response
to the read request message; and

in response to the front-end of the second P4 switch being,
unable to generate a response to the read request
message, serving, by the back-end of the second server,
the read request message.

8. A method comprising:

recerving, by a first P4 switch in communication with a
first server operating 1n a server cluster, from a client,
a write request message, wherein the first server 1s
recognized as a leader in the server cluster;



US 2023/0118489 Al

handling, by the first P4 switch, the write request message

without involving the first server; and

notifying, by the first P4 switch, without involving the

first server, a second server and a third server of the
server cluster of write request results resulting from the
first P4 switch handling the write request message.

9. The method of claim 8, wherein the first server com-
prises a back-end comprising a complete Raft algorithm.

10. The method of claim 9, wherein the back-end of the
first server executes the complete Rait algorithm to perform
leader election, log replication, and log commitment.

11. The method of claim 10, wherein the first P4 switch
comprises a front-end comprising a partial Raft algorithm.

12. The method of claim 11, wherein the front-end of the
first P4 switch executes the partial Raft algorithm to perform
the log replication and the log commitment of the complete
Raft algorithm.

13. The method of claim 12, wherein the second server 1s
in communication with a second P4 switch and the third
server 1s 1n communication with a third P4 switch.

14. The method of claim 13, wherein the second P4 switch
comprises a front-end comprising the partial Rait algorithm
and the third P4 switch comprises a front-end comprising the
partial Raft algorithm.

12
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15. A system comprising;:

a plurality of servers operating 1n a server cluster, wherein
cach server of the plurality of servers comprises a
back-end that executes an algorithm to perform leader
clection, log replication, and log commitment; and

a plurality of P4 switches corresponding to the plurality of
servers, wherein each P4 switch of the plurality of P4
switches comprises a front-end that executes a partial

version of the algorithm to perform the log replication
and the log commitment.

16. The system of claim 15, wherein the back-end main-

tains a complete state for responding to requests that cannot
be fulfilled by the front-end.

17. The system of claim 16, wherein the requests com-
prise a read request.

18. The system of claim 17, wherein the requests com-
prise a write request.

19. The system of claim 18, wherein a first request of the
requests can be fulfilled by the front-end.

20. The system of claim 19, wherein a second request of
the requests 1s unable to be fulfilled by the front-end.
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