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(57) ABSTRACT

A recommendation system for recommending a target fea-
ture value for a target feature for a target deployment 1s
provided. The recommendation system, for each of a plu-
rality of deployments, collects feature values for the features
of that deployment. The recommendation system then gen-
erates a model for recommending a target feature value for
the target feature based on the collected feature values of the
teatures for the deployments. The recommendation system
applies the model to the features of the target deployment to
identily a target feature value for the target feature. The
recommendation system then provides the identified target

feature value as a recommendation for the target feature for

the target deployment.
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RECOMMENDATION FOR DEPLOYMENT
BASED ON FEATURE VALUE CHANGES

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application 1s a division of U.S. patent appli-
cation Ser. No. 15/156,182 (Atty Docket No. 359045-US-

NP), filed May 16, 2016 and enfitled “Automatic Recom-
mendations for Deployments 1n a Data Center,” which
claims the benefit of U.S. Provisional Application No.
62/279,435 (Atty Docket No. 359045-US-PSP), filed Jan.
15, 2016 and entitled “Automatic Recommendations {for
Deployment 1n a Data Center,” the entireties of which are
incorporated by reference herein.

BACKGROUND

[0002] When software 1s to be deployed 1n a data center,
the configuration of the deployment needs to be established.
The configuration of the deployment includes the i1dentifi-
cation of the various deployed systems of the deployment
such as the servers, the operating systems and other system
software, the applications (e.g., appliances), the security
systems, the storage systems, the networking systems, and
so on. An operating system, for example, may be identified
by name of the operating system, version number, patch
level, and so on. Each of the deployed systems may have
various sub-systems. For example, a security system may
have a firewall appliance, an anti-virus appliance, an encryp-
tion appliance, and so on. The configuration of the deploy-
ment includes the identifications of such sub-subsystems,
any sub-sub-systems, and so on. Each of these deployed
systems and sub-systems may have various parameters or
configuration settings which are also part of the configura-
tion of the deployment. For example, an anti-virus appliance
may have parameters that indicate which types of documents
to scan and when to scan those types of documents. The
types of documents may include emails, email attachments,
web pages, newly created documents, and so on. The
configuration settings may indicate to scan email attach-
ments when they are received or when they are to be opened.
The 1dentifications of the systems of a deployment, the
parameters of the systems and sub-systems, and other set-
tings describing a current configuration of a system or
sub-system are referred to as features of the deployment.

[0003] A large deployment can have hundreds and even
thousands of features. When establishing the feature values
for the features, 1t 1s important that they be established at
optimal values to satisty objectives for the deployment such
a minimum response time, highly secure, and so on. The
establishing of the feature values, however, can be a very
complex and time-consuming process. For example, a cer-
tain firewall appliance may not work well with a certain
patch level of a certain version of an operating system. So,
an administrator of a deployment would want to ensure that
the certain firewall appliance and the certain patch level are
not part of the deployment either during initial configuration
of the deployment or as part of an upgrade to the deploy-
ment. It can require a very high-level of skill to establish the
optimal feature values for a deployment and to re-establish
feature values when problems arise such as a system failure,
software 1s infected with a virus, an intrusion 1s detected, and
so on. Even when an administrator has such a high-level of
skill, the administrator may not have all the immformation
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available to establish the optimal values. For example, the
administrator may be unaware of a recent intrusion of a
deployment of another organization. Even 1f the adminis-
trator did have all the information, the number of different
combinations of feature values for the features can be
astronomically high making the understanding the eflects,
which can be subtle, of each combination very diflicult.

SUMMARY

[0004] A method and system for recommending a target
teature value for a target feature for a target deployment 1s
provided. In some embodiments, a recommendation system,
for each of a plurality of deployments, collects feature
values for the features (including the target feature) of that
deployment. The recommendation system then generates a
model for recommending a target feature value for the target
teature based on the collected feature values of the features
for the deployments. The recommendation system applies
the model to the features of the target deployment to identify
a target feature value for the target feature. The recommen-
dation system then provides the identified target feature
value as a recommendation for the target feature for the
target deployment.

[0005] This Summary 1s provided to introduce a selection
of concepts 1 a simplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to 1dentify key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used to limait
the scope of the claimed subject matter.

BRIEF DESCRIPTION OF DRAWINGS

[0006] FIG. 1 i1llustrates a display page that allows a user
to select target features to be recommended.

[0007] FIG. 2 illustrates a display page that provides a
recommendation for a target feature.

[0008] FIG. 3 illustrates a display page for an administra-
tor of a deployment to restrict the type of data that 1s
collected by the recommendation system.

[0009] FIG. 4 1llustrates a display page for an administra-
tor to select the resources whose configuration information
1s not to be collected.

[0010] FIG. 5 illustrates a display page for an administra-
tor to set constraints on or policies for recommendations.

[0011] FIG. 6 illustrates a display page for an administra-
tor to set constraints for appliances of various companies.

[0012] FIG. 7 1s a block diagram illustrating components
of a recommendation system in some embodiments.

[0013] FIG. 8 1s a flow diagram that 1llustrates processing
of a control recommendation component 1n some embodi-
ments.

[0014] FIG. 9 1s a flow diagram that 1llustrates processing
of a collect deployment data component 1n some embodi-
ments.

[0015] FIG. 10 1s a flow diagram that illustrates processing
of a generate models component of the recommendation
system 1n some embodiments.

[0016] FIG. 11 1s a flow diagram that illustrates the
processing ol a train model component 1 some embodi-
ments.

[0017] FIG. 12 1s a flow diagram that illustrates processing
ol a generate recommendation component 1n some embodi-
ments.
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[0018] FIG. 13 1s a flow diagram that illustrates processing
of an analyze recommendation component 1n some embodi-
ments.

DETAILED DESCRIPTION

[0019] A recommendation system for recommending a
feature value for a target feature for a target deployment
within a data center 1s provided. In some embodiments, the
recommendation system recommends a feature value for the
target feature based on similarity between the features of the
target deployment and the features of other deployments in
the data center. For example, if all the deployments with
similar features use a certain firewall, the recommendation
system may recommend that certain firewall for the target
deployment. To support making recommendations, the rec-
ommendation system collects feature values for features,
including the target feature, of deployments within the data
center. (A data center may provide computer resources at a
single geographic location or at multiple geographic loca-
tions.) The features may relate to data center resources (e.g.,
virtual machines and storage), appliances (e.g., firewalls and
packet filters), configuration information and log files of the
data center resources and appliances, and so on.

[0020] Adter collecting the feature values, the recommen-
dation system generates a model for recommending a feature
value for the target feature based on the collected feature
values of the features for the deployments with the feature
value of the target feature being a label for each deployment.
For example, if the target feature 1s a firewall, then then the
feature value may be the name of a firewall. The recom-
mendation system may generate a feature vector for each
deployment and label each feature vector with the name of
the firewall used by the deployment. The model may be
generated using one or more machine learning techniques.
After generating the model, the recommendation system
applies the model to the features of the target deployment to
identify a feature value for the target feature and provides
the identified feature value as a recommendation for the
target feature for the target deployment. For example, 11 the
teatures of the target deployment are most similar to features
ol deployments that use a firewall with a certain name, then
the recommendation system recommends that the target
deployment use the firewall with that certain name. The
recommendation system thus performs collaborative filter-
ing to base recommendations on deployments with similar
features.

[0021] Insome embodiments, the recommendation system
may generate a model for each possible target feature using
the features of all the deployments as training data for the
model. For example, the recommendation system first col-
lects the feature values of the features of all deployments.
For each possible target feature, the recommendation system
generates a feature vector for each deployment, labels each
teature vector with the feature value of the possible target
teature for that deployment, and trains a model using feature
vectors and labels as training data. To make a recommen-
dation for a target feature for a target deployment, the
recommendation system generates a feature vector for the
target deployment and applies the model for that target
teature to the feature vector to determine the feature value
for the target feature to recommend.

[0022] Alternatively, rather than having only one model
for each target feature, the recommendation system may
generate separate models for clusters of similar deploy-
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ments. The recommendation system {irst clusters the deploy-
ments based on similarity between features of the deploy-
ments. For example, the recommendation system may use a
k-means clustering algorithm or a k-nearest neighbor clus-
tering algorithm. The recommendation system may select a
subset of the features for generating the clusters. The rec-
ommendation system may then generate a model for each
cluster using training data that includes for each deploy-
ment, a feature vector of feature values of features of that
deployment that 1s labeled with the feature value of the
target feature (1.e., target feature value) of that deployment.
For example, if 10 clusters are generated, the recommenda-
tion system generates 10 models (e.g., classifiers) for the
target feature. The recommendation system may use difler-
ent sets of features when generating the clusters and the
models. Indeed, the recommendation system may even use
different sets of features to generate the models for the
different clusters. For example, 1t may be that all the
deployments 1n a certain cluster have the same feature value
for a certain feature. In such a case, that certain feature 1s not
informative to distinguish feature values for the target fea-
ture. Another cluster, however, may have different feature
values for that certain feature and thus may be informative
to distinguish feature values for the target feature. The
recommendation model may generate a model for each
cluster for each possible target feature. For example, if there
are five target features and 10 clusters, the recommendation
system generates 50 models. The recommendation system
may even generate different clusterings of deployments for
different target features. For example, the recommendation
system may use one set of features to generate six clusters
for one target feature and use another set of features to
generate 11 clusters for another target feature.

[0023] In some embodiments, when a model 1s generated
for each cluster, the recommendation system generates a
recommendation by first identifying the cluster of deploy-
ments to which the target deployment 1s most similar. For
example, the recommendation system may generate a rep-
resentative feature vector for each cluster. If the feature
value of a feature 1s numeric (e.g., number of virtual
machines), then the representative feature value for that
feature may be an average, mean, or median of the feature
values within the cluster. If the feature value 1s non-numeric
(e.g., name of a firewall), then the representative feature
value may indicate the percentage ol deployments in the
cluster that have each non-numeric value. The recommen-
dation system may 1dentity the most similar cluster based on
cosine similarity between the representative feature vector
for a cluster and the feature vector for the target deployment.
After identitying the most similar cluster, the recommenda-
tion system applies the model for that cluster to the feature
vector of the target deployment to generate the recommen-
dation for the target feature.

[0024] In some embodiments, the recommendation system
may monitor the features of the deployments 1n real time and
provide recommendations based on changes 1n the features
of the deployments. For example, i1 several deployments are
the subject of a certain type of attack, some administrators
of deployments may quickly change the configuration of
theirr firewalls 1 an attempt to thwart the attack. The
recommendation system may use such changes i1n the con-
figurations as a trigger to launch the generating of recom-
mendations for changing the configurations of firewalls of
other deployments. The trigger may be based on a recom-
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mendation criterion such as a percentage of deployments
that change their configuration in a certain time period, the
sophistication of the deployments, the reputation of admin-
istrators of the deployments, and so on. The recommenda-
tion system generates a recommendation relating to the
configuration of the firewall for other deployments and
provides the recommendation for each deployment. In some
embodiments, a deployment may authorize the automatic
implementing of recommendations. In such a case, the
recommendation system may direct a configuration manager
of the deployment to change the configuration to automati-
cally implement the recommended configuration without the
explicit approval of an administrator of the deployment. The
recommendation system may also regenerate models
because of changes in the features of the deployments. As
the features of the deployments change, the current models
may not be as ellective 1n making approprate recommen-
dations. The recommendation system may regenerate mod-
cls, for example, based on when a certain time period has
clapsed, the percentage of deployments that change a feature
used 1n clustering or generating a model, and other factors
such as those used to trigger the generation of recommen-
dations.

[0025] The recommendation system provides a solution to
various technical problems encountered when configuring a
deployment. For example, a target deployment may use a
default configuration for a firewall that 1s not eflective at
thwarting certain types of attacks. As other deployments
within the data center change their configurations to thwart
an attack, the recommendation system may direct the target
deployment to change i1ts configuration accordingly. As
another example, the response time for users of a target
deployment may become unacceptably long. Because of the
complexities of the target deployment, 1t can be dithcult to
identify a solution that would improve response time. In
such a case, an administrator of the target deployment may
request recommendations for various target features. Since
the features of a deployment may include usage patterns of
users, the recommendation system may recommend, for
example, increasing the number of virtual machines or the
amount of storage based on deployments with similar usage
patterns.

[0026] FIGS. 1-6 illustrate aspects of the user experience
of the recommendation system 1n some embodiments. FIG.
1 1llustrates a display page that allows a user to select target
features to be recommended. A display page 100 lists
various target features (or categories of target features), such
as lfirewall, firewall configuration, database configuration,
number of virtual machines, and so on. A user may select
one or more of the target features for which the user wants
a recommendation for their deployment.

[0027] FIG. 2 illustrates a display page that provides a
recommendation for a target feature. A display page 200
provides a recommendation for a target feature that 1s a
firewall. In this example, the recommendation system rec-
ommended that the deployment use firewall X. The recom-
mendation system may also generate and provide an analysis
of why firewall X was recommended. In this example, the
analysis indicates that 60% of similar deployments use
firewall Y and 40% use firewall X. The recommendation
system recommended firewall X, however, because the
target deployment uses packet filter B, and 100% of the
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deployments that use firewall X also use packet filter B
while only 10% of the deployments that use firewall Y also
use packet filter B.

[0028] FIG. 3 illustrates a display page for an administra-
tor of a deployment to restrict the type of data that 1s
collected by the recommendation system. Although a data
center may request that deployments make certain types of
data available for collection by the recommendation system
in exchange for using the recommendation system, some
deployments may not want to make all the requested data
available. For example, certain governments may require
that permission be requested and granted before certain
types of data can be collected. As another example, a
deployment may consider usage patterns of i1ts users to be
confidential and may not want the usage patterns to be
collected even though they are used anonymously. A display
page 300 lists categories of data. To restrict the collection of
data, the administrator selects the category to view the types
ol data whose collection may be restricted.

[0029] FIG. 4 illustrates a display page for an administra-
tor to select the resources whose configuration information
1s not to be collected. A display page 400 lists various
resources such as virtual machines, storage, platform as a
service (“PaaS”) products, subscriptions (e.g., collections of
resources), groups (e.g., group of resources in a collection),
and so on. In this example, an admimstrator may want to
restrict the collection of configuration information for group
b of subscription 1 because it represents a group of resources
that processes highly confidential information.

[0030] FIG. 5 illustrates a display page for an administra-
tor to set constraints on or policies for recommendations. For
example, an administrator may want a deployment to use
firewalls only from certain companies. A display page 500
lists categories of target features whose recommendations
can be constrained. The target features that may be con-
strained may include features relating to resources, appli-
ances, security packages, and so on.

[0031] FIG. 6 1llustrates a display page for an administra-
tor to set constraints for appliances of various companies. A
display page 600 lists compames and their appliances. The
recommendation system may input a list of companies and
their appliances or may generate the list from analysis of the
collected deployment data. An administrator can select to
allow recommendations on a company-by-company basis or
on an appliance-by-appliance basis.

[0032] FIG. 7 1s a block diagram illustrating components
of a recommendation system in some embodiments. The
recommendation system 700 may include various modules
or components 710-720 that implement the recommendation
system and various data storages 731-736 to store data
relating to the recommendations. A control recommendation
component 710 controls the overall process of collecting
data, generating models, and providing recommendations.
The control recommendation component may invoke a
collect deployment data component 711, a generate models
component 712, a generate recommendation component
713, an analyze recommendation component 714, and a
monitor changes component 7135. The collect deployment
data component collects data from the various deployments
of a data center. The generate models component generates
models for target features and mvokes a train model com-
ponent 716 to train each model. The generate recommen-
dation component generates a recommendation for a target
teature of a target deployment using a generated model. The
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analyze recommendation component generates analysis of
why a certain target feature value was recommended. The
monitor changes component monitors the changes 1n feature
values of the deployments 1n a data center and triggers the
making of recommendations when the changes safisfy a
recommendation criterion. A present user experience com-
ponent 720 coordinates the presenting of the user interface
to an administrator of a deployment. The data storages
include a deployment data storage 731, a deployment
restriction storage 732, a deployment policy storage 733, a
cluster storage 734, a model storage 735, and a recommen-
dation storage 736. The deployment data storage stores the
deployment data that 1s collected by the recommendation
system. The deployment restriction storage stores any
restrictions placed on the collection of data by deployments.
The deployment policy storage stores the policies or con-
straints on recommendations specified by each deployment.
The cluster storage stores the information describing each
cluster, such as the deployments within each cluster and a
representative feature vector of each cluster. The recommen-
dation system may also have multiple clusterings of the
deployments for use 1n recommending different sets of target
features. For example, the deployments may be clustered
using one set of feature vectors and clustered again using a
second set of feature vectors. The model storage stores the
information describing each model. The information may
include weights for the various features used by the model.
The recommendation storage stores the recommendations
that have been provided to various deployments.

[0033] The computing systems on which the recommen-
dation system may be implemented may include a central
processing unit, mput devices, output devices (e.g., display
devices and speakers), storage devices (e.g., memory and
disk drives), network interfaces, graphics processing units,
accelerometers, cellular radio link interfaces, global posi-
tioning system devices, and so on. The mput devices may
include keyboards, pointing devices, touch screens, gesture
recognition devices (e.g., for air gestures), head and eye
tracking devices, microphones for voice recognition, and so
on. The computing systems may include servers of a data
center, massively parallel systems, and so on. The comput-
Ing systems may access computer-readable media that
include computer-readable storage media and data transmis-
sion media. The computer-readable storage media are tan-
gible storage means that do not include a transitory, propa-
gating signal. Examples of computer-readable storage media
include memory such as primary memory, cache memory,
and secondary memory (e.g., DVD) and other storage. The
computer-readable storage media may have recorded on
them or may be encoded with computer-executable instruc-
tions or logic that implements the recommendation system.
The data transmission media are used for transmitting data
via transitory, propagating signals or carrier waves (e.g.,
electromagnetism) via a wired or wireless connection. The
computing systems may include a secure cryptoprocessor as
part of a central processing unit for generating and securely
storing keys and for encrypting and decrypting deployment
data using the keys.

[0034] The recommendation system may be described in
the general context of computer-executable instructions,
such as program modules and components, executed by one
or more computers, processors, or other devices. Generally,
program modules or components include routines, pro-
grams, objects, data structures, and so on that perform
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particular tasks or implement particular data types. Typi-
cally, the functionality of the program modules may be
combined or distributed as desired 1n various examples.
Aspects of the recommendation system may be implemented
in hardware using, for example, an application-specific
integrated circuit (ASIC).

[0035] In some embodiments, the recommendation system
may use various machine learning techniques, such as a
support vector machine, a Bayesian network, learning
regression, and a neural network, when generating models.
For example, after clustering deployments, the recommen-
dation system may employ a support vector machine to train
classifiers for each cluster that implement the model. To
train a classifier for a certain target feature value (e.g.,
certain firewall), the recommendation system may use the
feature vectors of the deployments that have that target
feature value as positive examples of training data and the
feature vectors of the deployments that do not have that
target feature value as negative examples of training data.

[0036] A support vector machine operates by finding a
hypersurface 1n the space of possible inputs. The hypersur-
face attempts to split the positive examples (e.g., filter of
company X) from the negative examples (e.g., filter of
company Y ) by maximizing the distance between the nearest
of the positive and negative examples and the hypersurface.
A support vector machine simultaneously minimizes an
empirical classification error and maximizes a geometric
margin. This allows for correct classification of data that 1s
similar to but not idenfical to the training data. Various
techniques can be used to train a support vector machine.
One technique uses a sequential mimimal optimization algo-
rithm that breaks the large quadratic programming problem
down 1nto a series of small quadratic programming problems
that can be solved analytically. (See Platt, J., “Sequential
Minimal Optimization,” 1998 http://research.microsoft.

com/pubs/69644/tr-98-14.pdf.)

[0037] A support vector machine 1s provided training data
represented by (X, y;) where X, represents a feature vector
and y. represents a label for page 1. A support vector machine
may be used to optimize the following:

such that y;(wi g +b)=1-&, & =0

where vector w 1s perpendicular to the separating hypersur-
face, the offset variable b 1s used to increase the margin, the
slack varnable €, represents the degree of misclassification of
X,, the function @ maps the vector x; into a higher dimen-
sional space, and C represents a penalty parameter of the
error term. A support vector machine supports linear clas-
sification but can be adapted to perform nonlinear classifi-
cation by modifying the kernel function as represented by
the following:

(K, )=0(x,)" (x;))

[0038] In some embodiments, the recommendation system
uses a radial basis function (“RBF’’) kernel as represented by
the following:

K(x:‘:xj):EXP(_y sz'_xjHE) y>0
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The recommendation system may also use a polynomial
Gaussian RBF or a sigmoid kernel. The recommendation
system may use cross-validation and grid search to find
optimal values for parameters v and C. (See Hsu, C. W.,
Chang, C. C., and Lin, C. J., “A Practical Gude to Support
Vector Classification,” Technical Report, Dept. of Computer
Science and Information Engineering, National Tatwan Uni-
versity, Taipei, 2010.)

[0039] FIG. 8 1s a flow diagram that 1llustrates processing
of a control recommendation component 1n some embodi-
ments. A control recommendation component 800 controls
the overall processing of the recommendation system. In
blocks 801-803, the component loops collecting the deploy-
ment data from the deployments of a data center. In block
801, the component selects the next deployment. In decision
block 802, 11 all the deployments have already been selected,
the component continues at block 804, else the component
continues at block 803. In block 803, the component invokes
a collect deployment data component to collect the deploy-
ment data for the selected deployment and then loops to
block 801 to select the next deployment. In some embodi-
ments, the various deployments may store their deployment
data at a central repository so that the recommendation
system can use the data without having to collect the data
individually from the various deployments. In block 804, the
component receives target feature sets with each target
feature set specilying one or more target features. A target
feature set 1s a set of target features whose recommendation
would likely be made as a group or are related 1n some other
way. For example, one target feature set may specily con-
figuration features of a firewall, and another target feature
set may specily features such as number of virtual machines
and amount of storage. The recommendation system gener-
ates separate models for each target feature set. In block 805,
the component mvokes a generate models component to
generate models for each target feature set. In blocks 806-
811, the component loops providing recommendations for
target deployments. In block 806, the component selects the
next target deployment. In decision block 807, if all the
target deployments have already been selected, then the
component completes, else the component continues at
block 808. In block 808, the component selects the next
target feature set. In decision block 809, if all the target
feature sets have already been selected, then the component
loops to block 806 to select the next target deployment, else
the component continues at block 810. In block 810, the
component invokes a generate recommendation component
to generate a recommendation for the selected target deploy-
ment for the selected target feature set. In block 811, the
component invokes an analyze recommendation component
to analyze the generated recommendation and then loops to
block 808 to select the next target feature set.

[0040] FIG. 9 1s a flow diagram that 1llustrates processing
of a collect deployment data component 1n some embodi-
ments. A collect deployment data component 900 1s passed
an indication of a deployment and collects the deployment
data for that deployment. In block 901, the component
identifies data center resources of the deployment and a
history of changes to the resources. For example, the fact
that a deployment used a certain configuration with a small
number of virtual machines but changed that configuration
when the number of virtual machines was increased may be
useful 1n recommending changes to configuration when a
target deployment has increased its number of wvirtual
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machines. In block 902, the component collects configura-
tion 1nformation for the resources (e.g., applications
executed on virtual machines, amount of memory of virtual
machines, and so on). In block 903, the component collects
usage patterns of the resources. The usage patterns may
include patterns of users accessing the deployment, patterns
of applications accessing resources of the deployment, and
so on. In block 904, the component collects network data of
the deployment. For example, the network data may include
the types of network traflic (e.g., video), amount of network
traflic, and so on. In block 905, the component 1dentifies the
appliances used by the deployment. In block 906, the
component collects the logs of the resources and the appli-
ances. For example, the logs may indicate when each user
logged on to an application of a deployment. In block 907,
the component collects various indicators of compromise
regarding attacks and threat intelligence from the deploy-
ment and then completes. The component may, for example,
analyze usage patterns to determine whether an attack (e.g.,
denial of service) was attempted. A deployment may pur-
chase threat intelligence that, for example, 1dentifies Internet

Protocol (“IP””) addresses whose access should be blocked
by a firewall.

[0041] FIG. 10 1s a flow diagram that illustrates processing
of a generate models component of the recommendation
system 1n some embodiments. A generate models compo-
nent 1000 1s provided target feature sets and trains a model
for each target feature set. In block 1001, the component
selects the next target feature set. In decision block 1002, 11
all the target feature sets have already been selected, then the
component completes, else the component continues at
block 1003. In block 1003, the component selects the
features for use 1n training the model. The component may
employ a feature selection algorithm that searches for a
subset of features that can eflectively model the target
teature set. The feature selection algorithm may train models
using various subsets of features of certain deployments and
score each model based on a set of deployments that were
not used to train the model (e.g., cross-validation). In some
embodiments, a feature selection algorithm may start out
with all features and repeatedly generate models and remove
the least significant features until some termination criterion
1s satisfied. Alternatively, or in addition, the component may
use a principal component analysis technique to 1dentity the
informative features for selection of the target feature set. In
block 1004, the component invokes a train model compo-
nent to train a model and then loops to block 1001 to select
the next target feature set.

[0042] FIG. 11 1s a flow diagram that illustrates the
processing of a train model component 1n some embodi-
ments. A train model component 1100 1s passed an 1ndica-
tion of features and a target feature set and trains a model for
the target feature set using the features. In block 1101, the
component generates, for each deployment, a feature vector
from the features. In block 1102, the component generates
clusters of deployments based on the feature vectors. In
blocks 1103-1106, the component loops traiming a model for
cach cluster. In block 1103, the component selects the next
cluster. In decision block 1104, if all the clusters have
already been selected, then the component completes, else
the component continues at block 1105. In block 1105, the
component trains a model for the cluster using the feature
vectors of the deployments in the cluster and values of the
target features of the target feature set as labels. In block
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1106, the component generates a representative feature
vector for the cluster and then loops to block 1103 to select
the next cluster. The component may also train a separate
model for each target feature of the target feature set.

[0043] FIG. 12 1s a flow diagram that illustrates processing
ol a generate recommendation component 1n some embodi-
ments. A generate recommendation component 1200 1s
invoked passing an indication of a target deployment and a
target feature set. The component recommends a value for
the target deployment for each target feature in the target
teature set. In block 1201, the component generates a feature
vector for the target deployment. In block 1202, the com-
ponent selects a clustering of the deployments that was
generated for the target feature set. In block 1203, the
component identifies the cluster that 1s most similar to the
feature vector based on the representative feature vectors of
the clusters. In block 1204, the component applies the model
of the i1dentified cluster to the feature vector to generate a
recommendation for feature values for the target feature set
and then completes.

[0044] FIG. 13 1s a flow diagram that illustrates processing
of an analyze recommendation component 1n some embodi-
ments. An analyze recommendation component 1300 1s
invoked passing a recommended feature value of a target
feature and an indication of the cluster whose model was
used to recommend that feature value. The component
identifies significant features that were used 1n providing the
recommendation for the target feature and then computes
various statistics to explain the recommendation. In block
1301, the component 1dentifies the significant features used
in making the recommendation. The significant features may
have been i1dentified by a feature selection algorithm. The
teature selection algorithm may generate an evaluation score
for different subsets of features that indicates how well a
subset ol features models the target feature. In block 1302,
the component selects the next distinct target feature value
of a deployment 1n the cluster. For example, 11 20 deploy-
ments have the target feature value of A, 10 deployments
have the target feature value of B, and one deployment has
the target feature value of C, then there would be three
distinct target feature values. Alternatively, the component
may select distinct target feature values for all deployments
regardless of the clustering so that the statistics are based on
all deployments. The component may also generate statistics
based on both of the deployments of the cluster and all
deployments. In block 1303, if all the feature values for the
target feature have already been selected, then the compo-
nent completes, else the component continues at block 1304.
In block 1304, the component generates a percentage for the
selected feature value as the percentage of deployments 1n
the cluster that have that selected feature value. In block
1305, the component selects the next significant feature
starting with the most significant feature. In decision block
1306, 11 all the significant features have already been
selected, then the component loops to block 1302 to select
the next feature value of the target feature, else the compo-
nent continues at block 1307. In block 1307, the component
selects the next feature value of the selected significant
feature. In decision block 1308, it all the feature values have
already been selected, then the component loops to block
1305 to select the next significant feature, else the compo-
nent continues at block 1309. In block 1309, the component
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generates a percentage for the selected feature value for the
selected significant feature and then loops to block 1307 to
select the next feature value.

[0045] The {following paragraphs describe various
embodiments of aspects of the recommendation system. An
implementation of the recommendation system may employ
any combination of the embodiments. The processing
described below may be performed by a computing device
with a processor that executes computer-executable mnstruc-
tions stored on a computer-readable storage medium that
implements the recommendation system.

[0046] In some embodiments, a method performed by a
computing system for recommending a target feature value
for a target feature for a target deployment within a data
center 1s provided. The method, for each of a plurality of
deployments within the data center, collects feature values
for features of that deployment, the features including the
target feature. The method generates a model for recom-
mending a target feature value for the target feature based on
the collected feature values of the features for the deploy-
ments. The feature value for the target feature of a deploy-
ment 1s a label for that deployment. The method applies the
model to the features of the target deployment to 1dentify a
target feature value for the target feature. The method
provides the i1dentified target feature value as a recommen-
dation for the target feature for the target deployment. In
some embodiments, a method clusters the deployments
based on similarity between features of the deployments and
for each cluster, generates a model for that cluster based on
the collected feature values of the features for the deploy-
ments within the cluster, with the target feature value for the
target feature being a label for a deployment. In some
embodiments, a method selects a model of a cluster based on
similarity of the features of the target deployment to the
features of the deployments within the cluster. In some
embodiments, a method generates an analysis of the recom-
mendation based on significant features that contributed to
the recommendation of the identified target feature value. In
some embodiments, the features are selected from a group
consisting of data center resource information, appliance
information, network information, and indicators of com-
promise. In some embodiments, the data center resource
information includes one or more of identification of data
center resources, configuration of data center resources, logs
of data center resources, and usage patterns of data center
resources. In some embodiments, the appliance information
includes one or more of identification of appliances, con-
figuration of appliances, and logs of appliances. In some
embodiments, a method receives an indication of a restricted
feature for a certain deployment and suppresses the collect-
ing of the restricted feature from that certain deployment. In
some embodiments, a method receives an indication of a
policy for the target feature of the target deployment and
ensures that the 1dentified target feature value 1s consistent
with the policy of the target deployment. In some embodi-
ments, the features used to generate the model are selected
using a feature selection algorithm that generates an evalu-
ation score for different subsets of features, the evaluation
score 1ndicating how well a subset of features models the
target feature.

[0047] In some embodiments, a computing system for
identifying a target feature value for a target feature for a
target deployment 1s provided. The computing system com-
prises a processor lor executing computer-executable
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instructions and a computer-readable storage medium stor-
ing computer-executable nstructions. The 1nstructions gen-
erate training data that includes for each of a plurality of
deployments, a feature vector of feature values of features of
the deployment. The instructions generate a model for
recommending a target feature value for the target feature
based on the training data. The 1nstructions apply the model
to a feature vector of feature values of the target deployment
to 1dentify the target feature value for the target feature for
the target deployment. In some embodiments, the nstruc-
tions that generate the training data further label the feature
vector of a deployment with the feature value of the deploy-
ment for the target feature. In some embodiments, the
instructions further cluster the deployments based on simi-
larity between features of the deployments and wherein the
instructions that generate a model generate a model for each
cluster using the feature vectors of the deployments 1n the
cluster. In some embodiments, the instructions that apply the
model select a model of a cluster based on similarity of the
teature vector of the target deployment to the feature vectors
of the deployments within the cluster. In some embodiments,
the 1nstructions generate an analysis of the identified target
teature value based on significant features that contributed to
the identification of the identified target feature value. In
some embodiments, the istructions automatically change a
current target feature value of the target deployment to the
identified target feature value.

[0048] In some embodiments, a method performed by a
computing system for providing a recommendation of a
target feature value for a target feature of a target deploy-
ment 1s provided. The method monitors changes in feature
values of features of deployments. When the changes satisiy
a recommendation criterion, the method generates a model
for recommending a target feature value for the target
feature based on feature values of features of the deploy-
ments and applies the model to feature values of the target
deployment to identify the target feature value for the target
teature for the target deployment. In some embodiments, a
changed feature value 1s for the target feature. In some
embodiments, a changed feature value 1s for a feature other
than the target feature. In some embodiments, the method
automatically implements the identified target feature value
for the target deployment.

[0049] Although the subject matter has been described 1n
language specific to structural features and/or acts, it 1s to be
understood that the subject matter defined 1n the appended
claims 1s not necessarily limited to the specific features or
acts described above. Rather, the specific features and acts
described above are disclosed as example forms of imple-
menting the claims. For example, the feature values may be
collected from deployments of multiple data centers that
may include deployments 1n private data centers of organi-
zations, deployments 1n cloud-based data centers, and so. As
an example, provider of security appliances may request that
its customers provide their feature values of the security
teatures of their installations of the security appliances. The
provider can then, based on those feature values, make
recommendations to its current customers for changes in
feature values, new customers for initial feature values, and
so on. Accordingly, the invention 1s not limited except as by
the appended claims.

1. A system comprising:
a computer-readable storage medium; and

a processor coupled to the computer-readable storage
medium, the processor configured to:
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monitor changes in feature values of features of deploy-
ments; and

based on the changes satisiying a recommendation
criterion,
generate a model, which 1s configured to recommend

a target feature value for a target feature, based on
at least a subset of the feature values of the

features of the deployments;
apply the model to feature values of a target deploy-
ment to i1dentily the target feature value for the
target feature for the target deployment; and
provide a recommendation that recommends the
target feature value for the target feature for the
target deployment.

2. The system of claim 1, wherein a changed feature value
1s for the target feature.

3. The system of claim 1, wherein a changed feature value
1s for a feature other than the target feature.

4. The system of claim 1, wherein the processor 1s further
configured to:

automatically implement the recommendation by causing,

the target feature to have the target feature value for the
target deployment.

5. The system of claim 1, wherein the processor 1s further
configured to:

select a subset of the features from subsets of the features

based on evaluation scores of the subsets of the fea-
tures;

wherein the evaluation scores indicate extents to which

the subsets of the features model the target feature; and
wherein the selected subset of the features has the subset
of the feature values on which the model 1s based.

6. The system of claim 1, wherein the recommendation
criterion 1s based on a percentage of the deployments that
have respective configurations that change in a specified
time period.

7. The system of claim 1, wherein the recommendation
criterion 1s based on a reputation of administrators of the
deployments.

8. A method performed by a computing system, the
method comprising:

monitoring changes in feature values of features of

deployments; and

based on the changes satistying a recommendation crite-

rion,

generating a model, which 1s configured to recommend
a target feature value for a target feature, based on at
least a subset of the feature values of the features of

the deployments;

applying the model to feature values of a target deploy-
ment to 1dentity the target feature value for the target
feature for the target deployment; and

providing a recommendation that recommends the tar-
get feature value for the target feature for the target
deployment.

9. The method of claim 8, wherein a changed feature
value 1s for the target feature.

10. The method of claim 8, wherein a changed feature
value 1s for a feature other than the target feature.

11. The method of claim 8, further comprising:

automatically 1mplementing the recommendation by
causing the target feature to have the target feature
value for the target deployment.
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12. The method of claim 8, further comprising;:

selecting a subset of the features from subsets of the

features based on evaluation scores of the subsets of the
features:

wherein the evaluation scores 1ndicate extents to which

the subsets of the features model the target feature; and
wherein the selected subset of the features has the subset
of the feature values on which the model 1s based.

13. The method of claim 8, wherein the recommendation
criterion 1s based on a percentage of the deployments that
have respective configurations that change i a specified
time period.

14. The method of claim 8, wherein the recommendation
criterion 1s based on a reputation of admimstrators of the
deployments.

15. A computer program product comprising a computer-
readable storage medium having instructions recorded
thereon for enabling a processor-based system to perform
operations, the operations comprising:

monitoring changes in feature values of features of

deployments; and

based on the changes satisiying a recommendation crite-

rion,

generating a model, which 1s configured to recommend
a target feature value for a target feature, based on at
least a subset of the feature values of the features of
the deployments;

applying the model to feature values of a target deploy-
ment to 1dentify the target feature value for the target
feature for the target deployment; and
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providing a recommendation that recommends the tar-
get feature value for the target feature for the target
deployment.
16. The computer program product of claim 15, wherein
a changed feature value 1s for the target feature.
17. The computer program product of claim 15, wherein
a changed feature value 1s for a feature other than the target
feature.
18. The computer program product of claim 13, further
comprising:
automatically 1mplementing the recommendation by
causing the target feature to have the target feature
value for the target deployment.
19. The computer program product of claim 15, further
comprising;
selecting a subset of the features from subsets of the
features based on evaluation scores of the subsets of the
features:
wherein the evaluation scores indicate extents to which
the subsets of the features model the target feature; and
wherein the selected subset of the features has the subset
of the feature values on which the model 1s based.
20. The computer program product of claim 15, wherein
the recommendation criterion 1s based on at least one of the
following:

a percentage of the deployments that have respective
configurations that change 1n a specified time period;

a reputation of administrators of the deployments.
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