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(57) ABSTRACT

A request can be provided, from a front-end of a memory
sub-system, to a processing device ol the memory sub-
system and deleting the request from a bufler of the front-
end of the memory sub-system. Responsive to deleting the
request from the bufler, determining a first quantity of
requests 1n the builer and responsive to deleting the requests
from the bufler, determining a second quantity of outstand-
ing requests in the back-end of the memory sub-system.
Responsive to deleting the request from the bufler and
providing the request to the processing device, determining
whether to provide a response to a host, wherein the
response 1includes an indication of the quantity of requests in
the buller and of outstanding requests 1n a back-end of the
memory sub-system, based on a comparison of the second
quantity of outstanding requests to a threshold.
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REQUEST CONTROL FOR MEMORY
SUB-SYSTEMS

TECHNICAL FIELD

[0001] Embodiments of the disclosure relate generally to
memory sub-systems, and more specifically, relate to con-
trolling requests provided to a memory sub-system.

BACKGROUND

[0002] A memory sub-system can include one or more
memory devices that store data. The memory devices can be,
for example, non-volatile memory devices and volatile
memory devices. In general, a host system can utilize a
memory sub-system to store data at the memory devices and
to retrieve data from the memory devices.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] The present disclosure will be understood more
tully from the detailed description given below and from the
accompanying drawings of various embodiments of the
disclosure.

[0004] FIG. 1 illustrates an example computing system
that includes a memory sub-system 1n accordance with some
embodiments of the present disclosure.

[0005] FIG. 2 illustrates an example computing system
that includes a memory sub-system 1n accordance with some
embodiments of the present disclosure.

[0006] FIG. 3 1s a block diagram of an example memory
front-end controller and a host interface controller 1n accor-
dance with some embodiments of the present disclosure.
[0007] FIG. 4 1s a block diagram of an example memory
front-end controller in accordance with some embodiments
of the present disclosure.

[0008] FIG. 51s atlow diagram corresponding to a method
tor controlling requests provided to a memory sub-system 1n
accordance with some embodiments of the present disclo-
sure.

[0009] FIG. 6 1s a block diagram of an example computer
system 1n which embodiments of the present disclosure may
operate.

DETAILED DESCRIPTION

[0010] Aspects of the present disclosure are directed to
controlling requests provided to a memory sub-system, 1n
particular to memory sub-systems that include a front-end of
a memory sub-system for throttling traflic between a host
and the memory sub-system. A memory sub-system can be
a storage system, storage device, a memory module, or a
combination of such. An example of a memory sub-system
1s a storage system such as a solid-state drive (SSD).
Examples of storage devices and memory modules are
described below 1n conjunction with FIG. 1, et alibi. In
general, a host system can utilize a memory sub-system that
includes one or more components, such as memory devices
that store data. The host system can provide data to be stored
at the memory sub-system and can request data to be
retrieved from the memory sub-system.

[0011] The {front-end (e.g., front-end interface) of a
memory system can include a control tlow mechanism to
verily that whenever the sender wants to send data the
receiver has buller space available to receive the data.
Controlling the receipt of data can be referred to as throttling
data or throttling commands. Data throttling can be accom-
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plished with a credit-based mechanism where the receiver
periodically notifies the sender how many credits are avail-
able. The number of credits can represent a number of butler
slots available for receipt of data, commands, and/or
addresses 1n the recerver. The sender can stop sending
additional data when the sender detects that no more credits
are available until more credits are received back from the
receiver.

[0012] In various memory sub-systems, the front-end of
the memory sub-system can be connected to a media con-
troller which can then access a variety of media types
including DRAM, 3DXP, and/or NAND, among others (e.g.,
emerging memories). When the front-end of the memory
sub-system sends the read or write request to the media
controller (e.g., back-end of the memory sub-system), the
bufler 1n the front-end of the memory sub-system 1s freed.
Once the butler 1s freed from one or more of the read or write
requests, the receiver can notily the sender that additional
credits are available.

[0013] However, as the host system provides requests
without restraint the bullers implemented 1n the back-end of
memory sub-system can become backlogged with requests
such that a latency of the execution of the commands from
the time the commands are received from the host system
may 1ncrease as the quantity of requests stored 1n the bullers
of the back-end increases. For example, as the front-end
buflers are freed due to providing the requests to a controller
of a memory sub-system, the buflers of the back-end may
begin to become saturated such that the latency of the
execution of operations corresponding to the requests can
increase. Increasing the execution latency of the commands
can affect the efliciency of the host system. That 1s, the host
system may wait for the execution of the commands pro-
vided to the memory sub-system such that the host system
1s 1neflicient.

[0014] Aspects of the present disclosure address the above
and other deficiencies by implementing a control mechanism
in a front-end of a memory sub-system to throttle the receipt
of commands from a host system utilizing a plurality of
thresholds. In various instances, the front-end of the memory
sub-system can reduce the backlog of the back-end butlers
by signaling to the host not to provide additional requests.
The front-end can utilize a first threshold and a second
threshold to indicate to the host an appropriate time for
providing requests to the memory sub-system. For instance,
the front-end of the memory sub-system can signal to the
host not to provide requests given that the quantity of the
requests 1n the back-end 1s greater than the first threshold.
The front-end of the memory sub-system may not signal to
the host to provide requests until after the quantity of
requests 1in the back-end 1s less than a second threshold
where the first threshold 1s greater than the second threshold.

[0015] A memory device can be a non-volatile memory
device. One example of a non-volatile memory device 1s a
three-dimensional cross-point memory device that includes
a cross-point array ol non-volatile memory cells. Other
examples of non-volatile memory devices are described
below 1n conjunction with FIG. 1. A non-volatile memory
device, such as a three-dimensional cross-point memory
device, can be a package of one or more memory compo-
nents (e.g., memory dice). Each die can consist of one or
more planes. Planes can be grouped into logic units. For
example, a non-volatile memory device can be assembled
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from multiple memory dice, which can each form a con-
stituent portion of the memory device.

[0016] One example of non-volatile memory devices 1s a
negative-and (NAND) memory device (also known as tlash
technology). Other examples of non-volatile memory
devices are described below 1n conjunction with FIG. 1. A
non-volatile memory device 1s a package of one or more
dice. Each die can consist of one or more planes. Planes can
be groups into logic unmits (LUN). For some types of non-
volatile memory devices (e.g., NAND devices), each plane
consists of a set of physical blocks. Each block consists of
a set of pages. Each page consists of a set of memory cells
(“cells™). A cell 1s an electronic circuit that stores informa-
tion. A block hereinafter refers to a unit of the memory
device used to store data and can include a group of memory
cells, a word line group, a word line, or individual memory
cells. For some memory devices, blocks (also hereinafter
referred to as “memory blocks™) are the smallest area than
can be erased. Pages cannot be erased individually, and only
whole blocks can be erased.

[0017] Each of the memory devices can include one or
more arrays ol memory cells. Depending on the cell type, a
cell can store one or more bits of binary information, and has
various logic states that correlate to the number of bits being,
stored. The logic states can be represented by binary values,
such as “0” and “1”, or combinations of such values. There
are various types of cells, such as single level cells (SLCs),
multi-level cells (MLCs), triple level cells (TLCs), and
quad-level cells (QLCs). For example, a SLC can store one
bit of information and has two logic states.

[0018] Some NAND memory devices employ a floating-
gate architecture in which memory accesses are controlled
based on a relative voltage change between the bit line and
the word lines. Other examples of NAND memory devices
can employ a replacement-gate architecture that can include
the use of word line layouts that can allow for charges
corresponding to data values to be trapped within memory
cells based on properties of the materials used to construct
the word lines.

[0019] Interfaces such as peripheral component intercon-
nect express (PCle), compute express link (CXL), cache
coherent interconnect for accelerators (CCIX), etc. allow
connecting a variety of memory devices to a host system.
The combination of interfaces and memory technology
improvements can allow for deploying “far memory”, which
can consist of system memory (e.g., memory devices) being
implemented behind a front-end of a memory sub-system
such as PCle, CXL, CCIX, GenZ., etc. As used herein, the
front-end of the memory sub-system can also be referred to
as an interface of the memory sub-system or as a front-end
ol a controller of the memory sub-system. As used herein,
the front-end of the memory sub-system can comprise
hardware and/or firmware configured to receive data (e.g.,
requests and/or data) and provide the data to a back-end of
the memory sub-system. The back-end of the memory
sub-system can comprise hardware and/or firmware to
receive the data (e.g., requests and/or data) from the front-
end of the memory sub-system and can include perform the
requests provided from the host on the memory devices of
the memory sub-system.

[0020] FIG. 1 illustrates an example computing system
100 that includes a memory sub-system 110 in accordance
with some embodiments of the present disclosure. The
memory sub-system 110 can include media, such as one or
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more volatile memory devices (e.g., memory device 140),
one or more non-volatile memory devices (e.g., memory
device 130), or a combination of such.

[0021] A memory sub-system 110 can be a storage device,
a memory module, or a hybrnid of a storage device and
memory module. Examples of a storage device include a
solid-state drive (SSD), a flash drive, a unmiversal senal bus
(USB) flash drive, an embedded Multi-Media Controller
(eMMC) drive, a Unmiversal Flash Storage (UFS) drive, a
secure digital (SD) card, and a hard disk drive (HDD).
Examples of memory modules include a dual 1n-line
memory module (DIMM), a small outline DIMM (SO-

DIMM), and various types of non-volatile dual in-line
memory modules (NVDIMMs).

[0022] The computing system 100 can be a computing
device such as a desktop computer, laptop computer, server,
network server, mobile device, a vehicle (e.g., airplane,
drone, train, automobile, or other conveyance), Internet of
Things (Io'T) enabled device, embedded computer (e.g., one
included 1n a vehicle, industrial equipment, or a networked
commercial device), or such computing device that includes
memory and a processing device.

[0023] The computing system 100 can include a host
system 120 that 1s coupled to one or more memory sub-
systems 110. In some embodiments, the host system 120 1s
coupled to diflerent types of memory sub-system 110. FIG.
1 1llustrates one example of a host system 120 coupled to
one memory sub-system 110. As used herein, “coupled to”
or “coupled with” generally refers to a connection between
components, which can be an indirect communicative con-
nection or direct communicative connection (e.g., without
intervening components), whether wired or wireless, includ-
ing connections such as electrical, optical, magnetic, and the

like.

[0024] The host system 120 can include a processor chip-
set and a software stack executed by the processor chipset.
The processor chipset can include one or more cores, one or
more caches, a memory controller (e.g., an SSD controller),
and a storage protocol controller (e.g., PCle controller,
SATA controller). The host system 120 uses the memory
sub-system 110, for example, to write data to the memory

sub-system 110 and read data from the memory sub-system
110.

[0025] The host system 120 can be coupled to the memory
sub-system 110 via a physical host interface. Examples of a
physical host interface include, but are not limited to, a serial
advanced technology attachment (SATA) interface, a periph-
eral component 1nterconnect express (PCle) interface, uni-
versal serial bus (USB) interface, Fibre Channel, Serial
Attached SCSI (SAS), Small Computer System Interface
(SCSI), a double data rate (DDR) memory bus, a dual in-line
memory module (DIMM) terface (e.g., DIMM socket
interface that supports Double Data Rate (DDR)), Open
NAND Flash Interface (ONFI), Double Data Rate (DDR),
Low Power Double Data Rate (LPDDR), or any other
interface. The physical host interface can be used to transmit
data between the host system 120 and the memory sub-
system 110. The host system 120 can further utilize an NVM
Express (NVMe) interface to access components (e.g.,
memory devices 130) when the memory sub-system 110 1s
coupled with the host system 120 by the PCle interface. The
physical host mterface can provide an interface for passing
control, address, data, and other signals between the
memory sub-system 110 and the host system 120. FIG. 1
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illustrates a memory sub-system 110 as an example. In
general, the host system 120 can access multiple memory
sub-systems via a same communication connection, multiple
separate communication connections, and/or a combination
of communication connections.

[0026] The memory devices 130, 140 can include any
combination of the different types of non-volatile memory
devices and/or volatile memory devices. The wvolatile
memory devices (e.g., memory device 140) can be, but are
not limited to, random access memory (RAM), such as
dynamic random-access memory (DRAM) and synchronous
dynamic random access memory (SDRAM).

[0027] Some examples of non-volatile memory devices
(e.g., memory device 130) include negative-and (NAND)
type flash memory and write-in-place memory, such as
three-dimensional cross-point (“3D cross-point”) memory
device, which 1s a cross-point array of non-volatile memory
cells. A cross-point array ol non-volatile memory can per-
form bit storage based on a change of bulk resistance, 1n
conjunction with a stackable cross-gridded data access array.
Additionally, 1n contrast to many flash-based memories,
cross-point non-volatile memory can perform a write 1n-
place operation, where a non-volatile memory cell can be
programmed without the non-volatile memory cell being

previously erased. NAND type flash memory includes, for
example, two-dimensional NAND (2D NAND) and three-

dimensional NAND (3D NAND).

[0028] Fach of the memory devices 130, 140 can include
one or more arrays of memory cells. One type of memory
cell, for example, single level cells (SLC) can store one bit
per cell. Other types of memory cells, such as multi-level
cells (MLCs), triple level cells (TLCs), quad-level cells
(QLCs), and penta-level cells (PLC) can store multiple bits
per cell. In some embodiments, each of the memory devices
130 can include one or more arrays of memory cells such as
SL.Cs, MLCs, TLCs, QLCs, or any combination of such. In
some embodiments, a particular memory device can include
an SLC portion, and an MLC portion, a TLC portion, a QLC
portion, or a PLC portion of memory cells. The memory
cells of the memory devices 130 can be grouped as pages
that can refer to a logical unit of the memory device used to
store data. With some types of memory (e.g., NAND), pages
can be grouped to form blocks.

[0029] Although non-volatile memory components such

as three-dimensional cross-point arrays ol non-volatile
memory cells and NAND type memory (e.g., 2D NAND, 3D

NAND) are described, the memory device 130 can be based
on any other type of non-volatile memory or storage device,
such as such as, read-only memory (ROM), phase change
memory (PCM), self-selecting memory, other chalcogenide
based memories, ferroelectric transistor random-access
memory (FeTRAM), ferroelectric random access memory
(FeRAM), magneto random access memory (MRAM), Spin
Transter Torque (STT)-MRAM, conductive bridging RAM
(CBRAM), resistive random access memory (RRAM),
oxide based RRAM (OxRAM), negative-or (NOR) flash
memory, and electrically erasable programmable read-only

memory (EEPROM).

[0030] The memory sub-system controller 115 (or con-
troller 115 for simplicity) can communicate with the
memory devices 130 to perform operations such as reading,
data, writing data, or erasing data at the memory devices 130
and other such operations. The memory sub-system control-
ler 115 can 1nclude hardware such as one or more 1integrated
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circuits and/or discrete components, a buller memory, or a
combination thereof. The hardware can include digital cir-
cuitry with dedicated (1.e., hard-coded) logic to perform the
operations described herein. The memory sub-system con-
troller 115 can be a microcontroller, special purpose logic
circuitry (e.g., a field programmable gate array (FPGA), an
application specific imntegrated circuit (ASIC), etc.), or other
suitable processor.

[0031] The memory sub-system controller 115 can include
a processor 117 (e.g., a processing device) configured to
execute instructions stored n a local memory 119. In the
illustrated example, the local memory 119 of the memory
sub-system controller 115 includes an embedded memory
configured to store mstructions for performing various pro-
cesses, operations, logic flows, and routines that control
operation of the memory sub-system 110, including han-
dling communications between the memory sub-system 110
and the host system 120.

[0032] In some embodiments, the local memory 119 can
include memory registers storing memory pointers, fetched
data, etc. The local memory 119 can also include read-only
memory (ROM) for storing micro-code. While the example
memory sub-system 110 1n FIG. 1 has been 1llustrated as
including the memory sub-system controller 115, in another
embodiment of the present disclosure, a memory sub-system
110 does not include a memory sub-system controller 115,
and can 1nstead rely upon external control (e.g., provided by
an external host, or by a processor or controller separate
from the memory sub-system).

[0033] In general, the memory sub-system controller 115
can receive commands or operations from the host system
120 and can convert the commands or operations into
instructions or appropriate commands to achieve the desired
access to the memory device 130 and/or the memory device
140. The memory sub-system controller 115 can be respon-
sible for other operations such as wear leveling operations,
garbage collection operations, error detection and error-
correcting code (ECC) operations, encryption operations,
caching operations, and address translations between a logi-
cal address (e.g., logical block address (LBA), namespace)
and a physical address (e.g., physical block address, physical
media locations, etc.) that are associated with the memory
devices 130. The memory sub-system controller 115 can
further include interface circuitry (e.g., front-end 121) to
communicate with the host system 120. The front-end 121
can convert the commands received from the host system
into command 1nstructions to access the memory device 130
and/or the memory device 140 as well as convert responses
associated with the memory device 130 and/or the memory
device 140 nto information for the host system 120.

[0034] The memory sub-system 110 can also include
additional circuitry or components that are not illustrated. In
some embodiments, the memory sub-system 110 can include
a cache or buflers (e.g., DRAM) 113 and address circuitry
(e.g., a row decoder and a column decoder) that can receive
an address from the memory sub-system controller 115 and
decode the address to access the memory device 130 and/or
the memory device 140.

[0035] In some embodiments, the memory device 130
includes local media controllers 135 that operate in con-
junction with memory sub-system controller 115 to execute
operations on one or more memory cells of the memory
devices 130. An external controller (e.g., memory sub-
system controller 115) can externally manage the memory
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device 130 (e.g., perform media management operations on
the memory device 130). In some embodiments, a memory
device 130 1s a managed memory device, which 1s a raw
memory device combined with a local controller (e.g., local
controller 135) for media management within the same
memory device package. An example of a managed memory

device 1s a managed NAND (MNAND) device.

[0036] The memory sub-system 110 can include a front-
end circuitry 121, referred to heremn as front-end 121.
Although not shown i FIG. 1 so as to not obfuscate the
drawings, the front-end 121 can 1nclude various circuitry to
throttle requests and/or data received by the host system 120.
In some embodiments, the front-end 121 can include special
purpose circuitry 1n the form of an ASIC, FPGA, state
machine, and/or other logic circuitry that can allow the
front-end 121 to orchestrate and/or perform operations to
selectively perform request and/or data throttling for the
memory sub-system 110 based on a credit based system.
Although the front-end 121 1s shown as being separate from
the memory subs-system controller 115, the front-end 121
can be part of the memory sub-system controller 115 such
that the rest of the memory sub-system controller 115 1s
referred to as a back-end of the memory sub-system con-
troller 115. For example, the back-end can include the
processor 117, the local memory 119, and/or the buflers 113.
In various examples, the back-end can also include channel

controllers to implement the requests stored in the buller
113.

[0037] In various examples, a number of credits 134 can
be adjusted and returned based on the number of outstanding,
requests stored 1 a bufler of the front-end 121. As used
herein, the credits 134 can represent quantity of requests
and/or data stored 1n a bufler 132 of the front-end 121. For
example, the credits 134 can represent that there are X
requests stored in the bufler 132 of the front-end 121. The
credits can also represent that there are Y spaces 1n the bufler
132 of the front-end 121 available to store requests and/or
data. A representation of the spaces in the bufler 132 of the
front-end 121 available to store requests and/or data can also
represent a quantity of spaces in the builer 132 that are not
available to store requests and/or data which includes a
quantity of requests stored in the quantity of spaces 1n the
bufler 132 that are not available to store requests. For
example, O-credits can represent that there are not spaces 1n
the bufler 132 of the front-end 121 available to store
requests.

[0038] When the memory sub-system 110 1s not saturated,
the front-end 121 (e.g., front-end interface) can operate as
usual, using the bufter 132 space of the front-end 121
available to return the credits 134. The front-end 121 can
include a counter that tracks how many requests are out-
standing (e.g., outstanding requests in the back-end) 1n the
buflers 113. Once this counter reaches a threshold (e.g.,
T_A), the front-end 121 can refrain from returning credits
134 to the host 120. That 1s, the front-end 121 can refrain
from returning credits 134 to the host 120 even 1f more
bufler slots in the bufler 132 become available after the
counter has reached T A. The front-end 121 can resume
returning credits 134 once the number of outstanding
requests 1s less than a threshold T_B such that the counter
134 1s less than T B which 1s less than T A. In such
examples, the counter 134 can count up (e.g., increment) as
the buflers 113 store additional requests and can count down
as the buflers 113 are freed from storing requests.
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[0039] In various examples, mmcoming traflic can be
throttled once the front-end 121 detects that the memory
sub-system controller 115 1s nearing saturation. The front-
end 121 can utilize existing infrastructure and messages to
throttle mncoming tratlic. Throttling incoming tratlic based
on the saturation of the memory sub-system controller 115
can provide for better average read latency and better
utilization of resources 1n the back-end. The memory sub-
system controller 115 can be saturated when the buflers 113
are saturated.

[0040] The builers 113 can represent a number of builers
cach corresponding to a diflerent one of the memory device
130 and the memory device 140. For example, a first builer
of the buflers 113 can correspond to the memory device 130
while a second bufler of the buflers 114 corresponds to the
memory device 140. The buflers 113 can store requests
and/or data provided from the front-end 121 and correspond-
ing to the memory device 130 and/or the memory device
140. For example, the first bufler can store requests corre-
sponding to the memory device 130 while the second builer
can store requests corresponding to the memory device 140.
The buflers 113 can be saturated 1f the buflers 113 are full
and there are not additional slots available to store requests
and/or data in the buflers 113. The buflers 113 can also be
saturated 1s the quantity of requests and/or data stored 1n the
buflers 113 causes a latency, for request execution, to
increase beyond an acceptable level which can be described
using a latency threshold, for example.

[0041] The front-end 121 can also include dedicated read
and write counters 1n order to dynamaically adjust the thresh-
olds T_A and T_B. Separate read counters and write coun-
ters can be used 1f the memory sub-system 110 provides for
asymmetrical performance between read operations and
write operations. For example, the memory sub-system 110
can have a write operation performance that 1s lower than a
performance of read operations. If incoming traflic into the
memory sub-system 110 1s biased towards write requests as
oppose to read requests, then the memory sub-system con-
troller 115 can saturate earlier. If the incoming traflic 1s
biased towards read requests as compared to write requests,
then the memory sub-system controller 115 can process
additional requests before becoming saturated.

[0042] What constitutes a biasing of read requests and/or
write requests can be set by the front-end 121. The thresh-
olds T_A and T_B can be adjusted based the biasing of read
requests and/or write requests. The thresholds T_A and T_B
can be biased i order to maximize the utilization of the
memory sub-system controller 115 without saturating the
memory sub-system controller 115. The maximization of the
utilization of the memory sub-system controller 115 can
provide for an optimization of a performance of the memory
subsystem 110. The front-end 121 can set T_A and T _B
based on whether the execution of read operations corre-
sponding to read requests utilize more resources of the
memory sub-system 110 or the execution of write operations
corresponding to write requests utilize more resource of the
memory sub-system 110.

[0043] FIG. 2 illustrates an example computing system
200 that includes a memory sub-system 210 1n accordance
with some embodiments of the present disclosure. The
computing system 200 includes the host 220 and the
memory sub-system 210. The host 220 can include interface
circuitry 227 while the memory sub-system 210 includes
front-end circuitry 221. The interface circuitry 227 can also
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be referred to as an interface 227. The front-end circuitry
221 can also be referred to as front-end 221. The memory
sub-system 210 further includes a controller 215 (e.g.,
memory sub-system controller) and memory devices 230.
Although the memory devices are labeled 230 the memory
devices 230 can include volatile and non-volatile memory
devices (e.g., memory devices 130, 140 1n FIG. 1). The host
220 can be coupled to the memory sub-system 210 via a
physical interface including hardware components to trans-
fer data between the host 220 and the memory sub-system
210. In various examples, the communications between the
host 220 and the memory sub-system 210 can be CXL
compliant.

[0044] The front-end 221 can receive commands from the
host 220. The interface 227 can receive commands from the
memory sub-system 210. The front-end 221 can include
controller 222 (e.g., memory front-end controller). The
interface 227 can also include a controller 225 (e.g., host
interface controller).

[0045] The controllers 222, 225 can also be described as
a processing device (e.g., processor). The controllers 222,
225 can include hardware such as one or more integrated
circuits and/or discrete components, a builler memory, or a
combination thereof. The hardware can include digital cir-
cuitry with dedicated (1.e., hard-coded) logic to perform the
operations described herein. The controllers 222, 225 can be
a microcontroller, special purpose logic circuitry (e.g., a
field programmable gate array (FPGA), an application spe-
cific mtegrated circuit (ASIC), etc.), or other suitable pro-
CEeSSOT.

[0046] In various examples, the controller 2135 can include
the front-end 221 such that the front-end 221 can be
described as a front-end of the controller 215. The back-end

of the memory sub-system 21—can include the controller
215.

[0047] The front-end 221 can receive data from the host
220 including requests. The controller 222 can access the
requests recerved by the front-end 221. The controller 222
can store the requests 1n a buller (e.g., buller memory). The
controller 215 can access the requests stored 1n the front-end
221 (e.g., bufler of the front-end). The controller 215 can
receive the requests such that the front-end 221 pushed the
requests to the controller 215 or the controller 2135 can pull
the requests. The controller 215 can store the requests 1n one
of buffers 213-1 to 213-N, reterred to as buffers 213. FEach
of the buflers 213 can correspond to a different one of the
memory devices 230. Each of the buflfers 213 can store
requests having addresses of memory cells which are in the
memory devices 230. For example, the bufler 213-1 can
store requests having addresses of memory cells which are
in a {irst one of the memory devices 230. As such, the size

of the butlers 213 collectively can be greater than the size of
the buflers of the front-end 221.

[0048] The controller 215 can include channel controllers
228-1 to 228-N that perform the requests stored in the
buflers 213. Each of the channel controllers 228-1 to 228-N

can implement the requests for a different one of the memory
devices 230.

[0049] The controller 222 can clear requests from the
butlers of the front-end 221 once the controller 222 provides
requests from the bufller of the front-end 221 to the to the
controller 215. Clearing the requests from the buller of the
front-end 221 can make 1s appear as if the memory sub-
system 210 can receive additional requests when 1n fact the
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back-end of the memory sub-system 210 is saturated given
that the buflers 213 may be saturated. As used herein, a

bufler 213 can be saturated 1f the quantity of requests stored
in the builer 213 1s greater than a threshold.

[0050] In order to provide requests from the front-end 221
to the controller 215 in a manner that does not cause the
bufters 213 to be saturated, the controller 222 can track the
requests stored in the buflers 213 and can indicate to the host
220 to send additional requests 1f the quantity of requests
stored 1n the bullers 213 1s less than T_A. Once the quantity
of requests stored 1n the bullers 213 1s greater than T_A the
controller 221 refrain from indicating to the host 220 to
provide additional requests until the quantity ol requests
stored 1n the buffers 213 1s less than T B, where T_A 1s
greater than T_B. Refraining from signaling to the host 220
to provide additional request until the quantity of requests
stored 1n the buffers 213 1s less than T B can allow the
back-end of the memory sub-system 210 to process more
requests without the memory sub-system 210 receiving
additional requests and thus freeing space from the buflers

213 and reducing a latency of processing the requests stored
in the buffers 213.

[0051] In various instances, the controller 222 can indicate
whether the host 220 can provide additional requests based
on whether the controller 225 has previously indicated that
it 1s available to receive additional communications. For
instance, the controller 225 can indicate to the memory
sub-system 210 that 1t 1s not ready to receive additional data
responsive to which the controller 222 can refrain from
providing an update on the credits available to the host 220,
where the credits indicate whether the host 220 can send
additional requests.

[0052] The controller 225 can also include buflers that
store data provided by the memory sub-system 210. The
controller 225 can track the space in the buflers of the
interface 227 available to store additional data received from
the memory sub-system 210. The controller 225 can indicate
availability to receive additional data to the memory sub-
system 210 based on availability of the bufler of the inter-
face 227 to store additional data.

[0053] FIG. 3 1s a block diagram of an example memory
front-end controller 321 and a host interface controller 3235
in accordance with some embodiments of the present dis-
closure. The memory front-end controller 321 can be
referred to as controller 321. The controller 321 can include
a butler 332, a count 333 (e.g., as provided by a memory
bufler counter), credits 334-1 (e.g., bufler credits), and
credits 334-2 (e.g., host credits 334). The controller 321 can
also include thresholds 331-1, 331-2 also referredtoasT_A
331-1 and T B 331-2. The host interface controller 325 can
also be referred to as controller 325. The controller 325 can
include buflfer 336, credits 337-1 (e.g., memory credits),
credits 337-1 (e.g., buller credits).

[0054] The bufler 332 can store data provided by the host.
For example, the bufler 332 can store requests provided by
the host. The controller 321 can track the quantity of
requests stored in the bufler 332. The controller 321 can
utilize the credit 334-1 to store a representation of the
quantity of requests stored in the bufler 332. The credits
334-1, the credits 334-2, the count 333, T A331-1.,andT A
331-2 can be stored 1n memory of the controller 321 such as
in a registers or other types of memory. The credits 337-1
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and the credits 337-2 can be stored in memory of the
controller 321 such as i a registers or other types of
memory.

[0055] The controller 321 can utilize the count 333 to
update and/or determine whether to provide the credits
334-1 to the host. The credits 334-1 can refer to the credits
corresponding to the bufler 332 as opposed to the credits
334-2 which refer to the credits corresponding to the host.
The credits 334-1 can be used to convey whether the
memory sub-system can receive additional requests and/or
how many more additional requests the memory sub-system
can receive. In various examples, the credits 334-1 can
increase to convey that no additional requests can be
received or can decrease to convey that no additional
requests can be received. For example, no more requests can
be received by the memory sub-system once the credits
334-1 reach a O-value. If the credits 334-1 have a 1-value,
then the memory sub-system can receive a Y quantity of
requests. If the credits 334-1 have a 2-value, then the
memory sub-system can receive a Z quantity ol requests,
where 7 1s greater than Y.

[0056] The controller 321 can utilize the credits 334-2 to
track whether the controller 321 can cause data to be sent to
the host. For example, the controller 321 can store the credits
received from the host as credits 334-2. The controller 321
can determine whether to provide the credits 334-1 based on
the credits 334-2. If the credits 334-2 have a non-zero value,
then the controller 321 can provide data to the host and
decrement the credits 334-2 by a value corresponding to the
amount of the data. The controller 321 can refrain from
providing data to the host 1f the credits 334-2 have a O-value.
The controller 321 can also refrain from providing the
credits 334-1 to the host 1f the credits 334-2 have a 0-value.
In various instances, the controller 321 can provide the
credits 334-1 to the host even 1f the credits 334-2 have a
0-value based on whether a duration of time has passed since
the controller 321 provided the credits 334-1 to the host, the
duration of time being greater than a threshold duration of
time. Providing the credits 334-1 it a duration of time has
passed since the credits 334-1 where previously provided
can be referred to as a timeout scheme. As such, the credits
334-1 can be provided if the credits 334-1 time out.

[0057] In various instances, the controller 321 can set the
credits 334-1 based on the counts 333, T A 331-1,and T B
331-2. For mstance, 11 the count 333 is greater than or equal
to T _A 331-1, then the controller 321 can set the credits
334-1 to a 0-value. If the count 333 1s less than T A 331-1
but greater than T_B 331-2 after previously having been
greater than or equal to T_A 331-1, the credits 334-1 can be
set to a 0-value and/or may not be provided to the host
leaving the host with the impression that the credits 334-1
have a O-value. As used herein, the phrase “after previously
having been greater than or equal to T_A 331-1” describes
the count 333 after being greater than T_A 331-1 but before
being less than T_B 331-2. The controller 321 can provide
the credits 334-1 to the host 1f the count 333 are less than
T B 331-2. After the count 333 1s less than T B 331-2, the
controller 321 can continue to update the credits 334-1
and/or provide the credits 334-1 to the host until the count
333 is once again greater than T_A.

[0058] The controller 325 can also track the slots of the
builer 336 that are available to receive data 1n much the
same way the controller 321 tracks the slots of the bufler

332. That 1s, the controller 325 can utilize credits 337-2 to
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track the quantity of slots available 1n the bufler 336 to store
data or the quantity of slots that currently store data in the
bufler 336. The controller 325 can store the credits receive
from the memory sub-system as credits 337-1. The control-
ler 325 can provide the credits 337-2 to the memory sub-
system.

[0059] In various instances, the controllers 321, 325 can
provide the credits 334-1 and 337-2 utilizing one of a
plurality of responses. For example, the controller 321, 325
can be provided utilizing a data response (DRS) or a
non-data response (NDR). For example, the credits 334-1
and 337-2 can be provided as metadata to the DRS or the
NDR, among other types ol communications between the
host and the memory sub-system.

[0060] In various examples, the controller 321 can set the
T_A 331-1 and the T_B 331-2. For example, the controller
321 canset T A 331-1 and T B 331-2 based on character-
1stics of the memory sub-system. The controller 321 can also
set T_A 331-1 and T_B 331-2 based on the quantity of
requests provided to the back-end of the memory sub-system
and/or the saturation level of the back-end of the memory
sub-system. In various instances, the T_A 331-1 and the T_B
331-2 can be hardcoded into the hardware. The T A 331-1
and the T_B 331-2 can be programmed utilizing firmware or
utilizing dedicated host software.

[0061] FIG. 4 1s a block diagram of an example memory
front-end controller 421 1n accordance with some embodi-
ments ol the present disclosure. The controller 421 can
include the butler 432, count 433-1 (e.g., read count), count
433-2 (e.g., write ceunt) credit 434-1 (e.g., read credit),
credit 434-2 (e.g., write credit), credits 434-3 (e.g., host
credits), and thresholds 431-1, 431-2, 431-3, 431-4. The
threshold 431-1 can be referred toas RT_A 431 1 while the
threshold 431-2 1s reterred to as RT B 431-2. The threshold
431-3 can be referred to as WT A 431-3 while the threshold
431-4 1s referred to as W1 B 431-4. The thresholds 431-1,
431-2, 431-3, 431-4 can also be referred to as thresholds
431.

[0062] In the example provided 1in FIG. 4, the controller
421 can track the quantity of read requests and the quantity
of write requests stored 1n the bullers of the back-end of the
memory sub-system. For example, the quantity of read
requests stored 1n the back-end of the memory sub-system
can be tracked utilizing the count 433-1. The quantity of
write requests stored 1n the back-end of the memory sub-
system can be tracked utilizing the count 433-2. The counts
433-1, 433-2 can represent a quantity of read requests and
write requests stored 1n the buflers of the back-end, respec-
tively.

[0063] Each of the counts 433-1, 433-2 can be associated
with multiple of the RT_A 431-1, RT_B 431-2, WT_A
431-3, and WT_B 431-4. For example, the RT_A 431-1 and
RT B 431-2 are associated with the count 433-1. The WT A
431-3 and WT B 431-4 are associated with the count 433-2.

[0064d] The memory sub-system can generate the credits
434-1 and the write credits 434-2. The memory sub-system
can also receive and store the host credits 434-3. The
controller 421 can generate the credits 434-1 based on the
quantity of read requests stored in the bufler 432. The
controller 421 can generate the credits 434-2 based on the
quantity of write requests stored in the bufler 432. The
credits 434-1, 434-2 can be utilized to signal to the host
whether the hest can provide additional read requests or
write requests separately. For example, the credits 434-1,




US 2023/0067576 Al

434-2 can be provided to the host such that the host refrains
from providing write requests but continues to provide read
requests. The controller 421 can also provide the credits
434-1, 434-2 to the host such that the host provides write
requests and read requests to the memory sub-system. The
controller 421 can further provide the credits 434-1, 434-2
to the host such that the host refrains from providing both
read request and write requests. The controller 421 can also
provide the credits 434-1, 434-2 to the host such that the host
provides read requests but refrains from providing write
requests to the memory sub-system.

[0065] The controller 421 can generate the credits 434-1
using the count 433-1, the RT_A 431-1, and RT_B 431-2. In
much the same way the controller 321 generated the bufler
credits 334-1 utilizing the count 333, the T_A 331-1, T_B
331-2 in FIG. 3. The controller 421 can determine whether
the count 433-1 1s greater than RT_A 431-1. If the count
433-1 1s greater than or equal to RT_A 431-1 then the
controller 421 can set the credits 434-1 to a O-value and/or
can refrain from providing the credits 434-1 to the host. If
the count 433-1 1s less than RT_A 431-1 but greater than
RT_B 431-2 after being greater than or equal to RT_A
431-1, then the controller 421 can set the credits 434-1 to a
0-value and/or can refrain from providing the credits 434-1
to the host. The controller can set the credits 434-1 to a
non-zero value 1f the count 433-1 1s less than or equal to

RT_B 431-2.

[0066] The controller 421 can generate the credits 434-2
using the count 433-2, the WT_A 431-3, and WT_B 431-4.
The controller 421 can determine whether the count 433-2 1s
greater than W'T_A 431-3. If the count 433-2 1s greater than
or equal to WT_A 431-3 then the controller 421 can set the
credits 434-2 to a O-value and/or can refrain from providing
the credits 434-2 to the host. If the count 433-2 is less than
WT_A 431-3 but greater than W1_B 431-4 after being
greater than or equal to WT_A 431-3, then the controller 421
can set the credits 434-2 to a O-value and/or can refrain from
providing the credits 434-2 to the host. The controller can set

the credits 434-2 to a non-zero value 1t the count 433-2 1s
less than or equal to WT_B 431-4.

[0067] In many instances, the controller 421 can set the
thresholds 431. For example, the controller 421 can update
any one of the thresholds 431 without updating others of the
thresholds 431. For instance, the controller 421 can update
RT_A 431-1 without updating RT_B 431-2, WT_A 431-3, or
WT_B 431-4. The controller can also, for example, update
WT_A 431-3 and WT_B 431-4 without updating RT_A
431-1 and RT_B 431-2. The controller 421 can update the
thresholds 431 based on characteristics of the memory
sub-system and/or a current usage of the memory sub-
system. The controller 421 can also update the thresholds
431 based on characteristics of the controller of the memory
sub-system and/or the memory devices. The controller 421
can update the thresholds 431 based on a usage of the
controller of the memory sub-system and/or the memory
devices.

[0068] FIG. 5 1s flow diagram corresponding to a method
550 for controlling requests provided to a memory sub-
system 1n accordance with some embodiments of the present
disclosure. The method 550 can be performed by processing
logic that can include hardware (e.g., processing device,
circuitry, dedicated logic, programmable logic, microcode,
hardware of a device, integrated circuit, etc.), software (e.g.,
istructions run or executed on a processing device), or a
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combination thereof. In some embodiments, the method 550
1s performed by the front-end 121 of the memory sub-system
110 FIG. 1. Although shown 1n a particular sequence or
order, unless otherwise specified, the order of the processes
can be modified. Thus, the illustrated embodiments should
be understood only as examples, and the illustrated pro-
cesses can be performed in a different order, and some
processes can be performed 1n parallel. Additionally, one or
more processes can be omitted i various embodiments.
Thus, not all processes are required 1 every embodiment.

Other process flows are possible.

[0069] At operation 551, a request can be provided from
a front-end of a memory sub-system to a processing device
of the memory sub-system. That 1s, the request can be
provided from a front-end of a memory sub-system to a
back-end of the memory sub-system including a controller
of the memory sub-system. As such, the controller of the
back-end of the memory sub-system can receive the request
provided by the front-end of the memory sub-system.

[0070] At operation 552, the request can be deleted from
a butler of the front-end of the memory sub-system. The
request can be deleted responsive to providing the request to
the processing device of the memory sub-system. In various
instances, the request can be provided to the back-end of the
memory sub-system responsive to deleting the request from
the front-end of the memory sub-system. Deleting the
request from the bufler frees up one or more slots of the
bufler used to store the request.

[0071] At operation 35353, responsive to deleting the
requests from the bufler, a quantity of request 1n the bufler
can be determined. The front-end of the memory sub-system
can count the quantity of request 1n the bufler or the quantity
of slots of the bufler utilized to store requests. As used
herein, a buller can be subdivided into slots. A slot can be,

for example, a memory cell or a register the combination of
which comprises a buifer.

[0072] At operation 554, responsive to deleting the request
from the butler, a second quantity of outstanding requests 1n
the back-end of the memory sub-system can be determined.
The second quantity of outstanding request can be stored 1n
a plurality of buflers of the back-end of the memory sub-
system.

[0073] At operation 5356, a determination can be made as
to whether to provide a response, including an indication of
the quantity of requests in the buller, to a host based on a
comparison of the second quantity of outstanding requests to
a threshold. The response can include an indication of the
quantity of requests stored in the bufler and of outstanding
requests 1 a back-end of the memory sub-system. For
example, the response can include credits which can repre-
sent the quantity of request stored in the builer and/or an
availability of the bufler of a front-end to store additional
requests. The quantity of requests can indicate whether the
host can provide additional requests to the memory sub-
system. The quantity of requests can also indicate whether
the memory sub-system 1s available to receirve additional
requests from the host.

[0074] Responsive to determiming that the second quantity
of outstanding requests stored the builers of the back-end are
greater than the threshold, the front-end of the memory
sub-system can refrain from providing the response and/or
can set a credit to a O-value. In various instances, setting the
credit to a O-value can have the same eflect as refraining
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from providing the response including the credits which
includes dissuading the host from providing additional
requests.

[0075] Responsive to determining that the second quantity
of outstanding requests in the butlers of the back-end 1s less
than the threshold but greater than a different threshold after
the second quantity of outstanding requests in the builers of
the back-end had previously been greater than the threshold,
the front-end of the memory sub-system can refrain from
providing the response. The front-end of the memory sub-
system can also set a credit to a O-value to dissuade the host
from providing additional requests. In various instances, the
front-end of the memory sub-system can set the credits to a
0-value and can provide the credits to the host. Responsive
to determiming that the second quantity of outstanding
requests stored 1n the buil

ers of the back-end is less than the
threshold and less than the different threshold after the
quantity of requests in the builer had previously been greater
than the threshold, providing the response to the host and
updating the credits to a non-zero value. The first quantity of
requests and the second quantity of outstanding requests can
indicate to the host whether the host can provide additional
requests to the memory sub-system.

[0076] In various instances, determining the second quan-
tity of outstanding requests stored the back-end further
comprises ncrementing a count. Determining the second
quantity of outstanding requests in the back-end can further
compromise determining a saturation of the back-end. The
back-end can be determined to be saturated 1f the count has
a value equal to or greater than the threshold. A plurality of
different builers of the back-end can also be determined to
be saturated 1f the count has a value equal to or greater than

the threshold.

[0077] The requests provided by the host can be received
at the front-end of the memory sub-system via a CXL link
(e.g., an iterface that 1s CXL compliant). The host can be
coupled to the memory sub-system. Responsive to receipt of
the request, the request can be stored in the bufler of the
front-end of the memory sub-system. Responsive to storing
the request 1n the bufler, a different count can be incre-
mented. The different count can represent the quantity of
requests stored in the bufler. The different count can be
updated responsive to storing requests i the bufler or
responsive to deleting requests from the bufler of the front-
end. In various 1instances, the response can include the

different count as the 111d1cat1011 of the quantity of requests
in the buliler.

[0078] In various instances, a request can be provided
from the front-end of the memory sub-system to a back-end
of the memory sub-system. The request can be deleted from
a buller of the processing device of the front-end of the
memory sub-system. Responsive to deleting the request
from the bufler, a quantity of read requests in the back-end
and a quantity of write requests 1n the back-end can be
determined.

[0079] Responsive to deleting the request from the bufler
and providing the request to the back-end, a determination
can be made as to whether the quantity of read requests 1s
greater than a first threshold or whether the quantity of write
requests 1s greater than a second threshold. Responsive to
determining that the quantity of read requests 1s greater than
the first threshold or that the quantity of write requests 1s
greater than the second threshold, a processing device of a
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front-end of a memory sub-system can refrain from provid-
mg, to a host, an 1ndication of the quantity of requests stored
in the builer.

[0080] Responsive to determining that the quantity of read
requests 1s less than the first threshold and greater than a
third threshold or that the quantity of write requests 1s less
than the second threshold and greater than a fourth thresh-
old, the processor can refrain from providing the indication
of the quantity of requests stored in the bufler of the host 1f
the quantity of read requests was previously greater than the
first threshold or the quantity of write requests was previ-
ously greater than the second threshold. The read requests
can be treated differently than the write requests. For
example, the counts corresponding to the read requests can
be different than the counts corresponding to the write
requests which can influence whether the host provides
additional read requests or write requests.

[0081] Responsive to determining that the quantity of read
requests 1s less than the first threshold and less than a third
threshold and that the quantity of write requests 1s less than
the second threshold and less than a fourth threshold, the
processor can provide a number of credits corresponding to
the quantity of requests stored in the builer of the front-end.
The request comprising the number of credits can be pro-
vided to the host as metadata. The metadata can accompany
a body of a response or can be provided via a response
without a body. For example a response can be provided
with the metadata comprlsmg the credits without a body of
the response if the response 1s provided due to a time out of
the front-end of the memory sub-system.

[0082] If the front-end of the memory sub-system times
out, then a response can be provided responsive to receipt of
a number of requests. The responses can also be provided
responsive to recelpt of a request that was the last request
deleted from a bufler of the memory front-end controller.
The response can also be provided responsive to receipt of
a request that was the last request provided to the controller
of the memory sub-system. The response can also be pro-
vided response to receipt ol a request that was not the last
request deleted from the bufler of the memory front-end
controller. The response can also be provided responsive to
receipt of a request that was not the last request provided to
the controller of the memory sub-system.

[0083] In various instances the quantity of read requests
can indicate whether the back-end 1s saturated with read
requests. The quantity of write requests can indicate whether
the back-end 1s saturated with write requests.

[0084] In various examples, a request can be received at
the front-end of the memory sub-system from a host coupled
to the memory sub-system. The request can be stored in a
bufler of the front-end of the memory sub-system. The bufler
can be located 1n a controller of the front-end of the memory
sub-system. A number of credits corresponding to a quantity
of requests stored in the buil

er can be updated responsive to
storing a quantity of request in the butler.

[0085] Responsive to determining that a quantlty of out-
standing requests stored 1n the different bufler of the back-
end of the memory sub-system 1s greater than a threshold,
Instructions of a computer readable medium can be execut-
able by the processor to refrain from providing a response
comprising the number of credits. Responsive to determin-
ing that the quantity of outstanding requests is less than the
threshold but greater than a different threshold after the
quantity of outstanding requests had previously been greater
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than the threshold, the mstructions can be executable by the
processor to refrain from providing the response comprising,
the number of credits, where the different threshold 1s less
than the threshold. Responsive to determining that the
quantity of outstanding requests i1s less than the different
threshold, the mstructions can be executable by the proces-
sor to provide the response comprising the number of credits
to the host. The response can include the credits. The credits
can mdicate whether the host can provide additional requests
to the memory sub-system. The threshold can be greater than
the different threshold. The response can be one of a data
response (DRS) and a non-data response (NDR). The
instructions can be executable by the processor to provide
the response via a compute express link (CXL) coupling the
host to the memory sub-system.

[0086] FIG. 6 1s a block diagram of an example computer
system 600 1n which embodiments of the present disclosure
may operate. For example, FIG. 6 illustrates an example
machine of a computer system 600 within which a set of
instructions, for causing the machine to perform any one or
more of the methodologies discussed herein, can be
executed. In some embodiments, the computer system 600
can correspond to a host system (e.g., the host system 120
of FIG. 1) that includes, 1s coupled to, or utilizes a memory
sub-system (e.g., the memory sub-system 110 of FIG. 1) or
can be used to perform the operations of a front-end of the
memory sub-system (e.g., front-end 121 of FIG. 1). In
alternative embodiments, the machine can be connected
(e.g., networked) to other machines 1n a LAN, an intranet, an
extranet, and/or the Internet. The machine can operate 1n the
capacity of a server or a client machine i1n client-server
network environment, as a peer machine 1n a peer-to-peer
(or distributed) network environment, or as a server or a
client machine 1n a cloud computing infrastructure or envi-
ronment.

[0087] The machine can be a personal computer (PC), a
tablet PC, a set-top box (STB), a Personal Digital Assistant
(PDA), a cellular telephone, a web appliance, a server, a
network router, a switch or bridge, or any machine capable
of executing a set of instructions (sequential or otherwise)
that specily actions to be taken by that machine. Further,
while a single machine 1s illustrated, the term “machine”
shall also be taken to include any collection of machines that
individually or jointly execute a set (or multiple sets) of
instructions to perform any one or more of the methodolo-
gies discussed herein.

[0088] The example computer system 600 includes a
processing device 602, a main memory 604 (e.g., read-only

memory (ROM), flash memory, dynamic random access
memory (DRAM) such as synchronous DRAM (SDRAM)

or Rambus DRAM (RDRAM), etc.), a static memory 606
(e.g., flash memory, static random access memory (SRAM),
etc.), and a data storage system 618, which communicate
with each other via a bus 630.

[0089] The processing device 602 represents one or more
general-purpose processing devices such as a microproces-
sor, a central processing unit, or the like. More particularly,
the processing device can be a complex instruction set
computing (CISC) microprocessor, reduced instruction set
computing (RISC) microprocessor, very long instruction
word (VLIW) microprocessor, or a processor implementing,
other struction sets, or processors implementing a combi-
nation of imstruction sets. The processing device 602 can
also be one or more special-purpose processing devices such
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as an application specific mtegrated circuit (ASIC), a field
programmable gate array (FPGA), a digital signal processor
(DSP), network processor, or the like. The processing device
602 1s configured to execute 1nstructions 626 for performing
the operations and steps discussed herein. The computer
system 600 can further include a network interface device
608 to communicate over the network 620.

[0090] The data storage system 618 can include a
machine-readable storage medium 624 (also known as a
computer-readable medium) on which is stored one or more
sets of instructions 626 or software embodying any one or
more of the methodologies or functions described herein.
The mstructions 626 can also reside, completely or at least
partially, within the main memory 604 and/or within the
processing device 602 during execution thereof by the
computer system 600, the main memory 604 and the pro-
cessing device 602 also constituting machine-readable stor-
age media. The machine-readable storage medium 624, data
storage system 618, and/or main memory 604 can corre-
spond to the memory sub-system 110 of FIG. 1.

[0091] In one embodiment, the instructions 626 include
istructions to implement functionality corresponding to a
front-end of the memory sub-system (e.g., the front-end 121
of FIG. 1). While the machine-readable storage medium 624
1s shown 1n an example embodiment to be a single medium,
the term “machine-readable storage medium™ should be
taken to include a single medium or multiple media that
store the one or more sets of instructions. The term
“machine-readable storage medium™ shall also be taken to
include any medium that 1s capable of storing or encoding a
set of instructions for execution by the machine and that
cause the machine to perform any one or more of the
methodologies of the present disclosure. The term
“machine-readable storage medium” shall accordingly be
taken to include, but not be limited to, solid-state memories,
optical media, and magnetic media.

[0092] Some portions of the preceding detailed descrip-
tions have been presented 1n terms of algorithms and sym-
bolic representations of operations on data bits within a
computer memory. These algorithmic descriptions and rep-
resentations are the ways used by those skilled in the data
processing arts to most eflectively convey the substance of
their work to others skilled 1n the art. An algorithm 1s here,
and generally, conceived to be a self-consistent sequence of
operations leading to a desired result. The operations are
those requiring physical manipulations of physical quanti-
ties. Usually, though not necessarily, these quantities take
the form of electrical or magnetic signals capable of being
stored, combined, compared, and otherwise manipulated. It
has proven convenient at times, principally for reasons of
common usage, to refer to these signals as bits, values,
clements, symbols, characters, terms, numbers, or the like.

[0093] It should be borme 1 mind, however, that all of
these and similar terms are to be associated with the appro-
priate physical quantities and are merely convement labels
applied to these quantities. The present disclosure can refer
to the action and processes of a computer system, or similar
clectronic computing device, that manipulates and trans-
forms data represented as physical (electronic) quantities
within the computer system’s registers and memories 1nto
other data similarly represented as physical quantities within
the computer system memories or registers or other such
information storage systems.
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[0094] The present disclosure also relates to an apparatus
for performing the operations herein. This apparatus can be
specially constructed for the mntended purposes, or 1t can
include a general purpose computer selectively activated or
reconfigured by a computer program stored in the computer.
Such a computer program can be stored in a computer
readable storage medium, such as, but not limited to, any
type of disk including floppy disks, optical disks, CD-
ROMs, and magnetic-optical disks, read-only memories
(ROMs), random access memories (RAMs), EPROMs,
EEPROMSs, magnetic or optical cards, or any type of media
suitable for storing electronic instructions, each coupled to
a computer system bus.
[0095] The algorithms and displays presented herein are
not mherently related to any particular computer or other
apparatus. Various general purpose systems can be used with
programs in accordance with the teachings herein, or it can
prove convenient to construct a more specialized apparatus
to perform the method. The structure for a variety of these
systems will appear as set forth 1n the description below. In
addition, the present disclosure 1s not described with refer-
ence to any particular programming language. It will be
appreciated that a variety of programming languages can be
used to i1mplement the teachings of the disclosure as
described herein.
[0096] The present disclosure can be provided as a com-
puter program product, or soiftware, that can include a
machine-readable medium having stored thereon instruc-
tions, which can be used to program a computer system (or
other electronic devices) to perform a process according to
the present disclosure. A machine-readable medium includes
any mechanism for storing information 1n a form readable
by a machine (e.g., a computer). In some embodiments, a
machine-readable (e.g., computer-readable) medium
includes a machine (e.g., a computer) readable storage
medium such as a read only memory (“ROM™), random
access memory (“RAM”), magnetic disk storage media,
optical storage media, flash memory devices, eftc.
[0097] In the foregoing specification, embodiments of the
disclosure have been described with reference to specific
example embodiments thereof. It will be evident that various
modifications can be made thereto without departing from
the broader spirit and scope of embodiments of the disclo-
sure as set forth in the following claims. The specification
and drawings are, accordingly, to be regarded 1n an 1llus-
trative sense rather than a restrictive sense.
What 1s claimed 1s:
1. A method, comprising:
providing a request, from a front-end of a memory sub-
system, to a processing device of the memory sub-
system:
deleting the request from a bufler of the front-end of the
memory sub-system;
responsive to deleting the request from the builler, deter-
mining a first quantity of requests 1n the bufler;
responsive to deleting the request from the buller, deter-
mining a second quantity of outstanding requests in the
back-end of the memory sub-system; and
determining whether to provide a response, including an
indication of the quantity of requests 1n the bufler, to a

host, based on a comparison of the second quantity of
outstanding requests to a threshold.

2. The method of claim 1, further comprising, responsive
to determiming that the second quantity of outstanding
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requests 1 the back-end 1s greater than the threshold,
refraining from providing the response.

3. The method of claim 1, further comprising, responsive
to determining that the second quantity of outstanding
requests 1n the back-end 1s less than the threshold but greater
than a diflerent threshold after the second quantity of out-
standing requests had previously been greater than the
threshold, refraining from providing the response.

4. The method of claim 1, further comprising, responsive
to determining that the second quantity of outstanding
requests 1n the back-end 1s less than the threshold and less
than a different threshold after the second quantity of
requests had previously been greater than the threshold,
providing the response to the host.

5. The method of claim 1, further comprising, responsive
to determining to provide the response, providing the
response to the host, wherein the response indicates whether
the host can provide additional requests to the memory
sub-system based on the first quantity of requests and the
second quantity of outstanding.

6. The method of claim 1, wherein determining the second
quantity of outstanding requests in the back-end further
comprises incrementing a count.

7. The method of claim 6, wherein determining the second
quantity of outstanding requests 1n the back-end further
comprises determining a saturation of the back-end.

8. The method of claim 7, further comprising determining
that the back-end 1s saturated 11 the count has a value equal
to or greater than the threshold.

9. The method of claim 7, further comprising determining
that a plurality of different buflers of the back-end 1s
saturated 1f the count has a value equal to or greater than the

threshold.

10. The method of claim 6, further comprising receiving
the request at the front-end of the memory sub-system.

11. The method of claam 10, wherein the request 1s
received from the host coupled to the memory sub-system
via a CXL link.

12. The method of claim 10, further comprising storing,
responsive to receipt of the request, the request 1n the bufler
of the front-end of the memory sub-system.

13. The method of claim 12, further comprising, respon-
sive to storing the request in the bufler, incrementing a
different count representative of the quantity of requests 1n
the buller.

14. The method of claim 13, wherein the response
includes a count from the different count as the indication of
the quantity of requests in the butler.

15. An apparatus, comprising:

a processing device of a front-end of a memory sub-

system, configured to:

provide a request, from the front-end of the memory
sub-system, to a back-end of the memory sub-sys-
tem;

delete the request from a bufler of the processing device
of the front-end of the memory sub-system:;

responsive to deleting the request from the bufler,
determine a quantity of read requests 1n the back-end
and a quantity of write requests 1n the back-end;

responsive to deleting the request from the bufler and
providing the request to the back-end, determine

whether the quantity of read requests 1s greater than
a first threshold or whether the quantity of write
requests 1s greater than a second threshold; and
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responsive to determining that the quantity of read
requests 1s greater than the first threshold or that the
quantity of write requests 1s greater than the second
threshold, refrain from providing, to a host, an 1ndi-
cation of the quantity of requests stored the builer.

16. The apparatus of claim 15, wherein the processing
device 1s further configured to:

responsive to determiming that the quantity of read
requests 1s less than the first threshold and greater than
a third threshold or the quantity of write requests 1s less
than the second threshold and greater than a fourth
threshold, refrain from providing the indication of the
quantity of requests stored 1n the butiler to the host 1t the
quantity of read requests was previously greater than
the first threshold or the quantity of write requests was
previously greater than the second threshold.

17. The apparatus of claim 15, wherein the processing
device 1s further configured to:

responsive to determiming that the quantity of read
requests 1s less than the first threshold and less than a
third threshold and the quantity of write requests 1s less
than the second threshold and less than a fourth thresh-
old, provide a number of credits corresponding to the
quantity of requests stored in the builer of the front-
end.

18. The apparatus of claim 17, wherein the processing
device 1s further configured to provide a response compris-
ing the number of credits as metadata.

19. The apparatus of claim 18, wherein the processing
device 1s further configured to provide the response respon-
sive to receipt of the request.

20. The apparatus of claim 18, wherein the processing
device 1s further configured to provide the response respon-
sive to receipt of a different request.

11
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21. A computer readable medium having computer read-

able 1nstructions stored thereon that are executable by a
processor to:

recerve a request, at the front-end of the memory sub-

system, from a host coupled to the memory sub-system:;

store the request in a buller of the front-end of the

memory sub-system;

responsive to storing the request 1n the buller, update a

number of credits corresponding to a quantity of
requests stored the bufler;

responsive to determining that a quantity of outstanding

requests stored 1n the different builer of the back-end of
the memory sub-system 1s greater than a threshold,
refrain from providing a response comprising the num-
ber of credits;

responsive to determining that the quantity of outstanding

requests 1s less than the threshold but greater than a
different threshold after the quantity of outstanding
requests had previously been greater than the threshold,
refrain from providing the response comprising the
number of credits; and

responsive to determining that the quantity of outstanding

requests 1s less than the different threshold, provide the
response comprising the number of credits to the host,
wherein the credits indicates whether the host can

provide additional requests to the memory sub-system.

22. The computer readable medium of claim 21, wherein

the threshold 1s greater than the different threshold.

23. The computer readable medium of claim 21, wherein

the response 1s one of a data response (DRS) and a non-data
response (NDR).

t
t

24. The computer readable medium of claim 21, wherein
e 1nstructions are executable by the processor to provide
e response via a compute express link (CXL) coupling the

host to the memory sub-system.
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