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(57) ABSTRACT

A neural network-based error compensation method for 3D
printing includes: compensating an mput model by a defor-
mation network/inverse deformation network constructed
and trained according to a 3D printing deformation function/
inverse deformation function, and performing the 3D print-
ing based on the compensated model. Training samples of
the deformation network/inverse deformation network
include to-be-printed model samples and printed model
samples. The deformation network constructed according to
the 3D printing deformation function 1s marked as a first
network. During training of the first network, the to-be-
printed model samples are used as real input models, and the
printed model samples are used as real output models. The
iverse deformation network constructed according to the
3D printing inverse deformation function 1s marked as a
second network. During training of the second network, the
printed model samples are used as real input models, and the
to-be-printed model samples are used as real output models.
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NEURAL NETWORK-BASED ERROR
COMPENSATION METHOD, SYSTEM AND
DEVICE FOR 3D PRINTING

CROSS REFERENCE TO THE RELATED
APPLICATIONS

[0001] This application i1s the national phase entry of
International Application No. PCT/CN2019/105963, filed
on Sep. 16, 2019, which 1s based upon and claims priority
to Chinese Patent Application No. 2019100057702.1, filed on
Jan. 3, 2019, the entire contents of which are incorporated
herein by reference.

TECHNICAL FIELD

[0002] The present invention pertains to the field of three-
dimensional (3D) printing, and more particularly, relates to
a neural network-based error compensation method, system
and device for 3D printing.

BACKGROUND

[0003] 3D printing 1s typically a cyber-physical system
(CPS) and has been rapidly developed in recent years. There
15, therefore, an increased demand of mass customization for
3D printing. Compared with traditional methods, however,
3D printing technologies 1n the prior art generally have low
precision when building objects, and thus cannot reach the
optimal level to meet demands in some cases such as
printing of dental crowns. Currently, commercial 3D printers
have positioning precision of tens or hundreds of microns,
but generally have a larger error when building objects. This
1s because, processes including heating, cooling, bonding
and polymerization usually occur 1in the 3D printing process,
which cause shrinkage and warpage of the printed objects.
Moreover, 3D printing has been advanced in recent years
and there are more and more demands for customization.
The shapes are various and the quantity 1s usually not large,
while the deformation 1s aflected by the shape. In such cases,
manual error compensation 1s neither easy nor economical.
[0004] Error compensation 1s generally achieved by the
finite element method (FEM). When the finite element
method 1s applied, considerations should be given to not
only the properties of the printed material but also the
printing process. In this regard, 1t 1s diflicult to apply the
finite element method to an arbitrarily given model. In view
of the above-mentioned 1ssues, it 1s imperative to develop a
universal error compensation method for 3D printing.

SUMMARY

[0005] In order to solve the above-mentioned problems 1n
the prior art, that 1s, to solve the problem of dificulties in
performing error compensation on a new model 1n the 3D
printing process, the first aspect of the present invention
provides a neural network-based error compensation method
for 3D printing, including: compensating an imput model by
a trained deformation network/inverse deformation network,
and performing the 3D printing based on the compensated
model.

[0006] The deformation network/inverse deformation net-
work 1s constructed according to a 3D printing deformation
function/3D printing inverse deformation function. The
training samples of the deformation network/inverse defor-
mation network include to-be-printed model samples and
printed model samples during the 3D printing.

Aug. 12,2021

[0007] The deformation network constructed according to
the 3D printing deformation function 1s marked as a first
network. Output models obtained after the to-be-printed
model samples 1 the traiming samples pass through the
deformation network are used as expected output models.
During training of the first network, the to-be-printed model
samples are used as real input models, and the printed model
samples are used as real output models.

[0008] The 1nverse deformation network constructed
according to the 3D printing inverse deformation function 1s
marked as a second network. Output models obtained after
the printed model samples 1 the training samples pass
through the inverse deformation network are used as
expected output models. During tramning of the second
network, the printed model samples are used as real input
models, and the to-be-printed model samples are used as real
output models.

[0009] In some preferred embodiments, the neural net-
work-based error compensation method for 3D printing
further includes the following steps of selecting the defor-
mation network/inverse deformation network:

[0010] constructing a plurality of deformation networks/
inverse deformation networks structured by the neural net-
work;

[0011] tramning the plurality of the deformation networks/
inverse deformation networks based on a preset loss func-
tion, respectively, to obtain a plurality of tramned deforma-
tion networks/inverse deformation networks;

[0012] based on a preset learning performance index set,
obtaining learming performance imndex values of each of the
trained deformation networks/inverse deformation net-
works, respectively, to obtain a learning performance index
value set of each of the tramned deformation networks/
inverse deformation networks; and

[0013] selecting the learning performance index value set,
and using a trained deformation network/inverse deforma-
tion network corresponding to the learning performance
index value set as the selected deformation network/inverse
deformation network.

[0014] In some preferred embodiments, the “preset leamn-

ing performance index set” 1s constructed based on the
variables of TP,, TN, FP,, and FN,, wherein, i denotes an i

3D model sample 1 a 3D model sample set used in “the
steps of selecting the deformation network/inverse deforma-
tion network’™;

[0015] TP, denotes a true positive value of the i” 3D model
sample, wherein the true positive value of the i”” 3D model
sample 1s equal to the number of voxels with a real output
of 1 and an expected output of 1 1n the 3D model sample;

[0016] TN, denotes a true negative value of the i”” 3D
model, wherein the true negative value of the i”” 3D model
sample 1s equal to the number of voxels with a real output
of 0 and an expected output of 0 1n the 3D model sample;

[0017] FP, denotes a false positive value of the i” 3D

model, wherein the false positive value of the i’ 3D model
sample 1s equal to the number of voxels with the real output
of 1 and the expected output of 0 1n the 3D model sample;

[0018] FN, denotes a false negative value of the i”” 3D
model, wherein the false negative value of the i”” 3D model
sample 1s equal to the number of voxels with the real output
of 0 and the expected output of 1 1n the 3D model sample.

[0019] In some preferred embodiments, the “preset learn-
ing performance index set” includes at least one selected
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from the group consisting of Precision, Recall, F1, Accu-
racy, Accuracy,, and Accuracy, ,,z,.... wherein,

Do TP

Lo TP+ B FP,

Do TP

Pial TP; + Zfiﬁl FN;

Precision =

Recall =

N-1
2 -Precision - Recall B 2'2520 P
Precision + Recall Q-Ziﬁl TP + Z}iﬁl FN; + Z?i_{:rl FP,

Fl =

| N-1
Accuracy = WZE:D (TP; + TN;)

|
Accuracy; = —(TP; + TN;)

TP,
TP, + FN;

Accurac Vi white =

[0020] where, Precision denotes precision, Recall denotes
a recall rate, F1 denotes the harmonic mean of the precision
and the recall rate, Accuracy denotes an accuracy rate,
Accuracy, denotes an accuracy rate of the i”” 3D model
sample, Accuracy, ;.. denotes an accuracy rate of voxels in
the i”” 3D model sample N denotes the number of 3D model
samples 1 the 3D model sample set, and M denotes the
number of voxels in the 3D model sample.

[0021] In some preferred embodiments, the loss function
L for training the deformation network/inverse deformation
network 1s expressed by the following formula:

L :ZI':DM_I [—ay; log(y,)-(1-a)(1-y;)log(1-y,)]

[0022] where, M denotes the number of voxels of the
expected output model during training; a denotes a preset
penalty coetlicient, and o € [0,1]; y, denotes a true prob-
ability that an i”” voxel grid in the expected output model 1s
occupied, and a value of y, 1s O or 1; vy, denotes a probability
that the i”” voxel grid is occupied, wherein the probability
that the i” voxel grid is occupied is predicted by the neural
network, and a value of y;' 1s between O and 1.

[0023] In some preferred embodiments, the training
samples of the deformation network/inverse deformation
network are 3D model data or two-dimensional slice data of
the 3D model.

[0024] In some preferred embodiments, output model
samples of the training samples of the deformation network/
inverse deformation network are obtained based on a 3D
printed physical model or generated based on a simulation
method.

[0025] According to the second aspect of the present
invention, a neural network-based error compensation sys-
tem for 3D printing 1s provided, including an mput module,
a compensation module, and an output module.

[0026] The input module 1s configured to obtain an 1nput
model.
[0027] The compensation module includes a trained defor-

mation network/inverse deformation network based on a
neural network and 1s configured to compensate the input
model and generate a compensated mput model.

[0028] The output module 1s configured to output the
compensated mput model.

[0029] The deformation network/inverse deformation net-
work 1s constructed according to the 3D printing deforma-
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tion function/3D printing inverse deformation function. The
training samples of the deformation network/inverse defor-
mation network include to-be-printed model samples and
printed model samples during the 3D printing.

[0030] The deformation network constructed according to
the 3D printing deformation function 1s marked as the first
network. Output models obtained after the to-be-printed
model samples 1 the traimng samples pass through the
deformation network are used as expected output models.
During training of the first network, the to-be-printed model
samples are used as real input models, and the printed model
samples are used as real output models.

[0031] The 1inverse deformation network constructed
according to the 3D printing inverse deformation function 1s
marked as a second network. Output models obtained after
the printed model samples 1 the training samples pass
through the inverse deformation network are used as
expected output models. During tramning of the second
network, the printed model samples are used as the real input
models, and the to-be-printed model samples are used as the
real output models.

[0032] According to the third aspect of the present inven-
tion, a storage device 1s provided, wherein a plurality of
programs are stored in the storage device, and the plurality
of programs are loaded and executed by a processor to
achieve the neural network-based error compensation
method for 3D printing described above.

[0033] According to the fourth aspect of the present inven-
tion, a processing device 1s provided, including a processor
and a storage device. The processor 1s configured to execute
a plurality of programs. The storage device 1s configured to
store the plurality of programs. The plurality of programs are
loaded and executed by the processor to achieve the neural
network-based error compensation method for 3D printing
described above.

[0034] According to the fifth aspect of the present inven-
tion, a 3D printing device 1s provided, including a control
unit. The control unit 1s configured to load and execute a
plurality of programs to perform an error compensation on
the mnput model by the neural network-based error compen-
sation method for 3D printing described above during the
3D printing.

[0035] The advantages of the present invention are as
follows.
[0036] Precision of 3D printing 1s improved in the present

invention. Moreover, compared with the existing finite ele-
ment method, the error compensation 1s accomplished with-
out considering factors such as printing processes and types
of employed materials that would atfiect the printing defor-
mation. The present invention 1s combined with the neural
network in the computer and directed to the method of
training the deformation function or the mverse deformation
function, and the 2D or 3D data 1s employed to comprehen-
sively analyze and learn the deformation during the 3D
printing. The method of the present invention can be used as
a universal method to directly, effectively and accurately
perform error compensation 1n 3D printing.

BRIEF DESCRIPTION OF THE

DRAWINGS

[0037] Other features, objectives and advantages of the
present invention will be expressly described with reference
to the non-restrictive embodiments and drawings.
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[0038] FIG. 1 1s a schematic flow chart of the neural
network-based error compensation method for 3D printing,
according to an embodiment of the present invention;
[0039] FIG. 2A schematically shows a 3D model of a
single crown 1n standard tessellation language (STL) format,
FIG. 2B schematically shows a 3D model of a bridge of
multiple crowns 1 STL format, FIG. 2C schematically
shows a voxelized 3D model of the single crown, and FIG.
2D schematically shows a voxelized 3D model of a bridge
of multiple crowns;

[0040] FIG. 3A, FIG. 3B and FIG. 3C schematically show
a 3D model of the crown, a cross-sectional view of a layer
of the 3D model of the crown and a two-dimensional image
of the layer after being sliced, respectively; and

[0041] FIG. 4 1s a schematic diagram showing the inverse
deformation network constructed based on the mverse defor-
mation function according to an embodiment of the present
invention.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

(Ll

[0042] To make the objectives, technical solutions, and
advantages of the present invention clearer, hereimnafter, the
technical solutions 1n the embodiments of the present inven-
tion will be clearly and completely described with reference
to the drawings. Obviously, the described embodiments are
a part of the embodiments of the present mvention rather
than all the embodiments. Based on the embodiments of the
present invention, all other embodiments obtained by those
having ordinary skill in the art without creative eflorts shall
tall within the scope of protection of the present invention.
[0043] The present invention will be further described 1n
detaill heremafter with reference to the drawings and
embodiments. It can be understood that the specific embodi-
ments described herein are only intended to illustrate the
present mvention rather than to limit the present invention.
In addition, only the parts related to the present invention are
shown 1n the drawings for convenience of the description.
[0044] It should be noted that the embodiments in the
present invention and the features in the embodiments can
be combined with one another when not 1n contlict.

[0045] The main 1dea of the present mvention 1s as fol-
lows.
[0046] FErrors generated by additive manufacturing are

predicted and compensated through combination with the
neural network in the artificial intelligence field. The data
are obtained by 3D scanning and other techniques. Then, by
means ol the neural network, the deformation function
during 3D printing 1s learned and the compensation 1is
completed, or the inverse deformation function 1s learned
and the model 1s printed. By introducing this novel method,
the requirements for hardware can be reduced, and the cost
of printers with the same performance can be cut down,
which has great practical significance and application value.
[0047] The present invention provides an end-to-end solu-
tion that connects the entire printing manufacturing process
to form a closed loop while taking into account more
comprehensive factors that aflect printing precision. The
shape data of the 3D object output by 3D printing obtained
by scanning or simulation and other technologies are used as
the printed model samples, and the corresponding 3D model
data to be printed are used as the to-be-printed model
samples, so as to construct the traiming sample set. The
deformation network 1s constructed based on the deforma-
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tion function by means of the neural network, and the
deformation network 1s trained by the training sample set.
Based on the trained deformation network, the printing
output of the 3D model data to be printed 1s predicted to
obtain the deformation data, and after the 3D model data to
be printed are compensated, 3D printing 1s performed. Also,
in the present invention, an mverse deformation network can
be constructed based on the inverse deformation function,
the printed model samples are used as the mput, and the
to-be-printed model samples are used as the output. The
inverse deformation network constructed based on the
inverse deformation function, after being trained, can
directly use the model to be printed as the input of the neural
network, and the output of the neural network 1s the cor-
rected model, which can be directly achieved by printing.

[0048] In order to facilitate the description of the technical
solution of the present invention, the deformation function
and the inverse deformation function are described as fol-
lows. The 3D printing deformation function 1s a function
representing a deformation relationship of the 3D printing
device from the to-be-printed model to the printed model.
The 3D printing inverse deformation function 1s a function
representing an inverse deformation relationship of the 3D
printing device from the model after being printed to the
to-be-printed model.

[0049] In the neural network-based error compensation
method for 3D printing of the present invention, the input
model 1s predicted and compensated by the tramned defor-
mation network or inverse deformation network, and the 3D
printing 1s performed based on the compensated model.

[0050] The deformation network or iverse deformation
network 1s constructed according to the 3D printing defor-
mation function or the 3D printing iverse deformation
function, and the training samples of the deformation net-
work or inverse deformation network include the to-be-
printed model samples and the printed model samples during
the 3D printing.

[0051] The deformation network constructed according to
the 3D printing deformation function 1s marked as the first
network. Output models obtained after the to-be-printed
model samples 1 the traiming samples pass through the
deformation network are used as expected output models.
During training of the first network, the to-be-printed model
samples are used as real input models, and the printed model
samples are used as real output models.

[0052] The 1nverse deformation network constructed
according to the 3D printing inverse deformation function 1s
marked as a second network. Output models obtained after
the printed model samples 1n the traiming samples pass
through the inverse deformation network are used as
expected output models. During tramning of the second
network, the printed model samples are used as real input
models, and the to-be-printed model samples are used as real
output models.

[0053] It should be noted that, 1n the process of compen-
sating the input model, only one of the first network and the
second network 1s used 1 a preset manner or selective
mannet.

[0054] In the present invention, the loss function for
training the deformation network or inverse deformation
network 1s constructed based on the expected output model
and the real output model in the training samples to assess
the loss between the expected output and the real output. The
loss function has a plurality of representations, and a pre-
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terred representation of the loss function L 1s provided 1n the
present mvention and 1s expressed by formula (1):

L :zz‘=DM_l [—ay; log(y,)-(1-a)(1-y)log(1-y,)] (1)

[0055] where, M denotes the number of voxels of the
expected output model during training; a denotes a preset
penalty coethlicient, and o € [0,1]; vy, denotes a true prob-
ability that the i”” voxel grid in the expected output model is
occupied, and a value of y, 1s O or 1; vy, denotes a probability
that the i”” voxel grid is occupied, wherein the probability
that the i”” voxel grid is occupied is predicted by the neural
network, and a value of y.' 1s between 0 and 1.

[0056] In order to more expressly describe the neural
network-based error compensation method, system and
device for 3D printing of the present invention, heremafter,
taking crowns tested by digital light processing (DLP)
light-curing 3D printing as specific examples, the present
invention 1s described in detail by the following embodi-
ments. However, the solution of the present invention does
not limit the printing process and the shape of the printed
object, and thus can be applied and popularized 1n various
3D printing processes to print objects varying in shapes 1n
practical applications.

Embodiment 1: The First Embodiment of the
Neural Network-Based Error Compensation Method
for 3D Printing

[0057] In the present embodiment, the inverse deforma-
tion network 1s the neural network constructed based on the
3D printing 1mnverse deformation function. The input model
1s compensated by the trained mnverse deformation network
based on the neural network to generate a compensated
model, and the 3D printing 1s performed based on the
compensated model. The mverse deformation network con-
structed by the inverse deformation function, after being
trained, can directly use the model to be printed as the mput,
and the output 1s the corrected model, which can be printed
directly.

[0058] The loss function L for training the imverse defor-
mation network in the present embodiment 1s expressed by
tformula (1). The output models obtained after the printed
model samples in the traimng samples pass through the
inverse deformation network are used as the expected output
models. In the present embodiment, during the training of
the inverse deformation network, the printed model samples
are used as the real mput models, and the to-be-printed
model samples are used as the real output models of the
inverse deformation network.

[0059] In order to explain the present embodiment more
clearly, the present mvention will be described 1n terms of
the acquisition of training samples, the construction of the
deformation network, the training of the imnverse deformation
network, and the selection of the inverse deformation net-
work. FIG. 1 shows a schematic flow chart of the present
embodiment, and the content related to the selection of the
inverse deformation network 1s not contained 1n FIG. 1.

10060]

[0061] In the present embodiment, the input model sample
in the training samples of the deformation network 1s a
digital model obtained based on the 3D printed physical
model, and the output model sample 1s the corresponding,
digital model to be printed. Only one specific acquisition
method 1s provided below. This acquisition method 1s only

1. Acquisition of Training Samples
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used for the description of the technical solution, and cannot
be construed as a limitation to the technical solution of the
present 1nvention.

[0062] (1) Printing. The model data to be printed are
preprocessed by the model processing soitware before being
printed. A plurality of model data 1s loaded into the software
in batch mode to obtain a model to be printed, which can
reduce the number of printings. The model data to be printed
are loaded into the 3D printer for batch printing. After being
printed, the 3D model 1s post-processed by manual opera-
tions including processes such as cleaning, curing and the
like. Batch processing can be employed for a time-saving
acquisition of the training sample data.

[0063] (2) Data acquisition. A data collection device 1s
constructed, and a 3D scanner or other camera device 1s
employed to obtain the printed 3D model data. Data acqui-
sition can be achieved in many ways. For example, the
printed model 1s removed and fixed on a fixed plane accord-
ing to the direction and position that have been measured 1n
advance. Then, the 3D scanner and other equipment are
employed to perform scanning according to a predetermined
path, which can avoid the interference of other factors on the
data acquisition. In the present invention, only this method
1s 1llustrated. In practice, there are many ways to acquire 3D
data. For example, pictures can be obtained by a plurality of
fixed-direction cameras to synthesize the 3D data, which 1s
not described 1n detail herein.

[0064] (3) 3D data processing, including denoising,
threshold segmentation and others, 1s performed on the
obtained 3D physical model data to remove the interference
caused by scanning environment, and thus only the model 1s
retained.

[0065] (4) Digitization of the model. The model 1is
voxelized by the 3D model processing software. Digital
processing for representing the model includes voxelization,
oridding, point clouds and other methods. The model 1s
expressed as a probability distribution with only binary
variables mcluding O and 1.

[0066] The voxelization method is taken as an example for
a specific description without limiting the present invention,
and specifically includes the following steps.

[0067] All output models are centered on the origin. First,
the maximum length maxlength of the output model 1n the
X, v, and z directions 1s calculated by formula (2) as follows:

maxlength=max{max(x)-min(x),max(y)-min(y),max

(z)-min(z) } (2)

[0068] The voxel resolution resolution 1s set, and the
length corresponding to each voxel unit 1s calculated by
formula (3) as follows:

length=maxlength/resolution (3)

[0069] The 3D model data 1s converted into a 3D voxel
network by the 3D model processing software to express the
3D model as a probability distribution with binary variables
on the 3D voxel grid. The binary vaniable 1 indicates that
there 1s an element 1n the grid, and denotes the information
about the crown. The binary variable 0 indicates that there
1s no element in the grid, and denotes the information about
the background. FIG. 2A FIG. 2B, FIG. 2C and FIG. 2D
form a comparison diagram showing the 3D model of the
crown before and after being voxelized.

[0070] (5) Construction of the training samples. The train-
ing sample set contains a plurality of training samples. The
input model sample of each training sample 1s a digital
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model obtained based on the 3D printed physical model, and
the output model sample of each training sample 1s the
corresponding digital model input 1into the printer.

[0071] In the present embodiment, a part of the obtained
training samples 1s assigned to test samples in the subse-
quent testing process and verification samples for veriiying
the compensation eflect.

[0072] 2. Construction of the Inverse Deformation Net-
work
[0073] A case regarding the neural network 1s described

here. In practical applications, all neural network structures
can be employed to train the mverse deformation function
during printing. This case 1s only intended to explain the
technical solution rather than to limit the present invention.

[0074] (1) The inverse deformation network 1s constructed
based on the neural network according to the 3D printing
inverse deformation function. The inverse deformation net-
work includes an encoder and a decoder. The encoder has a
three-layer structure, each layer includes a 3D convolutional
layer and a maximum pooling layer with a step size of
2x2x2. Fach convolutional layer i1s followed by a leaky
rectified linear unit (LRELU) function. The encoder and the
decoder are connected through a fully connected layer. The
decoder also has a three-layer structure, and each layer
includes a 3D deconvolution layer. The first two layers 1n the
convolutional layers are followed by a rectified linear unit
(ReLLU), and the third layer in the convolutional layers 1s
followed by a Sigmoid function. In this way, the output i1s
limited within the range of (0, 1). As shown 1n FIG. 4, the
input model (denoted by Input) successively passes through
the network structures of the encoder and decoder to obtain
the 3D model (denoted by Output) to be printed.

[0075] (2) The inverse deformation network employs an
improved cross-entropy loss function. The nature of data 1s
considered in the improved cross-entropy loss function.
Most voxels 1 the voxelized data of the 3D model have a
value of 0, so that the probabaility that the voxels identify 1
as 0 1s high, and therefore a relatively high penalty coeth-
cient a 1s assigned. In case that the voxels identify O as 1, a
relatively low penalty coeflicient (1-a) 1s assigned. If the
expected output is set as vy, and the real output (output model
sample) 1s set as y', then for each voxel, the improved
cross-entropy loss function L' 1s expressed by formula (4) as
follows:

L=-qy log(y')-(1-a)(1-y)log(1-y") (4)

[0076] The loss function shown 1n formula (1) for training
the mnverse deformation network can be obtained according,
to formula (4).

[0077] 3. Tramning of the Inverse Deformation Network

[0078] (1) The data is read 1n. The mput model sample 1n
the tramning samples 1s used as the mput model to be read
into the mverse deformation network, and the output model
sample 1s used as the real output model to be read into the
neural network.

[0079] (2) The inverse deformation network 1s trained. In
combination with the network structure of the inverse defor-
mation network, the expected output model 1s obtained after
the mput model sample in the training samples passes
through the mverse deformation network. The difference
between the expected output model and the corresponding,
real output model (output model sample) 1s calculated,
which determines the value of the loss function. The param-
eters of each layer of the imverse deformation network are
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adjusted according to the loss function L, and in this way,
when the loss function reaches a minimum, the inverse
deformation network can reach the approximate deforma-
tion with the highest precision, and the training ends.
[0080] 4. Selection of the Inverse Deformation Network
[0081] Based on the set index system, in some embodi-
ments, a method for selecting an optimal inverse deforma-
tion network from a plurality of mverse deformation net-
works for compensation in practical printing specifically
includes the following steps.

[0082] Step S401, a plurality of the mverse deformation
networks structured by the neural network 1s constructed.
[0083] Step S402, based on the preset loss function, the
plurality of iverse deformation networks are trained,
respectively, by the training method of the mverse defor-
mation network in the present embodiment, to obtain a
plurality of trained inverse deformation networks.

[0084] Step S403, based on the preset learming perfor-
mance index set, learning performance imndex values of each
trained inverse deformation network are obtained, respec-
tively, to obtain a learning performance index value set of
cach of the trained inverse deformation networks.

[0085] Step S404, the learning performance index value
set 1s selected, and a tramned inverse deformation network
corresponding to the learning performance index value set 1s
used as the selected inverse deformation network. In this
step, the 1nverse deformation network can be selected by
setting the threshold of various indexes, or the optimal
inverse deformation network can be selected by sorting the
vartous 1ndexes, which all can be automatically 1mple-
mented by a computer, or by acquiring external selection
istructions via a human-computer interaction device.
[0086] In the present embodiment, the “preset learning
performance 1ndex set” 1s constructed based on variables of
TP, TN, FP,, and FN_, wherein, 1 denotes the i”” 3D model
sample 1n the employed 3D model sample set. If the output
1s not less than the set threshold, the voxels of the expected
output model are set as 1, otherwise set as 0. The 3D model
sample described here can use a test sample.

[0087] In the present invention, the following parameters
are defined to determine the effect of the inverse deformation
network. N denotes the number of test model samples in the
test model sample set. For the model P, (where, 1=0, 1, . . .
, N-=1), M denotes the number of voxels of the test model
samples, then

[0088] TP, denotes a true positive value of the i”” 3D model
sample, wherein the true positive value of the i”” 3D model
sample 1s equal to the number of voxels with a real output
of 1 and an expected output of 1 1n the 3D model sample.
[0089] TN, denotes a true negative value of the i” 3D
model, wherein the true negative value of the i’ 3D model
sample 1s equal to the number of voxels with a real output
of 0 and an expected output of 0 1n the 3D model sample;
[0090] FP, denotes a false positive value of the i” 3D
model, wherein the false positive value of the i” 3D model
sample 1s equal to the number of voxels with the real output
of 1 and the expected output of 0 1n the 3D model sample;
[0091] FN, denotes a false negative value of the i”* 3D
model, wherein the false negative value of the i” 3D model
sample 1s equal to the number of voxels with the real output
of 0 and the expected output of 1 i the 3D model sample.
[0092] In the present invention, the “preset learning per-
formance index set” includes at least one selected from the
group consisting of Precision, Recall, F1, Accuracy, Accu-
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racy,, and Accuracy, ... In the present embodiment, the
index calculation rule includes the above six indices to

achieve an optimal selection result and 1s expressed by
tormulas (5)-(10).

VL
S TP+ TG PP,

N—-1
5 ‘
TP + XY FN;

Precision =

Recall =

NV (7)
2- > TP
2- 3N TP+ YN EN + XN FP

ol 2 - Precision - Recall
"~ Precision + Recall

1 N-1 (8)
Accuracy = mzi:{} (TP; + TN;)
] (9)
Accuracy; = —(TP; + TN;)
M
TP, (10)

Accuracy; pye = TP: + FN:

[0093] where, Precision denotes precision and represents
the ability of the mnverse deformation network to distinguish
the voxels inside the crown from the voxels outside the
crown. The larger value of the precision, the better the
network can separate the voxels 1n the crown. Recall denotes
a recall rate, and the recall rate indicates the ability of the
inverse deformation network to identity the voxels inside the
crown. When the recall rate 1s large, the inverse deformation
network can accurately identily more voxels inside the
crown 1n each model. F1 denotes the harmonic mean of the
precision and the recall rate. When the value of F1 increases,
the performance of the network 1s improved. Accuracy
denotes an accuracy rate showing the performance of cor-
rectly 1identifying voxel values in M voxels of N models.
Accuracy, denotes an accuracy rate of the i”” 3D model
sample and represents the performance of correctly i1denti-
fying voxels in the i’ model. Accuracy, ;... denotes an
accuracy rate of voxels in the i’ 3D model sample, and
represents the performance of 1dentifying the voxels inside
the crown of the i” model. These values are used as indices
to test the learning performance of the neural network, and
the optimal 1mnverse deformation network 1s selected based
on these indices.

Embodiment 2: The Second Embodiment of the
Neural Network-Based Error Compensation Method
for 3D Printing

[0094] The difference between the present embodiment
and Embodiment 1 1s as follows.

[0095] The deformation network 1s constructed based on
the 3D printing deformation function. Output models
obtained aiter the to-be-printed model samples 1n the train-
ing samples pass through the deformation network are used
as the expected output models. In the present embodiment,
during training of the deformation network, the to-be-
printed model samples are used as the real input models, and
the printed model samples are used as the real output models
of the deformation network.

[0096] The input model sample of each training sample 1s
the digital model to be printed, and the output model sample
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of each training sample 1s the corresponding digital model
obtained based on the 3D printed physical model.

[0097] Adfter the deformation network constructed by the
deformation function 1s trained, the error compensation data
of the model data to be printed 1s obtained. Belore printing,
it 15 necessary to compensate the model data to be printed
through the human-computer interaction device. The
human-computer interaction device here may be a computer
equipment with an information entry function. After the
error compensation data 1s obtained, the error compensation
data 1s entered into the computer equipment to perform an
error compensation on the model to be printed. The model
to be printed 1s 3D printed after being compensated. The
operation of entering the error compensation data into the
computer equipment can be realized by an operator’s
manual operation. Optionally, other computer technologies
can also be employed to simulate the error compensation
data entry process of human-computer interaction.

[0098] Other contents of the present embodiment are
identical to those 1n the first embodiment. For the conve-
nience and conciseness of the description, the specific sys-
tematic working process and related description of the
present embodiment can refer to the corresponding pro-
cesses 1n the neural network-based error compensation
method for 3D printing of the foregoing embodiment, which
are not described 1n detail herein.

Embodiment 3: The Third Embodiment of the
Neural Network-Based Error Compensation Method

for 3D Printing,

[0099] The diflerence between the present embodiment
and Embodiment 1 or Embodiment 2 is that the training
samples of the deformation network or inverse deformation
network are two-dimensional slice data of the 3D model.

[0100] It 1s feasible to operate the two-dimensional data 1n
that two-dimensional data can be obtained more easily
compared with 3D data and i1s also available for compen-
sating errors. Specifically, a slicing operation 1s performed
on the 3D model in a direction that 1s horizontal to the model
via the soltware to reduce the dimensionality of the 3D
model. FIG. 3A, FIG. 3B and FIG. 3C show a 3D model of
the crown, a cross-sectional view of a layer of the 3D model
of the crown, and a two-dimensional image of the layer after
being sliced, respectively.

[0101] Other contents of the present embodiment are
identical to those in the foregoing embodiments. For the
convenience and conciseness of the description, the specific
systematic working process and related description of the
present embodiment can refer to the corresponding pro-
cesses 1n the error compensation method for 3D printing
based on the neural network of the foregoing embodiments,
which are not described 1n detail herein.

Embodiment 4: The Fourth Embodiment of the
Neural Network-Based Error Compensation Method
for 3D Printing

[0102] The difference between the present embodiment
and Embodiment 1 or Embodiment 2 1s that the printed
model samples in the training samples of the deformation
network or inverse deformation network are generated based
on the simulation method. The simulation method 1s per-
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formed without waiting for the practical printing process to
quickly obtain the network structure with a good learning
performance.

[0103] Taking the deformation function as an example, the
deformation process of the 3D printing input model and the
3D printing output model 1s described by four conventional
transformations including translation, scale down, scale up,
and rotation. In practical applications, 1t 1s feasible to
introduce other types of transformation relationships, or
reduce one or more of these four conventional transforma-
tions.

[0104] The specific transformation relationship will be
more clearly described by the following specific deforma-
tion examples via formulas. Specifically, (x, vy, z) denotes
coordinates before transformation (coordinates in the 3D
printing mput model), and (X', ¥, z') denotes coordinates
alter transformation (coordinates 1n the 3D printing output

model).

[0105] (1) Translation: A translation by 0.5 (which 1s the
translation compensation value) i1s performed on the 3D
printing input model along the positive directions of X, v, and
7z axes, respectively. The 3D printing input model approxi-
mates the 3D solid surface by a series of small triangular
patches. Each small triangular patch includes three points,
and each point 1s denoted by 3D coordinates (X, vy, z), then
(X', ', zY=(x+0.5, y+0.5, z+0.5).

[0106] (2) Scale down: The origin 1s used as the center of
the scale down of the 3D printing input model, a scaling by
0.9 (which 1s the scale down compensation factor) 1s per-
tformed on the 3D printing input model along the x, vy, and
7 axes, respectively, then (X', yv', z')=(xx0.9, yx0.9, zx0.9).

[0107] (3) Scale up: The origin 1s used as the center of the
scale up of the 3D printing mput model, a scaling by 1.1
(which 1s the scale up compensation factor) 1s performed on
the 3D printing input model along the x, y, and z axes,
respectively, then (X', v, z)=(xx1.1,yx1.1,zx1.1).

[0108] (4) Rotation: The origin 1s used as the center of the
rotation of the 3D printing mput model, and a rotation by
11.25° (which 1s the rotation compensation value) 1s per-
formed on the 3D printing mnput model around the x-axis.

[0109] Other contents of the present embodiment are
identical to those in the foregoing embodiments. For the
convenience and conciseness of the description, the specific
systematic working process and related description of the
present invention can refer to the corresponding processes in
the neural network-based error compensation method for 3D
printing of the foregoing embodiments, which are not
described in detail herein.

Embodiment 5: An Embodiment of the Neural
Network-Based Error Compensation System for 3D
Printing

[0110] The system includes an mmput module, a compen-
sation module and an output module.

[0111] The input module 1s configured to obtain the mput
model.
[0112] The compensation module includes a trained defor-

mation network or inverse deformation network based on
the neural network and 1s configured to compensate the input
model to generate a compensated mput model.

[0113] The output module i1s configured to output the
compensated mput model.

[0114] The deformation network or inverse deformation
network 1s constructed according to the 3D printing defor-
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mation function or the 3D printing inverse deformation
function. The training samples of the deformation network
or inverse deformation network include to-be-printed model
samples and printed model samples during the 3D printing.

[0115] The deformation network constructed according to
the 3D printing deformation function 1s marked as the first
network. Output models obtained after the to-be-printed
model samples 1 the traimng samples pass through the
deformation network are used as expected output models.
During training of the first network, the to-be-printed model
samples are used as real input models, and the printed model
samples are used as real output models.

[0116] The 1nverse deformation network constructed
according to the 3D printing inverse deformation function 1s
marked as a second network. Output models obtained after
the printed model samples 1 the training samples pass
through the inverse deformation network are used as
expected output models. During training of the second
network, the printed model samples are used as the real input
models, and the to-be-printed model samples are used as the
real output models.

[0117] Those skilled in the art can clearly understand that,
for the convenience and conciseness of the description, the
specific working process and related description of the
system of the present embodiment can refer to the corre-
sponding process in the neural network-based error com-
pensation method for 3D printing of the foregoing embodi-
ments, which are not described 1n detail herein.

[0118] It should be noted that the neural network-based
error compensation system for 3D printing provided by the
foregoing embodiments 1s only exemplified by the division
of the above-mentioned functional modules. In practical
applications, the above-mentioned functions can be allo-
cated to different functional modules according to needs,
namely, the modules 1n the embodiments of the present
invention are Ifurther decomposed or combined. For
example, the modules 1n the foregoing embodiments may be
combined into one module, or split into multiple sub-
modules, to achieve all or part of the functions described
above.

[0119] The designations of the modules and steps involved
in the embodiments of the present invention are only
intended to distinguish these modules or steps, and cannot be
construed as an improper limitation on the present invention.

Embodiment 6: An Embodiment of the Storage
Device

[0120] Inthe present embodiment, a plurality of programs
1s stored 1n the storage device, and the plurality of programs
are loaded and executed by the processor to achieve the
neural network-based error compensation method for 3D
printing described above.

Embodiment 7: An Embodiment of the Processing
Device

[0121] In the present embodiment, the processing device
includes a processor and a storage device. The processor 1s
configured to execute a plurality of programs. The storage
device 1s configured to store the plurality of programs. The
plurality of programs are loaded and executed by the pro-
cessor to achieve the neural network-based error compen-
sation method for 3D printing described above.
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Embodiment 8: An Embodiment of the 3D Printing
Device

[0122] In the present embodiment, the 3D printing device
includes a control unit. The control unit 1s configured to load
and execute a plurality of programs to perform an error
compensation on the mput model by the neural network-
based error compensation method for 3D printing described
above during the 3D printing.

[0123] Those skilled 1n the art can clearly understand that,
for the convenience and conciseness of the description, the
specific working process and related description of Embodi-
ments 6, 7, and 8 described above can refer to the corre-
sponding process in the neural network-based error com-
pensation method for 3D printing of the foregoing
embodiments, which are not described in detail herein.

[0124] Those skilled 1 the art can realize that the mod-
ules, steps of methods described in the embodiments herein
can be implemented by electronic hardware, computer sofit-
ware, or a combination of the electronic hardware and the
computer software. The programs corresponding to modules
of software, steps of methods can be stored 1n a random
access memory (RAM), a memory, a read only memory
(ROM), an electrically programmable ROM, an electrically
crasable programmable ROM, a register, a hard disk, a
removable disk, a compact disc-read only memory (CD-
ROM) or any other form of storage mediums known 1n the
technical field. In the above description, the compositions
and steps of each embodiment have been generally
described 1n terms of the functions to clearly explain the
interchangeability of electronic hardware and software.
Whether these functions are performed by electronic hard-
ware or software depends on the specific application and
designed constraint condition of the techmical solution.
Those skilled in the art can use diflerent methods to 1imple-
ment the described functions for each specific application,
but such implementation should not be considered to {fall
outside the scope of the present mnvention.

[0125] The terminologies “first”, “second”, and the like
are used to distinguish similar subjects rather than to
describe or indicate a specific order or sequence.

[0126] The terminology “include/comprise” and any other
similar terminologies are used to cover non-exclusive inclu-
s10ms, so that a process, method, article, equipment or device
including a series of elements not only include these ele-
ments, but also include other elements that are not explicitly
listed, or include elements inherent 1n the process, method,
article, equipment or device.

[0127] Hereto, the technical solutions of the present inven-
tion have been described 1n combination with the preferred
embodiments with reference to the drawings. However, it 1s
casily understood by those skilled in the art that the scope of
protection of the present mvention 1s obviously not limited
to these specific embodiments. Without departing from the
principles of the present mnvention, those skilled 1n the art
can make equvalent modifications or replacements to
related technical {features, and the technical solutions
obtained by these modifications or replacements shall fall
within the scope of protection of the present invention.

What 1s claimed 1s:

1. A neural network-based error compensation method for
3D printing, comprising:

compensating an mput model by a deformation network
or an mverse deformation network to obtain a compen-
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sated mput model, and performing the 3D printing
based on the compensated input model; wherein

the deformation network 1s constructed and trained
according to a 3D printing deformation function, and
the mverse deformation network 1s constructed and
trained according to a 3D printing imnverse deformation
function; training samples of the deformation network
or the inverse deformation network comprise to-be-
printed model samples and printed model samples
during the 3D printing;

the deformation network constructed according to the 3D
printing deformation function 1s marked as a first
network; output models obtained atfter the to-be-printed
model samples 1n the training samples pass through the
deformation network are used as expected output mod-
cls of the first network; during training of the first
network, the to-be-printed model samples are used as
real iput models of the first network, and the printed
model samples are used as real output models of the
first network;

the inverse deformation network constructed according to
the 3D printing inverse deformation function 1s marked
as a second network; output models obtained after the
printed model samples 1 the training samples pass
through the inverse deformation network are used as
expected output models of the second network; during
training of the second network, the printed model
samples are used as real input models of the second
network, and the to-be-printed model samples are used
as real output models of the second network; and

the 3D printing deformation function 1s a function repre-
senting a deformation relationship of a 3D printing
device from a to-be-printed model to a printed model;
and the 3D printing inverse deformation function 1s a
function representing an inverse deformation relation-
ship of the 3D printing device from the printed model
to the to-be-printed model.

2. The neural network-based error compensation method
for the 3D printing according to claim 1, further comprising
the following steps of selecting the deformation network/
inverse deformation network:

constructing a plurality of deformation networks/inverse
deformation networks structured by the neural net-
work:

training the plurality of deformation networks/inverse
deformation networks based on a preset loss function to
obtain a plurality of tramned deformation networks/
inverse deformation networks:

based on a preset learning performance index set, obtain-
ing learning performance index values of each trained
deformation network/inverse deformation network of
the plurality of trained deformation networks/inverse
deformation networks, to obtain a learning perfor-
mance index value set of each of the plurality of trained
deformation networks/inverse deformation networks;
and

selecting the deformation network/inverse deformation
network corresponding to the learning performance
index value set.

3. The neural network-based error compensation method
for the 3D printing according to claim 2, wherein, the “preset
learning performance index set” 1s constructed based on

variables of TP,, TN,, FP,, and FN,, wherein, i denotes an i””
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3D model sample 1 a 3D model sample set used in “the
steps of selecting the deformation network/inverse deforma-
tion network’™:;

TP, denotes a true positive value of the i” 3D model
sample, wherein the true positive value of the i”” 3D
model sample 1s equal to a number of voxels with a real
output of 1 and an expected output of 1 in the i” 3D
model sample;

TN, denotes a true negative value of the i” 3D model
sample, wherein the true negative value of the i”” 3D
model sample 1s equal to a number of voxels with a real
output of 0 and an expected output of 0 in the i”” 3D
model sample;

FP, denotes a false positive value of the i’ 3D model
sample, wherein the false positive value of the i”” 3D
model sample 1s equal to a number of voxels with the
real output of 1 and the expected output of 0 in the i”
3D model sample; and

FN. denotes a false negative value of the i”” 3D model
sample, wherein the false negative value of the i”” 3D
model sample 1s equal to a number of voxels with the
real output of 0 and the expected output of 1 in the i”
3D model sample.

4. The neural network-based error compensation method
tor the 3D printing according to claim 3, wherein, the “preset
learning performance index set” comprises at least one
selected from the group consisting of Precision, Recall, F1,
Accuracy, Accuracy,, and Accuracy, ... wherein,

Do TP

SN TP + R FP,

Z’:l TP,

S TP+ X PN

Precision =

Recall =

22’:1 TP,

2SN TR 4 SNCLEN 4 SN P,

F1 = 2 - Precision - Recall B
~ Precision + Recall

| N-1
Accuracy = WZ:':{) (TP; + TN;)

|
Accuracy; = E(TPE + TN;)

TP,
TP,_' + FN,_‘

Accurac Viwhite =

and wherein, Precision denotes a precision, Recall
denotes a recall rate, F1 denotes a harmonic mean of
the precision and the recall rate, Accuracy denotes an
accuracy rate, Accuracy denotes an accuracy rate of the
i”” 3D model sample, Accuracy, ;... denotes an accu-
racy rate of voxels in the i” 3D model sample, N
denotes a number of 3D model samples in the 3D
model sample set, and M denotes a number of voxels

in the 3D model samples.

5. The neural network-based error compensation method
for the 3D printing according to claim 1, wherein, a loss
function L for training the deformation network/inverse
deformation network 1s expressed by the following formula:
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M—1

L [—ay;log(yi) — (1 —a)(1 — y;)log(l — y;)]
=0

i

wherein, M denotes a number of voxels of the expected
output model during training of the deformation net-
work/inverse deformation network; a denotes a preset
penalty coeflicient, and o € [0,1]; vy, denotes a true
probability that an i” voxel grid in the expected output

model is occupied; v, denotes a probability that the i””

voxel grid 1s occupied, wherein the probability that the

i”” voxel grid is occupied is predicted by the neural

network.

6. The neural network-based error compensation method
for the 3D printing according to claim 1, wherein, the
training samples of the deformation network/inverse defor-
mation network are 3D model data or two-dimensional slice
data of 3D model samples.

7. The neural network-based error compensation method
for the 3D printing according to claim 1, wherein, output
model samples of the training samples of the deformation
network/inverse deformation network are obtained based on
a 3D printed physical model or generated based on a
simulation method.

8. A neural network-based error compensation system for
3D printing, comprising:

an 1nput module,

a compensation module, and

an output module;

wherein

the 1nput module 1s configured to obtain an mput model;

the compensation module 1s configured to compensate the
input model based on a deformation network or an
inverse deformation network based on the neural net-
work to generate a compensated mput model;

the output module 1s configured to output the compen-
sated 1nput model;

the deformation network 1s constructed and trained
according to a 3D printing deformation function, and
the 1mverse deformation network 1s constructed and
trained according to a 3D printing inverse deformation
function; training samples of the deformation network
or the mverse deformation network comprise to-be-
printed model samples and printed model samples
during the 3D printing;

the deformation network constructed according to the 3D
printing deformation function 1s marked as a first
network; output models obtained atfter the to-be-printed
model samples 1n the training samples pass through the
deformation network are used as expected output mod-
cls of the first network; during training of the first
network, the to-be-printed model samples are used as
real iput models of the first network, and the printed
model samples are used as real output models of the
first network;

the inverse deformation network constructed according to
the 3D printing inverse deformation function 1s marked
as a second network; output models obtained after the
printed model samples in the training samples pass
through the inverse deformation network are used as
expected output models of the second network; during
training of the second network, the printed model
samples are used as real input models of the second
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network, and the to-be-printed model samples are used
as real output models of the second network; and

the 3D printing deformation function 1s a function repre-

senting a deformation relationship of a 3D printing
device from a to-be-printed model to a printed model;
and the 3D printing inverse deformation function 1s a
function representing an inverse deformation relation-
ship of the 3D printing device from the printed model
to the to-be-printed model.

9. A storage device, wherein a plurality of programs are
stored 1n the storage device, and the plurality of programs
are loaded and executed by a processor to achieve the neural
network-based error compensation method for the 3D print-
ing according to claim 1.

10. A processing device, comprising a processor and a
storage device; wherein the processor 1s configured to
execute a plurality of programs; the storage device 1s con-
figured to store the plurality of programs; the plurality of
programs are loaded and executed by the processor to
achieve the neural network-based error compensation
method for the 3D printing according to claim 1.

11. A 3D printing device, comprising a control unit;
wherein the control unit 1s configured to load and execute a
plurality of programs to perform an error compensation on
the input model by the neural network-based error compen-
sation method for the 3D printing according to claim 1
during the 3D printing.

12. The neural network-based error compensation method
for the 3D printing according to claim 2, wherein, the
training samples of the deformation network/inverse defor-
mation network are 3D model data or two-dimensional slice
data of 3D model samples.

13. The neural network-based error compensation method
for the 3D printing according to claim 3, wherein, the
training samples of the deformation network/inverse defor-
mation network are 3D model data or two-dimensional slice
data of 3D model samples.

14. The neural network-based error compensation method
for the 3D printing according to claim 4, wherein, the
training samples of the deformation network/inverse defor-
mation network are 3D model data or two-dimensional slice
data of the 3D model samples.

15. The neural network-based error compensation method
for the 3D printing according to claim 2, wherein, output
model samples of the training samples of the deformation
network/inverse deformation network are obtained based on
a 3D printed physical model or generated based on a
simulation method.

16. The neural network-based error compensation method
for the 3D printing according to claim 3, wherein, output
model samples of the training samples of the deformation
network/inverse deformation network are obtained based on
a 3D printed physical model or generated based on a
simulation method.

17. The neural network-based error compensation method
for the 3D printing according to claim 4, wherein, output
model samples of the training samples of the deformation
network/inverse deformation network are obtained based on
a 3D printed physical model or generated based on a
simulation method.

18. The storage device according to claim 9, wherein, the
neural network-based error compensation method for the 3D
printing further comprises the following steps of selecting
the deformation network/inverse deformation network:
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constructing a plurality of deformation networks/inverse
deformation networks structured by the neural net-
work:

training the plurality of deformation networks/inverse
deformation networks based on a preset loss function to
obtain a plurality of tramned deformation networks/
inverse deformation networks:

based on a preset learning performance 1index set, obtain-
ing learning performance index values of each trained
deformation network/inverse deformation network of
the plurality of trained deformation networks/inverse
deformation networks, to obtain a learning perfor-
mance index value set of each of the plurality of trained
deformation networks/inverse deformation networks:
and

selecting the deformation network/inverse deformation
network corresponding to the learning performance
index value set.

19. The storage device according to claim 18, wherein, the
“preset learning performance imndex set” 1s constructed based
on variables of TP, TN, FP,, and FN,, wherein, 1 denotes an
i”” 3D model sample in a 3D model sample set used in “the
steps of selecting the deformation network/inverse deforma-
tion network’™;

TP, denotes a true positive value of the i”” 3D model
sample, wherein the true positive value of the i 3D
model sample 1s equal to a number of voxels with a real
output of 1 and an expected output of 1 in the i”” 3D
model sample;

TN, denotes a true negative value of the i”” 3D model
sample, wherein the true negative value of the i 3D
model sample 1s equal to a number of voxels with a real
output of 0 and an expected output of 0 in the i”” 3D
model sample;

FP, denotes a false positive value of the i” 3D model
sample, wherein the false positive value of the i”” 3D
model sample 1s equal to a number of voxels with the
real output of 1 and the expected output of 0 in the i”
3D model sample; and

FN, denotes a false negative value of the i”” 3D model
sample, wherein the false negative value of the i”” 3D
model sample 1s equal to a number of voxels with the
real output of 0 and the expected output of 1 in the i”
3D model sample.

20. The storage device according to claim 19, wherein, the
“preset learning performance mdex set” comprises at least
one selected from the group consisting of Precision, Recall,
F1, Accuracy, Accuracy,, and Accuracy, ,, ;... wherein,

N—1
D TP
Precision = —— =0 ——
Lizo TP+ 25y FP;
N-1
1P
Recall = ZI:Q

NG TP + XN FN;

Y

2 - Precision - Recall
Precision + Recall 2. SN TP + SV FN; + SV FP,

Fl

| N-1
Accuracy = Y, ZI_:[} (TP; + TN;)

1
Accuracy; E(TPE + IN;)
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-continued
TP,
TP, + FN;

Accurac Vi white =

and wherein, Precision denotes a precision, Recall
denotes a recall rate, F1 denotes a harmonic mean of
the precision and the recall rate, Accuracy denotes an
accuracy rate, Accuracy denotes an accuracy rate of the
i”” 3D model sample, Accuracy, | ... denotes an accu-
racy rate of voxels in the i” 3D model sample, N
denotes a number of 3D model samples in the 3D
model sample set, and M denotes a number of voxels

in the 3D model samples.
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