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CONTENT DISPLAY CONTROLS BASED ON
ENVIRONMENTAL FACTORS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application 1s a continuation of U.S. patent
application Ser. No. 15/457,889, filed Mar. 13, 2017, which
1s a continuation of U.S. patent application Ser. No. 14/983,
375, filed Dec. 29, 2015, now U.S. Pat. No. 9,596,568,
which 1s a continuation of U.S. patent application Ser. No.
13/609,572, filed on Sep. 11, 2012, now U.S. Pat. No.
9,288,387, the contents of which are entirely incorporated
by reference herein.

BACKGROUND

[0002] In recent years, portable computing devices, such
as tablets and smart phones, have been increasingly utilized
by consumers for a number of different purposes. Besides
making telephone calls and browsing websites on the Inter-
net, these devices are often used to render media (e.g., audio
and video), capture photographs, play games, manage per-
sonal tasks and perform a variety of other functions. In some
cases, the portable device can be integrated with another
device used to playback content, such as televisions, stereo
equipment and the like. For example, a mobile phone may
transmit digital audio (e.g., MP3 content) to a stereo system
which can play the audio 1n higher sound quality than what
the mobile phone could otherwise achieve. Similarly, the
device may provide video or other image content to a
television for display in the user’s home. All of this
increased integration presents opportunities to provide bet-
ter, more tailored and granular control to the user over the
various forms of content being displayed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] Various embodiments 1n accordance with the pres-
ent disclosure will be described with reference to the draw-
ings, 1n which:

[0004] FIG. 1 illustrates an example of an environment 1n
which the mobile computing device 1s used to control
content presenting, i accordance with various embodi-
ments;

[0005] FIG. 2 1s an illustration of another environment 1n
which a mobile computing device can control the presenting,
of media content, 1n accordance with various embodiments;

[0006] FIG. 3 illustrates an example of a mobile comput-
ing device that uses facial recognition to control the display
of media content, 1n accordance with various embodiments:

[0007] FIG. 4 illustrates an example of various compo-
nents of the mobile computing device that can be used to
control the display of media content, 1n accordance with
various embodiments:

[0008] FIG. 5 illustrates an example process for control-
ling the presenting of media content based on environmental
factors, 1n accordance with various embodiments;

[0009] FIG. 6 illustrates front and back views of an
example portable computing device that can be used in
accordance with various embodiments;

[0010] FIG. 7 illustrates an example set of basic compo-
nents of a portable computing device, such as the device
described with respect to FIG. 6; and
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[0011] FIG. 8 illustrates an example of an environment for
implementing aspects 1 accordance with various embodi-
ments.

DETAILED DESCRIPTION

[0012] In the following description, various embodiments
will be 1llustrated by way of example and not by way of
limitation in the figures of the accompanying drawings.
References to various embodiments 1n this disclosure are not
necessarily to the same embodiment, and such references
mean at least one. While specific implementations and other
details are discussed, 1t 1s to be understood that this 1s done
for illustrative purposes only. A person skilled 1n the relevant
art will recognize that other components and configurations
may be used without departing from the scope and spirit of
the claimed subject matter.

[0013] Systems and methods in accordance with various
embodiments of the present disclosure may overcome one or
more of the foregoing or other deficiencies experienced in
conventional approaches for displaying and otherwise pre-
senting content via one or more computing devices. In
particular, various embodiments provide approaches for
filtering and otherwise controlling the presentation of con-
tent (e.g., audio, video, 1mages, ringtones, games) by com-
puting devices according to situational appropriateness and
other environmental factors occurring around the device.
For example, a mobile computing device such as a smart
phone could use 1image data and/or audio information cap-
tured by 1ts sensors to determine that minors are present
within the vicmity of the mobile phone, and filter certain
portions of media content that would be deemed inappro-
priate for those minors. The environmental information can
be determined based on data gathered by various sensors of
the mobile device, including but not limited to cameras,
microphones, global positioning system (GPS) devices, light
sensors and others.

[0014] In some instances, instead of directly presenting
the content, the mobile device (e.g., mobile phone) can
provide the media content to another device for presentation
while still controlling one or more aspects of the content. By
way of example, the mobile phone may establish a connec-
tion with a stereo system ol an automobile and use the stereo
system to play music or other audio 1nside the automobile.
While playing the music tracks, the device may determine
that a child 1s present 1n the car and that the next song 1n the
playlist includes profanity or other inappropriate matenal.
For example, the mobile phone can use one or more cameras
embedded therein to 1dentify that an adult 1s with a child and
then either skip the song in the playlist or filter the 1nap-
propriate material from the song. In various embodiments,
the device can brietly turn off the audio during the moments
of profanity, “bleep out” the swear words, or otherwise
censor the mappropriate material. The amount of filtering
could be adjusted as the device recognizes various people 1n
a family, perhaps applying more filtering for a 5 year old
chuld than a 13 year old teenager, based on a set of parental
rules. In some embodiments, the parental rules can be
configurable by the owner of the device (e.g., parent).
[0015] By way of another example, when video i1s being
played on the device or through a HDMI connection to a
screen, the display can be adjusted by using overlays to
remove swearing or adult scenes when a child 1s 1n the room
(or just during the period of time that the child walks 1nto the
room). In some embodiments, the underlying content does
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not need to be modified. Instead, one or more filters can be
applied that skip over certain portions of scenes, substitute
audio over swear words or otherwise censor the content
portions.

[0016] In some embodiments, the device can switch to
different modes based on contextual clues such as 1dentified
persons 1n proximity of the device. For example, the device
may switch into an “accessibility” mode 1f the user 1s
recognized as someone who 1s disabled, older or otherwise
would benefit from those features. The accessibility mode
may cause the device to display larger 1cons, provide audio
information or receive audio instructions from the user,
among other such options. Similarly, the device may deter-
mine that the person may need easier accessibility mode 1t
the user 1s having trouble hitting obvious touch points to
execute certain functionality that would typically be the
primary focus of those who did not need the accessibility
features. In various embodiments, a number of other modes
cach associated with specific functionality, can also be
implemented for use with the device, such as a child mode,
specific disability modes (blind, deat, etc.), public mode,
quiet mode and the like.

[0017] Aside from recognizing persons present in the
vicinity of the device, the computing device can use other
environmental information to modily and control the pre-
sentation of content. The presentation of content can include
displaying one or more i1mages or one or more videos,
playing one or more audio files and presenting any other
media content. For example, the mobile computing device
can learn that a certain location 1s a work environment and
adjust ringtones, 1images or other content displayed by the
device so that inappropriate maternial 1s not displayed 1n the
workplace of the user. This can also be performed based on
environmental attributes other than location information. In
environments where location data 1sn’t available, the com-
puting device may use contextual clues about the environ-
ment, ncluding but not limited colors, shapes or types of
objects 1identified by 1images captured using a camera of the
device, 1dentified persons within proximity of the device,
and the like. For example, it may be useful for the mobile
phone device to modily a ringtone 11 the user 1s determined
to be out to dinner with work colleagues. In this embodi-
ment, the device could automatically recognize that the
persons 1n proximity of the device are identified as work
colleagues and determine that existing rules about “work™
should still apply, despite the fact that the device 1s not in the
work “location” anymore. Based on that determination, the
device could automatically change the ringtone, without the
user having to remember to manually change 1t themselves.
In some embodiments, the content can also be secured so
that any third party who picked up an unlocked device would
only be able to access limited content that was appropriate
for a general audience. All work-related e-mail, personal
documents, and other sensitive information can be made
inaccessible to the third party. In this embodiment, the user
interface can revert to generic unless the owner of the device
1s 1dentified and overrides the generic mode.

[0018] In various embodiments, the device can perform
image analysis on data received from one or more cameras
to 1dentily one or more persons in the room. For example,
the device can apply facial recognition algorithms to 1images
of a user when attempting to recognize the user. The device
could also use multiple cameras to obtain depth information
which can be used to determine distance to various objects
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or persons. For example, the device can use 1mage infor-
mation captured by multiple cameras to determine that
someone other than the typical user was within viewing
distance such that they could read over the user’s shoulder.
Based on that determination, the device can perform a
number of actions, such as dimming the screen, blocking or
filtering content that may have been designated private, or
notifying the user to inform them that their information 1s at
risk. Distance information can be determined by configuring
two or more cameras for stereo 1mage processing. When
multiple cameras are used, distance information in the image
can be determined by comparing the oflset 1n the image with
the known distance between the two cameras embedded in
the device. This distance information can be used for a
variety of purposes, including the ability to determine when
third party persons are within viewing distance of the device,
as described above. In some embodiments, the device can
turther analyze the audio information captured by a micro-
phone to 1dentily one or more users that are speaking in the
room. For example, one or more voice recognition algo-
rithms can be applied by the device to identify or authenti-
cate the user based his or her voice patterns (e.g., pitch,
timber). In at least one embodiment, the device can store a
voliceprint or other unique information for each user in the
family and associate the voiceprint with known user char-
acteristics, such as age, sex, taste or preferences and the like.

[0019] In some embodiments, the mobile computing
device or a fixed device 1n a room, (e.g., a set top box,
streaming media device, etc.) can allow the users to specily
preferences for various types of content that would be
rendered by the mobile device. For example, one user may
indicate that they do not like a particular song and the mobile
device can skip over that song in the playlist whenever that
user 1s 1n the room. These preferences can be manually
configured using the interface of the device or can be
automatically obtained from another location, such as a
different computing device, or the like. In one embodiment,
the device can use audio and 1imaging data captured by its
sensors to i1dentify all of the users in the room (or other
environment) and selectively control the content being pre-
sented according to the users currently in the vicinity.

[0020] FIG. 1 illustrates an example of an environment 1n
which the mobile computing device 1s used to control
content presentation, 1 accordance with various embodi-
ments. In the illustrated embodiment, an automobile 12 1s
shown with two adults (14, 16) sitting 1n the front seat and
two children or teenagers (18, 20) sitting 1n the rear seat. The
passenger adult 16 1s holding a mobile computing device 22,
such as a cellular phone. The mobile computing device 22
can establish a connection with the stereo system 24 of the
automobile and use the stereo system 24 to play various
media content (e.g., music) to the persons in the car. The
connection can be either a wired connection (e.g., RCA
cable) or a wireless connection (e.g., Bluetooth, RF) through
which the mobile device 22 can relay the audio information
to the stereo system 24.

[0021] In accordance with an embodiment, the mobile
computing device 22 can use data gathered by its various
sensors to determine that the persons in the automobile
include children or minors (18, 20). For example, the mobile
device can use 1image data captured by the front-facing and
rear-facing cameras to i1dentify the persons present in the
vehicle using various facial recognition techniques. As an
alternative example, the mobile device can use audio infor-
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mation captured by a microphone embedded in the device to
identify the persons based at least 1n part on voice recogni-
tion software. In addition, the device may use other infor-
mation gathered by its various sensors to determine attri-
butes about 1ts environment, icluding GPS information to
determine that the device 1s 1n an automobile (1.e. traveling
fast), information indicating that a connection has been
established with the stereo system of the automobile, and the
like, 1n order to evaluate the environment in which the
device 1s currently in. In some embodiments, the mobile
device may obtain some of the environmental information
by establishing communication with the computing system
of the automobile 1tself. For example, the main computer of
the automobile may contain information indicating that there
are persons 1n the backseat weighing less than 70 1bs. (e.g.,
chuldren) or other useful environmental information which
could be provided to the device.

[0022] In accordance with an embodiment, the mobile
computing device 22 controls the rendering of the media
content based at least 1n part on the determined environ-
mental attributes, such as the presence of children within the
automobile, as illustrated in FIG. 1. For example, 11 the
mobile device 22 1s playlng a playlist that 1s audible to the
chuldren (18, 20) sitting 1n the backseat, the device 22 may
skip the songs 1n the playlist that contain profanity, sexual
references or other explicit material that the parents may
have deemed mmappropriate for their children. Alternatively,
the mobile device may apply one or more filters that silence
or “bleep” the mappropriate material in the audio track. The
song may be determined to contain the inappropriate mate-
rial based on various ratings, such as the parental advisory
(PAL) label associated with the song in the playlist.

[0023] In some embodiments, the amount or degree of
filtering can be adjusted based on the specific persons that
have been 1dentified to be present within the automobile. For
example, 1if the mobile device determines that there 1s a 5
year old present in the automobile, the device may entirely
skip certain audio tracks, while if the child 1s 13 years old,
the device may simply censor the portions containing the
profanity.

[0024] In accordance with an embodiment, the controlling
and filtering of the media content 1s configurable on the
mobile device. For example, the device can be installed with
an application that manipulates the various settings for the
media content that will be displayed for the device. In some
embodiments, the device can store profiles (e.g., voiceprints,
tacial features, body attributes) of various users known by
the owner of the device, such as the family members. The
device can use these profiles to later identity which persons
are present in the environment around the mobile device and
adjust the display of content according to these persons. In
some embodiments, the device may further include a default
profile for strangers (1.e. people that are not able to be
identified by the device) which specifies how content 1s to be
rendered with strangers present 1n the vicinity of the device.

[0025] FIG. 2 1s an illustration of another environment 1n
which a mobile computing device can control the presenting,
of media content, in accordance with various embodiments.
It should be understood that throughout this disclosure,
reference numbers for like components may be carried over
between figures for purposes of explanation, but this should
not be interpreted as limiting the scope of the various
embodiments.
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[0026] In the i1llustrated embodiment, an environment of a
living room 1s shown with several persons sitting on a couch
in front of a television 28. Similarly to the previous figure,
the persons include parents (14, 16) and a child 20 sitting
within a predetermined vicinity of the mobile device 26. In
this example, the mobile device 26 1s a tablet computer that
1s being hand-held by the parent 14. For example, the parent
14 may be using the device 26 to display media content, such
as video or multimedia. In one embodiment, the video may
be displayed by the device transmitting the video to the
television 28 1n order to provide a larger display area.

[0027] In accordance with an embodiment, the device 26
can detect the presence of the child 20 within the vicinity of
the device. The vicinity can be any predetermined area
around the device, such as area within audible or viewable
distance of the device 26 (or television 28), area within the
same room or other physical location as the device 26, or a
specified distance away from the device 26. In various
embodiments, the device can use data received from the
camera, microphone, GPS device or other location sensor,
light sensor, or other sensor embedded 1n the device.

[0028] In accordance with an embodiment, the device 26
may analyze the information retrieved from the various
sensors and control or adjust the playback or display of
video or other media content by the device. For example, the
device may use overlays to remove swearing or adult scenes
from the video content as long as the child 20 i1s sitting
within viewing distance of the display. Alternatively, the
device 26 may display a warning to the person 14 operating
the device, indicating that an explicit scene may be coming
up which may be inappropriate for the child 1n the room. In
some embodiments, once the child exits the room, the device
can automatlcally adjust the display of media content to
cease overlaying the adult scenes.

[0029] FIG. 3 illustrates an example of a mobile comput-
ing device that uses facial recognition to control the display
of media content, in accordance with various embodiments.
In the 1llustrated embodiment, the child 20 1s operating the
mobile device 32 1n order to play music or other audio. This
may be performed by the child 20 using the touch screen 36
to select and play the songs from a playlist which are
appealing to her. In some cases, the songs or other content
may have a parental advisory label or other metadata indi-
cating that the music contains mappropriate material.

[0030] In accordance with an embodiment, the device 32
may use the front-facing camera 34 to capture an image 30
of the user 20 using the device. The device can then apply
some 1mage recognition and facial recognition algorithms to
identify the user that 1s currently operating the device 32.
Facial recognition, as well known 1n the art, can be any
soltware and/or hardware to 1dentify or verify a person from
a digital image or video frame, such as by comparing a
number of features extracted from the i1mage against a
database of other features. In this particular example, the
facial recognition application may match the user 20 to a
stored profile of the child 20 which may have been config-
ured by the parent owner of the device. In other embodi-
ments, however, the device may analyze the facial features

of the user 20 1n order to determine or estimate the approxi-
mate age of the user.

[0031] In accordance with the 1llustrated embodiment, the
device 32 can then control, filter and otherwise modily the
playing of the media content (e.g., music, video, 1mages)
based on the 1dentification of the user. For example, because
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the user 20 may be i1dentified as being a young child, the
device 32 may sensor various obscene material from the
music or video being displayed by the device.

[0032] In various embodiments described herein, besides
identifying persons in the vicinity of the device, the mobile
computing device can also utilize the data captured by 1ts
sensors to determine a variety of other information about the
physical environment around the device. For example, the
device can utilize GPS information to determine that the
device 1s at the user’s work environment and therefore
restrict the presentation of various content 1n response to that
determination. Alternatively, the device may simply deter-
mine that the device 1s 1n a public location (e.g., restaurant,
bar, shopping area) and control the presentation of content
accordingly. In some embodiments, the user may configure
the settings of the device to create profiles (e.g., a profile for
public locations, a profile for home environment, a profile
for work environment, etc.). Each profile can indicate what
types ol content should be restricted, filtered or otherwise
controlled by the mobile device. For example, the user may
wish for the mobile device to play different ringtones or turn
ofl the sound of the device when the device 1s 1n the work
environment versus the home environment.

[0033] FIG. 4 illustrates an example environment 400,
showing various components of the mobile computing
device that can be used to control the display of media
content, 1n accordance with various embodiments. In the
illustrated embodiment, the mobile computing device 401
contains a number of sensors, including a global positioning
system (GPS) receiver 402, a camera 403, a microphone
404, and a light sensor 405. A GPS receiver 402 can receive
GPS signals for the purpose of determiming the device’s
current location on Earth. The GPS device can provide
latitude, longitude, and in some cases altitude information to
the computing device 401. The camera 403 can be any
device capable of capturing 1mages or sequences of 1mages
(1.e. video). For example, a digital camera 403 embedded
into a mobile phone 1s typically comprised of a lens posi-
tioned 1n front of an 1mage sensor that converts the optical
image into electronic signal. The microphone 404 can be any
device capable of converting sound into an electrical signal.
The light sensor 405 can be a photoresistor or any other
device capable of detecting light or other electromagnetic
energy.

[0034] In various embodiments, the mobile computing
device 401 can further include a content display filter and
control component 406 and a content player 407 capable of
displaying media or other content 408. The content player
407 can be any media player or other software or hardware
that 1s capable of rendering content to a person. In accor-
dance with an embodiment, the content filter and control
component 406 can use some or all of the data gathered by
the sensors (402, 403, 404, 405), as well as other data, in
order to determine one or more factors about the environ-
ment within the vicinity of the device. For example, the
mobile device can use a combination of 1mage data captured
by the camera 403, sound captured by microphone 404 and
location mnformation provided by the GPS receiver 402 1n
order to determine that the device 1s currently 1in the living
room 1n which one or more children are present, as previ-
ously illustrated. Based on the analysis of this data, the
content filter 406 can adjust the display of the content being
played by the content player 407. For example, the filter 406
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may censor at least a portion of audio or video being
displayed, skip over the portion or otherwise adjust the
rendering of the content 408.

[0035] In various embodiments, the content being dis-
played by the device 401 can either be stored locally 408 on
the device, or obtained from a remote location over a
network, such as by using a network interface card 409. For
example, the device may stream content from the “cloud”
content provider that provides movies, music or other media
content over a network. As used throughout this disclosure,
a network can be any wired or wireless network of devices
that are capable of communicating with each other, includ-
ing but not limited to the Internet or other Wide Area
Networks (WANSs), cellular networks, Local Area Networks
(LANSs), Storage Area Networks (SANSs), Intranets, Extra-
nets, and the like. In addition, the content being rendered by
the content player 407 can be displayed on a user interface
410 of the device, transmitted to a remote device (e.g.,
stereo, television) or presented in some other manner as
known 1n the art.

[0036] FIG. § illustrates an example process 500 for
controlling the presenting of media content based on envi-
ronmental factors, 1n accordance with various embodiments.
Although this figure may depict functional operations in a
particular sequence, the processes are not necessarily limited
to the particular order or operations illustrated. One skilled
in the art will appreciate that the various operations por-
trayed 1n this or other figures can be changed, rearranged,
performed 1n parallel or adapted 1n various ways. Further-
more, 1t 1s to be understood that certain operations or
sequences of operations can be added to or omitted from the
process, without departing from the scope of the various
embodiments. In addition, the process illustrations con-
tamned herein are intended to demonstrate an idea of the
process flow to one of ordinary skill in the art, rather than
specilying the actual sequences of code execution, which
may be implemented as different flows or sequences, opti-
mized for performance, or otherwise modified 1n various
ways.

[0037] In operation 501, a mobile computing device (e.g.,
cellphone, tablet computer, electronic reader) receives
instructions to display content. The instructions can be
received by the user activating a particular portion of the
user interface of the device, by receiving an instruction
programmatically from an application nstalled on the
device or in another way. The content can include audio,
video, 1mages, ringtone or other content perceptible by a
user.

[0038] In operation 502, the device obtains data from one
or more sensors embedded 1n the device. For example, the
device may obtain 1mage data from one or more cameras,
audio data from one or more microphones, location data
from one or more location sensors (e.g., GPS receiver)
and/or the like. In alternative embodiments, the mobile
device obtains the data from another apparatus that 1s not
embedded into the mobile device, such as by establishing
communication with another computing device.

[0039] In operation 503, the device analyzes the data
retrieved from the sensors 1n order to determine information
about the persons within a predetermined vicinity of the
device and/or other environmental factors. The determined
information can include but 1s not limited to 1dentification of
persons within the vicinity of the device, identification of the




US 2020/0178027 Al

location 1n which the device 1s located, time of day, or other
situational awareness or appropriateness imnformation.

[0040] In operation 504, the determined information 1is
used to filter and control the display of content by the device.
For example, the device may censor or skip portions of
video and/or audio, turn ofl ringtones, secure personal
documents, or otherwise adjust the rendering of content.

[0041] FIG. 6 1illustrates front and back views of an
example portable computing device 600 that can be used 1n
accordance with various embodiments. Although one type of
portable computing device (e.g., a smart phone, an elec-
tronic book reader, or tablet computer) 1s shown, 1t should be
understood that various other types of electronic devices that
are capable of determining, processing, and providing input
can be used 1n accordance with various embodiments dis-
cussed herein. The devices can include, for example, note-
book computers, personal data assistants, cellular phones,
video gaming consoles or controllers, and portable media
players, among others.

[0042] In this example, the portable computing device 600
has a display screen 602 (e.g., a liquid crystal display (LCD)
clement) operable to display 1mage content to one or more
users or viewers of the device. In at least some embodi-
ments, the display screen provides for touch or swipe-based
input using, for example, capacitive or resistive touch tech-
nology. Such a display element can be used to, for example,
enable a user to provide mput by pressing on an area of the
display corresponding to an image of a button, such as a
right or left mouse button, touch point, etc. The device can
also have touch and/or pressure sensitive material on other
areas of the device as well, such as on the sides or back of
the device. While 1n at least some embodiments a user can
provide mput by touching or squeezing such a matenial, in
other embodiments the material can be used to detect motion
of the device through movement of a patterned surface with
respect to the matenal.

[0043] The example portable computing device can
include one or more 1mage capture elements for purposes
such as conventional 1mage and/or video capture. As dis-
cussed elsewhere herein, the 1mage capture elements can
also be used for purposes such as to determine motion and
receive gesture mput. While the portable computing device
in this example includes one 1image capture element 604 on
the “front” of the device and one 1mage capture element 610
on the “back™ of the device, it should be understood that
image capture elements could also, or altermatively, be
placed on the sides or corners of the device, and that there
can be any appropriate number of capture elements of
similar or different types. Each image capture element may
be, for example, a camera, a charge-coupled device (CCD),
a motion detection sensor, or an infrared sensor, or can
utilize another 1image capturing technology.

[0044] The portable computing device can also include at
least microphone(s) 606, 608, and/or 612 or other audio
capture element capable of capturing audio data, such as
may be used to determine changes 1n position or receive user
input in certain embodiments. In some devices there may be
only one microphone, while in other devices there might be
at least one microphone on each side and/or corner of the
device, or 1n other approprate locations.

[0045] The device 600 1n this example also includes at
least one motion or position determining element 618 oper-
able to provide information such as a position, direction,
motion, or orientation of the device. These elements can
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include, for example, accelerometers, nertial sensors, elec-
tronic gyroscopes, electronic compasses, and GPS elements.
Various types of motion or changes in orientation can be
used to provide 1mput to the device that can trigger at least
one control signal for another device. The example device
also includes at least one communication mechanism 614,
such as may include at least one wired or wireless compo-
nent operable to communicate with one or more portable
computing devices. The device also includes a power system
616, such as may include a battery operable to be recharged
through conventional plug-in approaches, or through other
approaches such as capacitive charging through proximity
with a power mat or other such device. Various other
clements and/or combinations are possible as well within the
scope of various embodiments.

[0046] In order to provide functionality such as that
described with respect to FIG. 6, FIG. 7 illustrates an
example set of basic components of a portable computing
device 700, such as the device 600 described with respect to
FIG. 6. In thus example, the device includes at least one
processor 702 for executing instructions that can be stored in
at least one memory device or element 704. As would be
apparent to one of ordinary skill in the art, the device can
include many types of memory, data storage or computer-
readable storage media, such as a first data storage for
program 1nstructions for execution by the processor 702, the
same or separate storage can be used for images or data, a
removable storage memory can be available for sharing
information with other devices, etc.

[0047] The device typically will include some type of
display element 706, such as a touch screen, electronic ink
(e-ink), organic light emitting diode (OLED) or liquid
crystal display (LCD), although devices such as portable
media players might convey mformation via other means,
such as through audio speakers. As discussed, the device 1n
many embodiments will include at least one 1mage capture
element 708, such as one or more cameras that are able to
image a user, people, or objects 1n the vicimity of the device.
In at least some embodiments, the device can use the image
information to determine gestures or motions of the user,
which will enable the user to provide input through the
portable device without having to actually contact and/or
move the portable device. An 1mage capture element also
can be used to determine the surroundings of the device, as
discussed herein. An 1image capture element can include any
appropriate technology, such as a CCD 1mage capture ele-
ment having a suilicient resolution, focal range and viewable
area, to capture an image of the user when the user is
operating the device.

[0048] The device, in many embodiments, will include at
least one audio element 710, such as one or more audio
speakers and/or microphones. The microphones may be
used to facilitate voice-enabled functions, such as voice
recognition, digital recording, etc. The audio speakers may
perform audio output. In some embodiments, the audio
speaker(s) may reside separately from the device. The
device, as described above relating to many embodiments,
may also include at least one positioning element 712 that
provides information such as a position, direction, motion,
or orientation of the device. This positioning element 712
can include, for example, accelerometers, inertial sensors,
clectronic gyroscopes, electronic compasses, and GPS ele-
ments.
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[0049] The device can include at least one additional input
device 718 that 1s able to receive conventional input from a
user. This conventional mput can include, for example, a
push button, touch pad, touch screen, wheel, joystick, key-
board, mouse, trackball, keypad or any other such device or
clement whereby a user can mput a command to the device.
These I/0 devices could even be connected by a wireless
infrared or Bluetooth or other link as well 1n some embodi-
ments. In some embodiments, however, such a device might
not include any buttons at all and might be controlled only
through a combination of visual and audio commands such
that a user can control the device without having to be in
contact with the device.

[0050] The example device also includes one or more
wireless components 714 operable to communicate with one
or more portable computing devices within a communica-
tion range of the particular wireless channel. The wireless
channel can be any appropriate channel used to enable
devices to communicate wirelessly, such as Bluetooth, cel-
lular, or Wi-F1 channels. It should be understood that the
device can have one or more conventional wired commu-
nications connections as known in the art. The example
device includes various power components 716 known 1n
the art for providing power to a portable computing device,
which can include capacitive charging elements for use with
a power pad or stmilar device as discussed elsewhere herein.
The example device also can include at least one touch
and/or pressure sensitive element 718, such as a touch
sensitive material around a casing of the device, at least one
region capable of providing squeeze-based input to the
device, etc. In some embodiments this material can be used
to determine motion, such as of the device or a user’s finger,
for example, while 1 other embodiments the material will
be used to provide specific mnputs or commands.

[0051] In some embodiments, a device can include the
ability to activate and/or deactivate detection and/or com-
mand modes, such as when receiving a command from a
user or an application, or retrying to determine an audio
input or video 1put, etc. In some embodiments, a device can
include an inirared detector or motion sensor, for example,
which can be used to activate one or more detection modes.
For example, a device might not attempt to detect or
communicate with devices when there 1s not a user in the
room. IT an 1nfrared detector (i.e., a detector with one-pixel
resolution that detects changes in state) detects a user
entering the room, for example, the device can activate a
detection or control mode such that the device can be ready
when needed by the user, but conserve power and resources
when a user 1s not nearby.

[0052] A computing device, in accordance with various
embodiments, may include a light-detecting element that 1s
able to determine whether the device 1s exposed to ambient
light or 1s 1n relative or complete darkness. Such an element
can be beneficial 1n a number of ways. In certain conven-
tional devices, a light-detecting element 1s used to determine
when a user 1s holding a cell phone up to the user’s face
(causing the light-detecting element to be substantially
shielded from the ambient light), which can trigger an action
such as the display element of the phone to temporarily shut
ofl (since the user cannot see the display element while
holding the device to the user’s ear). The light-detecting
clement could be used 1n conjunction with information from
other elements to adjust the functionality of the device. For
example, 11 the device i1s unable to detect a user’s view
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location and a user 1s not holding the device but the device
1s exposed to ambient light, the device might determine that
it has likely been set down by the user and might turn off the
display element and disable certain functionality. If the
device 1s unable to detect a user’s view location, a user 1s not
holding the device and the device 1s further not exposed to
ambient light, the device might determine that the device has
been placed in a bag or other compartment tlat 1s likely
inaccessible to the user and thus might turn off or disable
additional features that might otherwise have been available.
In some embodiments, a user must either be looking at the
device, holding the device or have the device out 1n the light
in order to activate certain functionality of the device. In
other embodiments, the device may include a display ele-
ment that can operate 1n different modes, such as reflective
(for bright situations) and emissive (for dark situations).

Based on the detected light, the device may change modes.

[0053] Using the microphone, the device can disable other
features for reasons substantially unrelated to power sav-
ings. For example, the device can use voice recognition to
determine people near the device, such as children, and can
disable or enable features, such as Internet access or parental
controls, based thereon. Further, the device can analyze
recorded noise to attempt to determine an environment, such
as whether the device 1s 1n a car or on a plane, and that
determination can help to decide which features to enable/
disable or which actions are taken based upon other 1mputs.
If voice recognition 1s used, words can be used as nput,
either directly spoken to the device or indirectly as picked up
t_’lrough conversation. For example, 1f the device determines
that 1t 1s 1n a car, facmg the user and detects a word such as
“hungry” or “eat,” then the device might turn on the display
clement and display information for nearby restaurants, etc.
A user can have the option of turning ofl voice recording and
conversation monitoring for privacy and other such pur-
poses.

[0054] In some of the above examples, the actions taken
by the device relate to deactivating certain functionality for
purposes of reducing power consumption. It should be
understood, however, that actions can correspond to other
functions that can adjust similar and other potential 1ssues
with use of the device. For example, certain functions, such
as requesting Web page content, searching for content on a
hard drive and opening various applications, can take a
certain amount of time to complete. For devices with limited
resources, or that have heavy usage, a number of such
operations occurring at the same time can cause the device
to slow down or even lock up, which can lead to meflicien-
cies, degrade the user experience and potentially use more
power.

[0055] In order to address at least some of these and other
such 1ssues, approaches 1n accordance with various embodi-
ments can also utilize information such as user gaze direc-
tion to activate resources that are likely to be used 1n order
to spread out the need for processing capacity, memory
space and other such resources.

[0056] In some embodiments, the device can have sufli-
cient processing capability, and the imaging element and
associated analytical algorithm(s) may be sensitive enough
to distinguish between the motion of the device, motion of
a user’s head, motion of the user’s eyes and other such
motions, based on the captured images alone. In other
embodiments, such as where 1t may be desirable for the
process to utilize a fairly simple imaging element and




US 2020/0178027 Al

analysis approach, 1t can be desirable to include at least one
orientation determining element that 1s able to determine a
current orientation of the device. In one example, the at least
one orientation determining element is at least one single- or
multi-axis accelerometer that 1s able to detect factors such as
three-dimensional position of the device and the magnitude
and direction of movement of the device, as well as vibra-
tion, shock, etc. Methods for using elements such as accel-
crometers to determine orientation or movement of a device
are also known 1n the art and will not be discussed herein 1n
detail. Other elements for detecting orientation and/or move-
ment can be used as well within the scope of various
embodiments for use as the orientation determining element.
When the 1mput from an accelerometer or similar element 1s
used along with the mput from the camera, the relative
movement can be more accurately interpreted, allowing for

a more precise mput and/or a less complex 1image analysis
algorithm.

[0057] When using an imaging element of the computing
device to detect motion of the device and/or user, for
example, the computing device can use the background 1n
the 1mages to determine movement. For example, 1f a user
holds the device at a fixed orientation (e.g. distance, angle,
etc.) to the user and the user changes orientation to the
surrounding environment, analyzing an image of the user
alone will not result in detecting a change 1n an orientation
of the device. Rather, 1n some embodiments, the computing
device can still detect movement of the device by recogniz-
ing the changes 1n the background imagery behind the user.
So, for example, 1if an object (e.g. a window, picture, tree,
bush, building, car, etc.) moves to the left or right 1n the
image, the device can determine that the device has changed
orientation, even though the orientation of the device with
respect to the user has not changed. In other embodiments,
the device may detect that the user has moved with respect
to the device and adjust accordingly. For example, 11 the user
t1ilts their head to the left or right with respect to the device,
the content rendered on the display element may likewise tilt
to keep the content in orientation with the user.

[0058] As discussed, different approaches can be imple-
mented 1n various environments in accordance with the
described embodiments. For example, FIG. 8 illustrates an
example of an environment 800 for implementing aspects 1n
accordance with various embodiments. As will be appreci-
ated, although a Web-based environment 1s used for pur-
poses of explanation, different environments may be used, as
appropriate, to implement various embodiments. The system
includes an electronic client device 802, which can include
any appropriate device operable to send and receive
requests, messages or mformation over an appropriate net-
work 804 and convey information back to a user of the
device. Examples of such client devices include personal
computers, cell phones, handheld messaging devices, laptop
computers, set-top boxes, personal data assistants, electronic
book readers and the like. The network can include any
appropriate network, including an intranet, the Internet, a
cellular network, a local area network or any other such
network or combination thereoif. The network could be a
“push’” network, a “pull” network, or a combination thereof.
In a “push” network, one or more of the servers push out
data to the client device. In a “pull” network, one or more of
the servers send data to the client device upon request for the
data by the client device. Components used for such a
system can depend at least 1n part upon the type of network
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and/or environment selected. Protocols and components for
communicating via such a network are well known and will
not be discussed herein 1 detail. Commumnication over the
network can be enabled via wired or wireless connections
and combinations thereof. In this example, the network
includes the Internet, as the environment includes a Web
server 806 for receiving requests and serving content in
response thereto, although for other networks, an alternative
device serving a similar purpose could be used, as would be
apparent to one of ordinary skill in the art.

[0059] The illustrative environment includes at least one
application server 808 and a data store 810. It should be
understood that there can be several application servers,
layers or other elements, processes or components, which
may be chained or otherwise configured, which can mteract
to perform tasks such as obtaining data from an approprate
data store. As used herein, the term “data store™ refers to any
device or combination of devices capable of storing, access-
ing and retrieving data, which may include any combination
and number of data servers, databases, data storage devices
and data storage media, 1n any standard, distributed or
clustered environment. The application server 808 can
include any appropriate hardware and software for integrat-
ing with the data store 810 as needed to execute aspects of
one or more applications for the client device and handling
a majority of the data access and business logic for an
application. The application server provides access control
services 1n cooperation with the data store and is able to
generate content such as text, graphics, audio and/or video
to be transierred to the user, which may be served to the user
by the Web server 806 in the form of HTML, XML or
another appropnate structured language 1n this example. The
handling of all requests and responses, as well as the
delivery of content between the client device 802 and the
application server 808, can be handled by the Web server
806. It should be understood that the Web and application
servers are not required and are merely example compo-
nents, as structured code discussed herein can be executed
on any appropriate device or host machine as discussed
clsewhere herein.

[0060] The data store 810 can include several separate
data tables, databases or other data storage mechanisms and
media for storing data relating to a particular aspect. For
example, the data store 1llustrated includes mechanisms for
storing content (e.g., production data) 812 and user infor-
mation 816, which can be used to serve content for the
production side. The data store 1s also shown to include a
mechanism for storing log or session data 814. It should be
understood that there can be many other aspects that may
need to be stored 1n the data store, such as page image
information and access rights information, which can be
stored 1n any of the above listed mechanisms as appropriate
or 1n additional mechanisms in the data store 810. The data
store 810 1s operable, through logic associated therewith, to
receive instructions from the application server 808 and
obtain, update or otherwise process data in response thereto.
In one example, a user might submit a search request for a
certain type of item. In this case, the data store might access
the user information to verify the identity of the user and can
access the catalog detail information to obtain information
about 1tems of that type. The information can then be
returned to the user, such as 1n a results listing on a Web page
that the user 1s able to view via a browser on the user device
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802. Information for a particular item of interest can be
viewed 1n a dedicated page or window of the browser.

[0061] FEach server typically will include an operating
system that provides executable program instructions for the
general admimistration and operation of that server and
typically will include computer-readable medium storing
instructions that, when executed by a processor of the server,
allow the server to perform 1ts mtended functions. Suitable
implementations for the operating system and general func-
tionality of the servers are known or commercially available
and are readily implemented by persons having ordinary
skill 1in the art, particularly in light of the disclosure herein.

[0062] The environment 1n one embodiment 1s a distrib-
uted computing environment utilizing several computer sys-
tems and components that are interconnected via commu-
nication links, using one or more computer networks or
direct connections. However, 1t will be appreciated by those
of ordinary skill 1n the art that such a system could operate
equally well 1n a system having fewer or a greater number
of components than are illustrated in FIG. 8. Thus, the
depiction of the system 800 in FIG. 8 should be taken as
being illustrative 1n nature and not limiting to the scope of
the disclosure.

[0063] The various embodiments can be further imple-
mented 1n a wide variety of operating environments, which
in some cases can include one or more user computers or
computing devices which can be used to operate any of a
number of applications. User or client devices can include
any ol a number of general purpose personal computers,
such as desktop or laptop computers running a standard
operating system, as well as cellular, wireless and handheld
devices running mobile software and capable of supporting
a number of networking and messaging protocols. Such a
system can also include a number of workstations running
any ol a variety of commercially-available operating sys-
tems and other known applications for purposes such as
development and database management. These devices can
also include other electronic devices, such as dummy ter-
minals, thin-clients, gaming systems and other devices
capable of communicating via a network.

[0064] Most embodiments utilize at least one network that
would be familiar to those skilled in the art for supporting
communications using any of a variety of commercially-
available protocols, such as TCP/IP, OSI, FTP, UPnP, NFS,
CIFS and AppleTalk. The network can be, for example, a
local area network, a wide-area network, a virtual private
network, the Internet, an intranet, an extranet, a public
switched telephone network, an infrared network, a wireless
network and any combination thereof.

[0065] In embodiments utilizing a Web server, the Web
server can run any ol a variety of server or mid-tier appli-
cations, including HT'TP servers, FTP servers, CGI servers,
data servers, Java servers and business application servers.
The server(s) may also be capable of executing programs or
scripts 1n response requests from user devices, such as by
executing one or more Web applications that may be imple-
mented as one or more scripts or programs written 1n any
programming language, such as Java®, C, C# or C++ or any
scripting language, such as Perl, Python or TCL, as well as
combinations thereof. The server(s) may also include data-
base servers, imncluding without limitation those commer-
cially available from Oracle®, Microsolt®, Sybase® and
IBM®.
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[0066] The environment can include a variety of data
stores and other memory and storage media as discussed
above. These can reside 1n a variety of locations, such as on
a storage medium local to (and/or resident 1n) one or more
of the computers or remote from any or all of the computers
across the network. In a particular set of embodiments, the
information may reside in a storage-areca network (SAN)
familiar to those skilled in the art. Similarly, any necessary
files for performing the functions attributed to the comput-
ers, servers or other network devices may be stored locally
and/or remotely, as appropriate. Where a system includes
computerized devices, each such device can include hard-
ware elements that may be electrically coupled via a bus, the
clements including, for example, at least one central pro-
cessing unit (CPU), at least one input device (e.g., a mouse,
keyboard, controller, touch-sensitive display element or key-
pad) and at least one output device (e.g., a display device,
printer or speaker). Such a system may also include one or
more storage devices, such as disk drives, optical storage
devices and solid-state storage devices such as random
access memory (RAM) or read-only memory (ROM), as

well as removable media devices, memory cards, tlash cards,
elc.

[0067] Such devices can also include a computer-readable
storage media reader, a communications device (e.g., a
modem, a network card (wireless or wired), an infrared
communication device) and working memory as described
above. The computer-readable storage media reader can be
connected with, or configured to receive, a computer-read-
able storage medium representing remote, local, fixed and/or
removable storage devices as well as storage media for
temporarily and/or more permanently containing, storing,
transmitting and retrieving computer-readable information.
The system and various devices also typically will include a
number of software applications, modules, services or other
clements located within at least one working memory
device, mcluding an operating system and application pro-
grams such as a client application or Web browser. It should
be appreciated that alternate embodiments may have numer-
ous variations from that described above. For example,
customized hardware might also be used and/or particular
clements might be implemented in hardware, software (in-
cluding portable software, such as applets) or both. Further,
connection to other computing devices such as network
input/output devices may be employed.

[0068] Storage media and computer readable media for
containing code, or portions ol code, can include any
appropriate media known or used in the art, including
storage media and communication media, such as but not
limited to volatile and non-volatile, removable and non-
removable media implemented 1n any method or technology
for storage and/or transmission of information such as
computer readable instructions, data structures, program
modules or other data, including RAM, ROM, EEPROM,
flash memory or other memory technology, CD-ROM, digi-
tal versatile disk (DVD) or other optical storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other
magnetic storage devices or any other medium which can be
used to store the desired information and which can be
accessed by a system device. Based on the disclosure and
teachings provided herein, a person of ordinary skill 1n the
art will appreciate other ways and/or methods to implement
the various embodiments.
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[0069] The specification and drawings are, accordingly, to
be regarded 1n an illustrative rather than a restrictive sense.
It will, however, be evident that various modifications and
changes may be made thereunto without departing from the
broader spirit and scope of the invention as set forth in the
claims.

What 1s claimed 1s:
1. A computer-implemented method, comprising:

under control of one or more computer systems config-
ured with executable 1nstructions,
receiving 1mage data;
receiving audio data;
determining that a first individual 1s represented 1n both
the 1mage data and the audio data, by using a combi-
nation of facial recognition processing on the image
data, and voice recognition processing on the audio
data; and
causing presentation of content, based at least on deter-
mining that the first individual 1s represented in both
the 1image data and the audio data.
2. The computer-implemented method of claim 1, further
comprising:
generating authentication data corresponding to the first
individual based on the facial recognition processing on
the 1mage data.
3. The computer-implemented method of claim 1, further
comprising;
generating authentication data corresponding to the first
individual based on the voice recognition processing on
the audio data.
4. The computer-implemented method of claim 1, further
comprising;
determining environment information associated with a
location of a computing device that 1s presenting the
content; and
determining the content based at least i part on the
environment mformation.
5. The computer-implemented method of claim 1, further
comprising;
receiving at least one content preference; and
associating the content preference with the first indi-
vidual.
6. The computer-implemented method of claim 1, further
comprising:
generating authentication data for a user profile associated
with the first individual based on at least one of the
audio data or the image data.

7. The computer-implemented method of claim 1,
wherein the content includes at least one or more of video
content, audio content, or 1image content.

8. The computer-implemented method of claim 1, further
comprising;

determining an identity of a person 1n proximity of a

computing device presenting the content based on one

or more of the image data, the audio data, or a presence
of a device associated with the person; and

determining a user profile associated with the 1dentity of
the person.

9. The computer-implemented method of claim 1, further
comprising;
determining at least a portion of the content 1s mappro-

priate based at least 1n part on a location of a computing
device and a user profile; and
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adjusting presentation of the at least the portion of the

content.

10. The computer-implemented method of claim 9,
wherein the user profile includes one or more restrictions,
the method further comprising:

determiming the content based at least 1n part on the one

or more restrictions.

11. A computing device, comprising;

an 1mage sensor capable of generating 1image data;

an audio sensor capable ol generating audio data;

at least one processor; and

memory for storing instructions, the instructions, when

executed by the processor, cause the computing device

to:

receive the 1image data from the 1mage sensor;

recerve the audio data from the audio sensor:;

determine that a first individual 1s represented 1n both
the 1mage data and the audio data, by using a
combination of facial recognition processing on the
image data, and voice recognition processing on the
audio data; and

cause presentation of content, based at least on the
determination that the first individual 1s represented
in both the image data and the audio data.

12. The computing device of claim 11, wherein the
instructions, when executed by the processor, further cause
the computing device to:

generate authentication data corresponding to the first

individual based on the facial recognition processing on
the 1mage data.

13. The computing device of claim 11, wherein the
istructions, when executed by the processor, further cause
the computing device to:

generate authentication data corresponding to the first

individual based on the voice recognition processing on
the audio data.

14. The computing device of claim 11, wherein the
instructions, when executed by the processor, further cause
the computing device to:

determine environment information associated with a

location of the computing device; and

determine the content based at least in part on the envi-

ronment information.

15. The computing device of claim 11, wherein the
instructions, when executed by the processor, further cause
the computing device to:

recerve at least one content preference; and

associate the content preference with the first individual.

16. The computing device of claim 11, wherein the
instructions, when executed by the processor, further cause
the computing device to:

generate authentication data for a user profile associated

with the first individual based on at least one of the
audio data or the 1image data.

17. The computing device of claim 11, wherein the
content includes at least one or more of video content, audio
content, or 1mage content.

18. The computing device of claim 11, wherein the
istructions, when executed by the processor, further cause
the computing device to:

determine an 1dentity of a person 1 proximity of the

computing device based on one or more of 1mage data,
audio data, or a presence of a device associated with the
person; and




US 2020/0178027 Al Jun. 4, 2020
10

determine a user profile associated with the identity of the

person.

19. The computing device of claim 11, wherein the
instructions, when executed by the processor, further cause
the computing device to:

determine at least a portion of the content 1s inappropriate

based at least in part on a location of the computing
device and a user profile; and

adjust presentation of the at least the portion of the

content.

20. The computing device of claim 19, wherein the user
profile includes one or more restrictions, the instructions,
when executed by the processor, further cause the comput-
ing device to:

determine the content based at least 1n part on the one or

more restrictions.
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