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SYSTEMS AND METHODS FOR DIGITIZING
ELECTROCARDIOGRAMS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority to European Patent
Application No. 18305376, filed Mar. 30, 2018, the entire
contents of which are incorporated herein by reference.

TECHNICAL FIELD

[0002] The present disclosure relates, in general, to the
field of physiological signal processing, for example, a
method for conversion of a first representation of a physi-
ological signal (e.g., a printed graph) into a digitized rep-
resentation of the physiological signal of a subject.

BACKGROUND

[0003] Flectrocardiograms (ECGs) register the electrical
activity of the heart by measuring the differences of potential
between pairs of electrodes placed on the body. A full
clectrocardiogram 1s composed of several signals that cor-
respond to several differences of potential between pairs of
clectrodes.

[0004] While electrocardiographs typically include both
printed and digital representations of the recorded electrical
activity of the heart, there exists a large database of printed
records. A breadth of data may be recovered from these
printed records. However, much of this data must be
extrapolated from the graphical representation, e.g., rela-
tionships between segments of the signal may be evaluated.
Such computations and analysis of paper ECGs are tedious
and time consuming.

[0005] One known approach to retrieving the digital signal
from scanned image includes a method which relies on
histogram filtering (Ravichandran et al. Novel Tool for
Complete Digitization of Paper Electrocardlography Data.

IEEE Journal of Translational Engineering in Health and
Medicine, 1, Jun. 2013. ISSN 2168-2372. do1: 10.1109/
JTEHM. 2013 2262024). The authors use vertical scanning,
after thresholding and median filtering, to i1dentify high-
valued pixels corresponding to the signal in the enhanced
image. However, these computational steps introduce addi-
tional noise on the digitized image.

[0006] In view of the foregoing limitations of previously-
known systems and methods, a digitization tool for retrieval
of the digital signal of a printed ECG and generation of
multi-label classifications of the retrieved digital signal and
various other metrics and that avoids mtroduction of addi-
tional noise would be desirable.

SUMMARY OF THE INVENTION

[0007] Provided herein are systems and methods for con-
verting printed (or analog) ECG data into a digitized curve
representing a physiological signal of a subject using
machine learning algorithms. A method may include receiv-
ing a digitized 1image of a printed curve representing the
physiological signal of a subject and/or any other printed
representation of a physiological signal, detecting, via a first
neural network, a layout region of the digitized image and at
least one sub-region dividing the layout region, detecting,
via a second neural network, at least one region of interest
inside one of the identified sub-regions having a portion of
the physiological signal, and for each region of interest,
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extracting, via a third neural network, coordinates represent-
ing the physiological signal for each of the at least one
region of interest, and registering the extracted coordinates.

[0008] A method of digital conversion of a printed repre-
sentation of a physiological signal of a subject may include
receiving a digitized image of a printed curve representing,
the physiological signal of a subject, detecting a layout
region of at least one sub-region dividing the layout region,
and generating at least one characteristic dimension of the
layout region, a position of the layout region, and the
number of sub-regions (e.g., using a division neural net-
work). For each of the detected sub-regions, the method may
include segmentation of at least one region of interest
involving a portion of the physiological signal using a
segmentation neural network. The 1nput of the segmentation
neural network may be the 1image of at least one sub-region
and the output may be at least one characteristic dimension,
dimensions and a position of the at least one region of
interest, and/or a probability of the presence of a portion of
the physiological signal 1n the at least one region of interest.
For each region of interest, coordinates representing the
physiological signal may be extracted using an extraction
neural network and registered.

[0009] In this manner, the output of the division neural
network may be used to define an mput for the segmentation
neural network and the output of the segmentation neural
network may be used to define an input of the extraction
neural network. The physiological signal of a subject 1s an
clectrocardiogram.

[0010] Furthermore, the method may further involve
detection of an angle of rotation of the digital image and the
generation of a new digital image, wherein the rotation angle
1s corrected. Also, the detection of a layout region and of at
least one sub-region may be realized using a division neural
network. The extraction neural network may produce as an
output a probability map and the signal may be extracted by
calculation of the highest probability.

[0011] The one or more of the neural networks may be
trained using 1mages of ECG obtained from different ECG
devices providing different 1mages formats. The division
neural network, the segmentation neural network, and the
extraction neural network may be trained separately to
achieve the desired outputs described herein.

[0012] The division neural network may include at least
two hidden layers, the segmentation neural network may
include at least two hidden layers, and the extraction neural
network may include at least two hidden layers. The division
neural network may be a convolutional neural network and
include at least two parallel dense layers, one layer corre-
sponding to the output concerning the characteristic dimen-
s1on of the layout region and one layer corresponding to the
number of sub-regions. The segmentation neural network
may be a convolutional neural network and include a
pooling layer. The extraction neural network may be a
convolutional neural network having at least one convolu-
tional layer followed by at least one pooling layer and at
least one transpose convolutional layer.

[0013] A system of the present disclosure may include
instructions stored on at least one processor which may be
configured to, when executed, cause the at least one pro-
cessor to receive a digitized image of a printed curve
representing the physiological signal of the subject, and also
detect, via a first neural network, a layout region of the
digitized 1mage and at least one sub-region dividing the
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layout region. The instructions may further be configured to,
when executed, cause the at least one processor to detect, via
a second neural network, at least one region of interest
having a portion of the physiological signal inside one of the
at least one sub-region, and also extract, via a third neural
network, coordinates representing the physiological signal
for each of the at least one region of interest.

[0014] Another aspect of the disclosure includes a com-
puter program product for the conversion of a digitized
curve representing a physiological signal of a subject. The
computer program product may include instructions which,
when the program 1s executed by a computer, cause the
computer to automatically carry out the steps of the method
according to any one of the embodiments described above,
wherein the execution of the computer program 1s activated
by a command and said execution 1s automatic until the
output of the digital image.

[0015] Another aspect 1s a computer readable storage
medium having instructions which, when the program 1s
executed by a computer, cause the computer to carry out the
steps of the method according to any one of the embodi-
ments described above.

[0016] The foregoing summary 1s illustrative only and 1s
not itended to be 1n any way limiting. In addition to the
illustrative aspects, embodiments, and features described
above, further aspects, embodiments, and {features will
become apparent by reference to the following drawings and
the detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

[0017] FIG. 1 1s a schematic view of exemplary hardware
and software components of an exemplary system device.
[0018] FIG. 2 1s a block diagram representing an exem-
plary method for the conversion of a digitized curve repre-
senting a physiological signal of a subject.

[0019] FIG. 3 1s a flow chart representing a more detailed
view of a portion of the method of FIG. 2.

[0020] FIG. 4 1s an example of a layout region selection
for an electrocardiogram representation having 3 rows, 4
columns and 1 rhythm lead (fourth row, from the top to the
bottom).

[0021] FIG. § 1s an example of multiple sub-regions
selected for an electrocardiogram representation having 3
rows, 4 columns and 1 rhythm lead. In this example, 4
rectangular sub-regions are selected.

[0022] FIG. 6 1s an example of a selection of at least one
region of interest inside one of the identified sub-regions for
an electrocardiogram representation having 3 rows, 4 col-
umns and 1 rhythm lead.

[0023] FIG. 7 1s an exemplary illustration of architecture
of the division neural network.

[0024] FIG. 8 1s an exemplary illustration of architecture
of the segmentation neural network.

[0025] FIG. 9 1s an exemplary illustration of architecture
of the extraction neural network.

[0026] FIG. 10 1s an exemplary illustration of architecture
of the extraction neural network, where the last layer is a
soltmax layer.

[0027] The foregoing and other features of the present
invention will become apparent from the following descrip-
tion and appended claims, taken in conjunction with the
accompanying drawings. Understanding that these drawings
depict only several embodiments 1n accordance with the
disclosure and are, therefore, not to be considered limiting of
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its scope, the disclosure will be described with additional
specificity and detail through use of the accompanying
drawings.

DETAILED DESCRIPTION OF TH.
INVENTION

L1

[0028] The following detailed description will be better
understood when read 1n conjunction with the drawings. It
should be understood, however, that the application 1s not
limited to the precise arrangements, structures, features,
embodiments, and aspect shown. The drawings are not
intended to limit the scope of the claims to the embodiments
depicted.

[0029] In the present disclosure, the following terms may

have the following meanings in exemplary embodiments:

[0030] “Neural network” may refer to a mathematical
structure taking an object as mput and producing another
object as output through a set of linear and non-linear
operations called layers. Such structures may have param-
cters which may be tuned through a learning phase so as
to produce a particular output, and are, for instance, used
for classification purposes. The input may then be the
object to categorize, and the output may be an estimation
ol at least a part of the characteristics of the mnput object.
The neural networks described herein may be executed on
one or more processors as described i U.S. patent
application Ser. No. 16/267,380, filed 1n Feb. 4, 2019, the
entire contents of which are incorporated herein by ref-
erence.

[0031] “Convolutional neural network” may refer to a
neural network which 1s partly composed of convolutional
layers, 1.e., layers which apply a convolution on their
input.

[0032] “Fully convolutional neural network™ may refer to
a convolutional neural network 1n which all linear opera-
tions are convolutions.

[0033] ““‘Convolutional block™ may refer to a succession of
at least two convolutional layers 1n a convolutional neural
network.

[0034] “Weight” may refer to the strength of connections
between the nodes. The weights as well as the functions
that compute the activation may be modified by a process
called learning which 1s governed by a learning rule.

[0035] “‘Physiological signal” may refer herein to any
signal 1n subjects that may be continually measured and
monitored. Physiological signal refers especially to any
biological parameter which may be measured by an
instrument which converts a physical measure (light,
pressure, electricity, radio-signal, etc.) into an analogous
signal (in volts).

[0036] “‘Cardiac signal” may refer to the signal recording
the electrical conduction 1n the heart. Said cardiac signal
may be for instance an electrocardiogram (ECG) or an
endocardiogram. Such signals may have one or more
channels, called leads. It may be short term (e.g., 10
seconds 1n standard ECGs) or long term (e.g., several days
in Holters).

[0037] “Learning rule” may refer to a method or a math-
ematical logic which improves the artificial neural net-
work’s performance. Usually this rule 1s applied repeat-
edly over the network. This improvement 1s performed by
updating the weights and bias levels of an artificial neural
network when an artificial neural network 1s simulated 1n
a specific data environment.
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[0038] ““Stride” may refer to a hyperparameter controlling
the output volume of the convolutional layer. More pre-
cisely, the stride controls how depth columns around the
spatial dimensions (width and height) are allocated. For
example, when the stride 1s equal to 1, the filters move one
pixel at a time. This leads to heavily overlapping receptive
fields between the columns, and also to large output
volumes.

[0039] ““‘Subject” may refer to a mammal, e.g., a human. In
the present disclosure, a subject may be a patient, e.g., a
person receiving medical attention, undergoing or having
underwent a medical treatment, or monitored for the
development of a disease.

[0040] PS—physiological signal;

[0041] REC—reception;

[0042] I —digitized image;

[0043] DET, —detection of the layout region;

[0044] LR—Ilayout region;
[0045] SR——sub-regions;
[0046] SEG—segmentation of at least one region of inter-

est;
[0047] ROI _—region of interest;
[0048] NN,—division neural network;
[0049] NN,—segmentation neural network;
[0050] EX'T—extracting coordinates;
[0051] NN,—-extraction neural network;
[0052] REG—registration of the extracted coordinates;
[0053] COOR_,—extracted coordinates;
[0054] DETo—detection an angle (a) of rotation of the

digital 1image.

[0055] Referring now to FIG. 1, exemplary functional
blocks representing the hardware and software components
of system device 10 are shown. Hardware and software
components of system device 10 may include one or more
processing umt 11, memory 12, storage 17, communication
unit 13, and power source 16, input devices 14, and output
devices 15. It 1s understood that system device 10 may be
one or more servers 1 communication with the internet or
one or local computing devices.

[0056] Processing unit 11 may be one or more processors
configured to run operating system 18 and/or digitization
application 19. Digitization application 19 running on pro-
cessing unit 11 may perform the tasks and operations of
system device 10 set forth herein. Further, neural networks
26, 27, and 28 may be executed by one or more processors
of processing unit 11. Memory 12 may include, but 1s not
limited to, volatile (e.g. random-access memory (RAM)),
non-volatile (e.g. read-only memory (ROM)), flash memory,
or any combination thereof. Communication unit 13 may
receive and/or transmit information to and from other com-
puting devices and peripheral devices (e.g., sensors, cam-
eras, etc.) (not shown). For example, communication unit 13
may permit system 10 to recerve a digitized curve and/or
image of a physiological signal from a periphery device.
Communication unit 13 may be any well-known communi-
cation infrastructure facilitating communication over any
well-known wired or wireless connection, including over
any well-known standard such as any IEEE 802 standard.
Power source 16 may be a battery or may connect system
device 10 to a wall outlet or any other external source of
power. Storage 17 may include, but 1s not limited to,
removable and/or non-removable storage such as, for

example, magnetic disks, optical disks, or tape.
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[0057] Input device 14 may be one or more devices
coupled to or icorporated into system device 10 for mnput-
ting data to system device 10. Input device 14 may further
include a keyboard, a mouse, a pen, a sound mnput device
(e.g., microphone), a touch mput device (e.g., touch pad or
touch screen), and/or a camera, for example. Output device
15 may be any device coupled to or incorporated 1nto system
device 10 for outputting or otherwise displaying data (e.g.,
display, speakers, printer, etc.).

[0058] Digitization application 19 may be stored 1n stor-
age 17 and executed on processing unit 11. Digitization
application 19 may be a soiftware application and/or sofit-
ware modules having one or more sets of instructions
suitable for performing the operations of system device 10
set forth herein, including, for example, running one or more
neural networks 26, 27 and 28. Neural networks 26, 27, and
28 are also referred to herein as division neural network NN,
26, segmentation neural network NN, 27, and extraction

neural network NN, 288.

[0059] System device 10 may optionally run operating
system 18 stored 1n storage 17 and executed on processing
unit 11. Operating system 18 may be suitable for controlling
the general operation of system device 10 and may work in
concert with digitization application 19 to achieve the func-
tionality of system device 10 described herein. System
device 10 may also optionally run a graphics library, other
operating systems, and/or any other application programs. It
of course 1s understood that system device 10 may include
additional or fewer components than those illustrated in
FIG. 1 and may include more than one of each type of
component.

[0060] Referring now to FIG. 2, a block diagram 1is
illustrated representing the method for the conversion of a
digitized curve representing a physiological signal of a
subject, according to an aspect of the present disclosure.

[0061] The digitized curve may represent a physiological
signal of a subject. The digitized curve may be a digitized
image I, of a printed curve representing the physiological
signal PS of a subject. The printed curve representing the
physiological signal PS may be digitized through means of
an 1mage scanner device or a camera comprised 1n devices
like cell phones, tablets and the like.

[0062] As 1s shown 1 FIG. 2, an image of the curve is
received REC at step 21 of FIG. 2. As explained above, the

curve of a physiological signal PS of a subject may be an
clectrocardiogram (ECG). For example, a digitized ECG
may be an electrocardiographic signal of variable duration
(e.g., from about 1 to about 10 seconds) and a variable
number of leads, corresponding to the diflerent directions on
which the voltage 1s recorded.

[0063] ECG printed on paper sheets are typically format-
ted according to a predefined layout. When the electrocar-
diogram 1s acquired with 12 leads they may be displayed 1n
different ways, such as for example the more common: 2x6
layout: 6 rows on each of which 2 signals are displayed one

il

after the other. For example, the first 5 seconds come from
the first signal’s recording, and the last 5 seconds come from
the second signal’s recording; 3x4 layout: in this layout,
there are 4 signals per row, each spanning about 2.5 seconds

(see FIG. 4 for an example).

[0064] In these predefined layouts, one or more rows may
be added at the bottom of the sheet. These rows may be
called “rhythm leads™: on each of these rows, only one
signal 1s displayed (e.g., spanning 10 seconds). Their pur-
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pose 1s to enable the reader to follow the rhythm and to
provide a reference for the reading of other leads.

[0065] Altematively, the physiological signal PS may be
an electroencephalographic signal acquired from a plurality
of electrodes, an electromyographic signal or any kind of
signal representing a physiological electrical activity. The
physiological signal PS also may be a multimodal signal.

[0066] The approach shown in FIG. 2 may include a
second step mvolving detection at step 22. Referring now to
FIG. 3, a flow chart of a more detailed view of step 22 is
shown. More specifically at sub-step 31, a layout region LR
1s detected. The layout region LR, which 1s shown in FIG.
4, 1s a boundary box si1zed to capture the physiological signal
PS 1n the image. In an example where the physiological
signal PS 1s an electrocardiogram in a 3x6 layout, the layout
region LR 1s defined by a box with a width and a height, and
the position of 1ts center on the 1image 1s set so that the 12
leads arranged 1n the 6 lines and 2 columns plus the rhythm
leads are completely encompassed by the box.

[0067] As 1s shown in FIG. 3, step 22 may further involve
detection of at least one sub-region SR, at sub-step 32,
dividing the layout region LR into at least one sub-region.
Sub-regions SR, as shown 1n FIG. 5, are defined by at least
one vertical line dividing at least two signal segments. In one
example, at least two sub-regions SR are defined by one
vertical line as two columns. These steps may be 1mple-
mented through the use of a graphical interface and the
interaction of a user with the iterface. The user may use a
cursor to mteract with the graphical interface and define the
layout region LR and the sub-regions SR.

[0068] Step 22 may also involve, at sub-step 33, generat-
ing at least one characteristic dimension, a position of the
layout region LR, and the number of sub-regions SR. The
characteristic dimension may be the minimum number of
geometrical parameters that define the surface of a geometri-
cal bi-dimensional closed shape (e.g., for a circle, the radius
1s the characteristic dimension). In one example, the char-
acteristic dimension of the layout region LR 1s the abscissa
and ordinate, 1n the reference system of the digitized image,
for two points defining a diagonal of the boundary box. In
this example, the position of the layout region LR is the
position of the center of the boundary box. In FIG. 5, the
number of sub-regions SR 1s equal to 2. The detection of the
layout region LR and of the sub-regions SR dividing the
layout region LR may alternatively be performed 1n a single
step.

[0069] The at least one characteristic dimension, a posi-
tion of the layout region LR, and at least the number of
sub-regions SR may be an output from a machine learning
algorithm. The machine learning algorithm may implement
one of the following learning systems: supervised learning,
semi-supervised learning, active learming reinforcement
learning or unsupervised learning. The detection DETir of
the layout region LR and the sub-regions SR at step 22 may
optionally be performed with an algorithm implementing
division neural network NN, 26. In this description, this
neural network will be called division neural network or first
neural network interchangeably.

[0070] An artificial neural network may be a network of
simple elements called neurons. These neurons receive an
input, change their internal state (activation) according to
said mput, and produce an output depending on the input and
the activation. The network 1s formed by connecting the
output of certain neurons to the mput of other neurons 1n a
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forward directed graph. The weights as well as the functions
that compute the activation may be modified by a process
called learning which 1s governed by a learning rule.

[0071] As 1s shown 1n FIG. 2, division neural network
NN, 26 may be configured (1) to receive as input a digitized
image 1, of a printed curve representing the physiological
signal PS of a subject and (2) to generate as output infor-
mation that may include (1) at least one characteristic
dimension, (11) a position of the layout region LR, and (i11)
the number of sub-regions SR (see FIGS. 4 and 3).

[0072] Division neural network NN, 26 may be a convo-
lutional neural network. Convolutional neural networks are
a particular type of neural network, where one or more of the
matrices W, which are learned, do not encode a full linear
combination of the input elements, but the same local linear
combination at all the elements of a structured signal such as
for example an 1mage or, in this specific context, a cardiac
signal, through a convolution (see Fukushima, Biol. Cyber-
netics, Vol. 36, 1980, pp. 193-202 and LeCun et al., Neural
Computation, Vol. 1, 1989, pp. 541-551). A graphical rep-
resentation of a convolutional neural network 1s shown 1n
FIG. 8. Each convolutional neuron processes data only for
its receptive field.

[0073] Convolutional neural networks allow the network
to be deeper with fewer parameters and resolves the van-
1shing or exploding gradients problem 1n training traditional
multi-layer neural networks with many layers by using
backpropagation. The layers of a convolutional neural net-
work have neurons arranged in three dimensions: width,
height, and depth. Convolutional neural networks are more
adaptable to, for example, 1mage processing that 1s domi-
nated by spatially local mput patterns. Furthermore, a con-
volutional neural network 1s shift invariant which makes 1t
fit for 1mage processing.

[0074] The image may be preprocessed 1 a preliminary
step. Preprocessing may include any operation known by a
skilled artisan such as histogram equalization, filtering,
image padding and the like. The preprocessing step may
include an operation of re-binming of the image pixels. The
re-binning to obtain a smaller 1mage (1.e., a smaller number
of pixel) has the advantage of reduction 1n the calculation
time for the subsequent processing steps.

[0075] The preprocessing phase may include a step of
detecting an angle a of rotation DETa of the digital image I,
and the generation of a new digital image where the rotation
angle 1s corrected.

[0076] Division neural network NN, 26 architecture may
be configured to recerve as input an 1mage of dimensions
(mxn, 1) or (mxn, 3) for color images, where m and n ranges
from 28 to 2000 pixels. Division neural network NN, 26
architecture may be configured to receive as input an 1image
represented 1n any color model such as RGB, HVS, CMYK
and the like. Division neural network NN, 26 may include
multiple hidden layers such as convolutional layers, pooling
layers, fully connected layers and normalization layers.

[0077] Daivision neural network NN, 26 may be composed
of convolutional blocks having a number of convolutional
layers that ranges from 3 to 30. The advantage of using a
convolutional block at the beginning of the division neural
network NN; 26 1s to reduce the number of parameters
which need to be trained.

[0078] The convolutional layers may have a filter with a
receptive field of size of (mxn), where m and n are between
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3 and 128. The filter size parameters m and n may be
inclusively between 3 and 11 to reduce calculation time.

[0079] Division neural network NN, 26 may include a
pooling layer, where the pooling 1s a form of non-linear
down-sampling. There are several non-linear functions that
may be used to implement pooling, among which max
pooling 1s the most common. The advantage of using
pooling layer include progressively reducing the spatial size
of the representation, reducing the number of parameters and
the amount of computation 1n the network, and also con-
trolling overfitting. Furthermore, the pooling operation pro-
vides another form of translation invariance.

[0080] Referring now to FIG. 7, an exemplary division
neural network NN, 26 1s illustrated having five convolu-
tional layers with a filter s1ze of 3x3, each followed by a max
pooling layer. Alternation of the convolutional layers and the
max pooling layers may be followed by a number of parallel
dense layers inclusively between 1 and 10. Division neural
network NN, 26 may include at least one dense layer at the
top of the convolution block.

[0081] In one example, division neural network NN, 26
includes, before the alternation of convolutional layers and
max pooling layers, a dense layer, followed by 2 parallel
dense layers. One parallel dense layer predicts the coordi-
nates (x1; v1; x2; v2) of the boundary box. The other parallel
dense layer predicts the number of sub-regions SR.

[0082] Division neural network NN, 26 may be config-
ured to generate as additional output the number of rows on
which the leads and/or at least one characteristic dimension
and the position of the rhythm lead are arranged. For
example, division neural network NN, 26 mvolves, at the
top of this convolutional block, a one dense layer, followed
by 4 parallel dense layers. The parallel dense layer may
predict the coordinates (x1; y1; x2; y2) of the boundary box.
The other three parallel dense layer may predict the number
of sub-regions SR, the number of rows on which the leads
are arranged, at least one characteristic dimension, and the
position of the rhythm lead.

[0083] The parallel dense layers may each be followed by
a softmax activation layer to predict a categorical output of
the form: (p,) 1I€N_,,..0,0s Where p; are probabilities sum-
ming to 1. In one example where the physiological signal PS
1s an electrocardiogram in a 3x4 layout, N_,.. ... 18 €qual
to 4 as 1t 1s the number of columns and therefore 1 ranges
inclusively between 1 and 4.

[0084] Division neural network NN, 26 may be trained
with a supervised traiming. Loss functions have an important
part 1n artificial neural networks. A loss (regression) function
may be used in the traiming process for the output concerning,
the layout region LR estimation. A loss function measures
the quality of a particular set of parameters based on how
well the imnduced scores agreed with the ground truth labels
in the training data. It 1s a non-negative value, where the
robustness of neural network model increases as the value of
loss function decreases. The loss function may be a mean
square error, mean square logarithmic error, mean absolute
error, mean absolute percentage error, L2 or of the like.

[0085] In one example, wherein the dimensions and the
position of the layout region LR are expressed by the four
coordinates (y,) for 1€[1.,4] of the corners of the layout
region boundary box, the regression loss 1s a smooth L1 loss
according to the following formula:
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4

L3, y)= ) smoothyy(3; = yi)
i=1

where y and v represent the prediction and the true values for
the four coordinates of the layout region LR:

0.5x% if x| < 1
smoothy(x) =

x| otherwise

A loss function for classification may be used in the traiming,
process for the output concerning the number of sub-regions
SR. In machine learning and mathematical optimization,
loss functions for classification are computationally feasible
loss functions representing the price paid for inaccuracy of
predictions 1n classification problems. The loss function for
classification used may be a mean square error loss, square
loss, hinge loss, logistic loss, cross-entropy loss or any other
loss functions for classification known by one skilled in the
art.

[0086] The loss function for classification may be, for
example, categorical cross-entropy, defined as follows:

N categories

Error(p, p)=—- ) pilog(p,) = —log(p,)
=0

where p 1s the target probability, k 1s the expected category,
and p 1s the predicted probability.

[0087] Daivision neural network NN, 26 may be optimized.
Optimization includes the process of finding the set of
parameters that minimize the loss function. The division
neural network NN, 26 may be optimized using a gradient
descent algorithm.

[0088] The optimization step may be performed using
ADAGRAD, ADAM, ADAMAX or SGD (Stochastic Gra-
dient Descent). Other optimization algorithms known by one
skilled 1n the art may be used to implement said optimization
step.

[0089] An ADADELTA optimizer may be used for divi-
sion neural network NN, 26 optimization (Matthew D.
Zeiler. “ADADELTA: An Adaptive Learning Rate Method.”
arX1v:1212.5701 [cs], December 2012.). The ADADELTA
optimizer ensures a robust adaptive learning rate without
tuning ol a general learming rate (as opposed to Stochastic
Gradient Descent) and has been showed to have a more
stable learming curve than ADAGRAD.

[0090] Division neural network NN, 26 may be trained
using digitized images of ECG obtained from different ECG
devices according to diferent formats. Division neural net-
work NN, 26 may be trained on a number of training images
ranging {rom about 2 to about 1,000,000. In order to perform
a supervised training of division neural network NN, 26,
cach of the training 1mage may be associated to annotations
concerning the true layout region dimensions and position
and the true number of sub-regions.

[0091] The output produced by division neural network
NN, 26 may be used to obtain an 1mage of each sub-region
SR 1dentified 1n the digitized 1mage of the physiological
signal PS. As 1s shown in FIG. 2, the output of division
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neural network NN, 26 may be used directly as imput for
segmentation neural network NN, 27. Alternatively, the
output of division neural network NN, 26 may be used to
dertve an 1input for segmentation neural network NN, 27. In
the case of ECG digitization, the sub-region images defined
with the output of the division neural network NN, 26 may
be the 1mages associated to the columns of the ECG repre-
sentation, each of the columns having multiple rows.
[0092] Referring again to FIG. 2, each of the detected
sub-regions may be segmented SEG at step 23. As 1s shown
in FIG. 3, a flow chart of a more detailed view of step 23 1s
shown. Specifically, step 23 may involve sub-step 34 where
at least one region of mterest ROI, may be segmented via
segmentation neural network NN, 27. The at least one
region of mterest ROI. may include, for example, at least a
portion of the physiological signal PS, as shown 1n FIG. 6.
[0093] Segmentation neural network NN, 27 may be
called segmentation neural network or second neural net-
work interchangeably. Using segmentation neural network
NN, 27 for Segmenting SEG, the mput of segmentation
neural network NN, 27 may be an image, for example, the
image ol one of the detected sub-region SR. The image may
have dimensions (mxn, 1) or (mxn, 3), wherein m and n
ranges from about 28 to about 2000 pixels, for example.
[0094] As 1s shown i FIG. 2, segmentation neural net-
work NN, 27 may be configured to output information
corresponding to at least one region of interest ROI.. For
example, step 23 may further include sub-step 35 of FIG. 3,
where segmentation neural network NN, 27 may generate
and thus the output of segmentation neural network NN, 27
may include at least (1) a dimension d, and a position x, of
the at least one region of interest ROI included 1n the image
and (2) a probability p, of the presence of a portion of the
physiological signal PS 1n the at least one region of interest
ROI . The output may be presented as the following vector
with three coethicients y,_,....~1d,, X,. p,].

[0095] As 1s shown 1n FIG. 2, the output of segmentation
neural network NN, 27 may be used to define an mnput for
extraction neural network NN, 28. In one example, the
region of interest ROI_ 1s defined by a rectangular boundary
box, and the dimensions and the position of the region of
interest ROI are expressed by the coordinates of the center
[X_; v_] and the height h, of the rectangular boundary box.
In this example, the output 1s y,,....~h,, (X,; ¥,). p,].
[0096] Segmentation neural network NN, 27 may be a
convolutional neural network. Segmentation neural network
NN, 27 also may include multiple hidden layers such as
convolutional layers, pooling layers, fully connected layers
and normalization layers.

[0097] Segmentation neural network NN, 27 may include
at least one convolutional layer with 1 filters of size (Ixt) and
stride of (dxg), where the number of filters 1 1s inclusively
between 1 and 2048, the filter size parameters 1 and t are
inclusively between 1 and 25, and the stride parameters d
and g are inclusively between 1 and 10. The advantage of
using convolutional layers over fully connected layers 1s that
convolutional layers allows reduction of the number of
parameters to be trained.

[0098] Segmentation neural network NN, 27 may include
a pooling layer, which produces a tensor of dimension
(nxmxh), after the at least one convolutional layer. In one
example, the pooling layer 1s a max pooling layer.

[0099] Alternatively, using multiple dense layers, segmen-
tation neural network NN, 27 may further include at least a
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convolutional layer with 1 filters of size (Ixt) and stride of
(dxg), where the number of filters 1 1s inclusively between
1 and 2048, the filter size parameters / and t are inclusively
between 1 and 235, and the stride parameters d and g are
inclusively between 1 and 10. Said convolutional layer may
be followed by at least a pooling layer and at least one dense
layer. The successive layers of segmentation neural network
NN, 27 may be configured to produce at least an output of
dimensions (O,, O,), where this inclusively between 1 and
20 and O, 1s inclusively between 2 and 10.

[0100] Following a “fully convolutional” approach, seg-
mentation neural network NN, 27 may further include at
least two convolutional layers with 1 filters of size (I1xt) and
stride of (dxg), where the number of filters 1 1s inclusively
between 1 and 2048, the filter size parameters 1 and t are
inclusively between 1 and 25, and the stride parameters d
and g are inclusively between 1 and 10. This embodiment
may produce at least an output of dimensions (O,, O,),
where this inclusively between 1 and 20 and O, 1s 1nclu-
sively between 2 and 10.

[0101] This *“fully convolutional” approach does not
group all information 1n one output vector as in the “fully
connected approach”. The reduction of the number of
parameters obtained with this approach has the advantage of
reducing the computational cost and consequently improve
performances.

[0102] In FIG. 8, segmentation neural network NN, 27 1s
configured to receive as mput one image of dimensions
inclusively between (200x200, 3) and (600x600, 3) and to
produce as output the candidate regions of interest ROI_
Yoummui 11 €55 D], detined by 3 parameters: a probability p,
of the presence of a real segment of ECG in the i region of
interest ROI. which may be p,&[0,1]; a centering variable
defined as follows:

Csignal — Ci default

C; =
hdffﬂl-{.‘ff

where ¢, ,; 18 the center of the signal segment comprised in
the region of iterest ROI, ¢, ;... 1s the center of the i
regions of interest ROI, defined by default, and h_, ,;, 1s the
height of the image divided by the number of candidate
region of interest ROI ; an a height variable defined as

B = Usignal
" H
where a,_, ., 1s the maximal amplitude of the segment of

signal comprised in the i” region of interest ROI_ and H is
the total height of the mput 1image.

[0103] Referring again to FIG. 8, in the example shown
the number of candidate region of interest ROI_ 1s 16.
Therefore, segmentation neural network NN, 27 mvolves a
first convolutional layer with 64 filters of size (7x7) and
stride (2x2), followed by 4 convolutional layers of filter size
(3x3) with a number of {filters respectively equal to 64, 128,
256 and 256.

[0104] In the “fully connected approach”, segmentation
neural network NN, 27 of the example 1n FIG. 8 may further
include a convolutional layer with 512 filters of size (3x3)
and stride (1x1) followed by a max pooling layer and two
dense fully connected layers. This combination of layers
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provides an output of (16,3). Segmentation neural network
NN, 27 may further include three convolutional layers, the
first convolutional layer with 512 filters of size (3x3) and
stride (1x1), the second convolutional layer with 128 filters
of size (3 x16) and stride (1x16) and the third layer with 3
filters of size (3x1) and stride (1x1). This succession of

convolutional layers may also produce an output vector of
(16,3).

[0105] Segmentation neural network NN, 27 may be
trained with a supervised training. A loss function may be
used 1n the training process of segmentation neural network
NN, 27. The loss function may be a mean square error, mean
absolute error and the like. The loss function may be defined
as follows:

L ('%'r: jr: ﬁ » Ei’r: Ay P r):}“reg[‘reg(&r: ir: dr: Ay P r)+
}“prab[‘prob(pﬂr: Y r)

where a,. is the dimensions of the at least one region of
interest ROI_ predicted by segmentation neural network NIN,
27, X 1s the position of the at least one region of interest
ROI_ predicted by segmentation neural network NN, 27; and
p, 1s the probability of the presence of a portion of the
physiological signal PS in the region of interest ROI,
predicted by segmentation neural network NN, 27. The
variables d , x,_ and p, represent the true dimensions, the true
position and the true probability of the region of interest
ROI,, respectively. The vanables A, and A, , are hyper-
parameters to balance the intfluence of each loss value.

[0106] In one example, L, (a,, X,, d,, I X,, p,) 1s a loss
function according to the formula:

Lyeg (ar, Xp, dry Xp, Pr) ~ i PE X (j‘:; — Xi) + pi X (\/z B \/E)z
i=1

and L

‘prob
formula:

(p,. p,) 1s a binary cross-entropy according to the

N

Loron(Pyr pr) = ) plog(p)) + (1 = plllog(l - p})
=1

The segmentation neural network NN, 27 may be optimized
using ADAGRAD, ADAM, ADAMAX or SGD (Stochastic
Gradient Descent). Other optimization algorithm known by
one skilled 1in the art may be used to implement said
optimization step.

[0107] An ADADELTA optimizer may be used for seg-
mentation neural network NN, 27  optimization.
ADADELTA optimizer ensures a robust adaptive learning
rate without tuning of a general learning rate (as opposed to
Stochastic Gradient Descent) and showed to be a more
stable learning curve than ADAGRAD. When using the
ADADELTA optimizer, the images used as the training set
for segmentation neural network NN, 27 are images of
dimensions (mxn), wherein m and n ranges from 28 to 2000
pixels. These images may be represented in color or black
and white depending on the color map used. Said training
images mnvolves a sub-region of an electroencephalographic
and each training 1mage 1s associated to the true number of
region of interest ROI, the true dimensions, true position
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and the true probability of an ECG signal of each region of
interest ROI. comprised 1n said sub-region SR.

[0108] As is shown in FIG. 2, after applying segmentation
neural network NN, 27, extraction EXT may be performed
at step 24 by applying extraction neural network NN, 28. As
1s shown 1n FIG. 3, a flow chart of a more detailed view of
step 24 1s shown. Specifically, step 24 may involve sub-step
36, where a probability map for each region of interest ROI
may be generated. Further, step 24 may further mvolve
sub-step 37 where the coordinates COOR _ representing the
physiological signal PS may be extracted. Accordingly,
extraction neural network NN, 28 may output the coordi-
nates COOR _ representing the physiological signal PS. In
this disclosure, this neural network will be called extraction
neural network or third neural network interchangeably.
[0109] Extraction neural NN, 28 architecture may be
based on a VGGnet (Karen Simonyan and Andrew Zisser-
man. “Very Deep Convolutional Networks for Large-Scale
Image Recognition.” arXiv:1409.1556 |[cs], September
2014). Said VGGnet network architecture 1s characterized
by 1ts simplicity, using only 3x3 convolutional layers
stacked on top of each other in increasing depth. In this kind
of architecture, the reduction of volume size i1s handled by
max pooling layers. Two fully-connected layers, each with
4,096 nodes may then be followed by a softmax classifier
layer.

[0110] The input of extraction neural network NN, 28 may
be an 1image of dimension (imxn, 1) or (mxn, 3), where m and
n ranges from 28 to 2000 pixels, and 1s an 1image having at
least a segment of a physiological signal PS of a subject. As
1s shown in FIG. 2, the output of segmentation neural
network NN, 27 may be used as input for extraction neural
network NN, 28. The output of segmentation neural network
NN, 27 (d,, x,, p,) may be used to extract the image of the
at least one region of interest ROI_ from the image inputted
in segmentation neural network NN, 27. The segmentation
of the image corresponding to the at least one region of
interest ROI_ i1dentified by segmentation neural network
NN, 27 may be obtained with a one region pooling layer.

[0111] Extraction neural network NN, 28 may be config-
ured to output coordinates COOR _ representing the physi-
ological signal PS as a unidimensional vector of dimension
v 1nclusively between 28 and 2000, for example.

[0112] Extraction neural network NN, 28 may be a con-
volutional neural network and/or may involve multiple
hidden layers such as convolutional layers, pooling layers,
fully connected layers and normalization layers. Extraction
neural network NN, 28 may include at least a convolutional
layer followed by at least one pooling layer and at least a
transpose convolutional layer.

[0113] In one example, extraction neural network NN, 28
may include a number of weight layers inclusively between
11 and 19, grouped 1nto at least 4 convolutional blocks, each
of said weight layers using a filter size of 3x3. The convo-
lution blocks of extraction neural network NN, 28 may be
separated by max pooling layers. The max-pooling may be
performed over a 2x2 pixels window, with a stride of 2. The
last convolutional block may be followed by a max pooling
layer and at least one fully-connected layer.

[0114] Extraction neural network NN, 28 may not include
tully-connected layers. The last layer of extraction neural
network NN, 28 may be a soitmax layer, as shown in FIG.
10. And all hidden layers may be equipped with the recti-
fication non-linearity (ReLLU) (Krizhevsky, Sutskever, 1.,
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and Hinton, G. E. “ImageNet classification with deep con-
volutional neural networks.” In NIPS, pp. 1106-1114, 2012).

[0115] Extraction neural network NN, 28 1s composed of
4 convolutional blocks, for example, each followed by a
max pooling layer. The implementation of fewer than 3
convolutional blocks allows significant reduction of the
computation cost while keeping dimensions of the feature
map that are relevant for a pixel-precise prediction. In this
example, the extraction neural network NN, 28 1s configured
to merge information from the first layers, in order to keep
low-level details of the image, and the last layers, 1n order
to keep object-level mformation, allowing a pixel-precise
(low-level) feature map in which only relevant objects are
kept (high-level: e.g., removing the background). In this
example, the four convolutional blocks are followed by a
(3x3) convolutional layer and a column wise max pooling
layer, producing therefore the output vector.

[0116] Extraction neural network NN, 28 may be trained
in a supervised training. For example, a loss function may be
used. The loss function may be a mean square error, mean
square logarithmic error, mean absolute error, mean absolute
percentage error, L2 or one of the like. A L2 regulanizing
factor for the value of the network weight of 10~ may be
added to obtain better generalization.

[0117] Extraction neural network NN, 28 may be opti-
mized using a gradient descent algorithm. The optimization
may be performed using ADAGRAD, ADAM, ADAMAX
or SGD (Stochastic Gradient Descent). Other optimization
algorithm known by one skilled 1n the art may be used to
implement said optimization step.

[0118] The mmages used as training set for extraction
neural network NN, 28 may be images of dimensions (mxn),
wherein m and n ranges from 28 to 2000 pixels, for example,
including at least a segment of the physiological signal PS.
Each of said training images are associated to a vector
having the true coordinates of the physiological signal PS in
the 1mage.

[0119] Extraction neural network NN, 28 may be trained
with a batch gradient descent. Batch gradient descent 1s a
variation of the gradient descent algorithm that calculates
the error for each example 1n the traiming dataset, but only
updates the model after all training examples have been
evaluated.

[0120] Extraction neural network NN, 28 may be config-
ured to produce a first intermediate output. Said first inter-
mediate output involves generation of a probability map
which, according to one embodiment, 1s used to obtain a
final output consisting 1n the coordinates COOR __associated
to the physiological signal PS.

[0121] Altematively, extraction neural network NN3 28
may be an image ol dimension (mxn, 1) or (mxn, 3),
wherein m and n ranges from 28 to 2000 pixels, for example,
and 1s an 1mmage including at least a segment of a physi-
ological signal PS of a subject. The output of segmentation
neural network NN, 27 may be used as iput for extraction
neural network NN, 28. The output of segmentation neural
network NN, 27 (d , x , p,) may be used to extract the image
of the at least one region of interest ROI_ from the image
inputted 1n segmentation neural network NN, 27. The seg-
mentation of the image corresponding to the at least one
region of interest ROI_ identified by segmentation neural
network NN, 27 may be obtained with a one region pooling,
layer.
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[0122] In this example, extraction neural NN, 28 includes
a number of weight layers inclusively between 11 and 19,
grouped 1nto at least 4 convolutional blocks, each of said
weight layers using a filter size of 3x3. The convolutional
blocks of extraction neural network NN, 28 may be sepa-
rated by max pooling layers.

[0123] An mntermediate prediction using a convolutional
layer or a combination of a convolutional layer and a
convolutional transposed layer may be extracted from each
of the convolutional blocks. The last convolutional block
may be followed by a merging operation concatenating at
least two of the intermediate prediction 1nto a new 1nterme-
diate prediction of the probability map. Said merging opera-
tion may be followed by at least one convolutional layer. An
operation may be performed to select at least one of the
intermediate prediction or a concatenation of at least two of
the intermediate prediction. Said selection may be followed
by at least a (3x3) convolutional layer and/or at least on
transposed convolutional layer. These last convolutional
layers may be followed by a softmax layer column-wise to
outline the location of the signal at each column and obtain
the mtermediate output of the probability map. The final step
may include performing an arg max operation on the column
of the probability map 1n order to extract the coordinates of
the COOR_, of the physiological signal segment PS com-
prised 1n the region of interest ROI..

[0124] Referring now to FIG. 9, extraction neural network
NN, 28 may be configured to recerve as input a color image
of dimension inclusively between (200x200,3) and (600x
600,3) having a segment of physiological signal PS. As 1s
shown 1n FIG. 9, extraction neural network NN, 28 includes
a first convolutional block having two (3x3) convolutional
layers with 64 filters followed by a first maxpooling layer. A
first prediction image (wxh,1) 1s obtained using a convolu-
tional layer after the first convolutional block. The first
maxpooling 1s followed by a second convolutional block
having two (3x3) convolutional layers of 128 filters and a
second maxpooling layer. A second prediction image (wxh,
1) 1s obtained using a convolutional layer and a transposed
convolutional layer which multiples the dimension of the
prediction image by a factor of two. The second max pooling
1s followed by a third convolutional block including three
(3x3) convolutional layers having 256 filters and a third
maxpooling layer. A third prediction image (wxh,1) 1s
obtained using a convolutional layer and a transposed con-
volutional layer which multiples the dimension of the pre-
diction 1mage by a factor of 4. The third maxpooling 1is
followed by a block of four (3x3) convolutional layers
having 512 filters and a convolutional transposed layer
producing a {fourth prediction i1mage (wxh,1). In this
example the first, second, third and fourth prediction images
are concatenated obtaiming a feature map of dimensions
(wxh,4). This step 1s followed by two (3x3) convolutional
layers producing a fifth prediction image.

[0125] In this example the five prediction images are
merged on the third dimension and this operation 1s followed
by a (3x3) convolutional layer and a transposed convolu-
tional layer to obtain probability maps of twice the size. A
soltmax classifier layer 1s then used to enhance the maxi-
mum value in the probability map. Finally, an arg max
operation on each column of the probability may be per-
formed 1n order to extract the coordinates on the abscissa of
the physiological signal PS.
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[0126] Referring again to FIG. 2, after applying the extrac-
tion neural network NN, 28 1n order to extract the coordi-
nates of the COOR . of the physiological signal segment PS
comprised in the region of interest ROI_, the extracted
coordinates COOR __may be registered REG at step 25 of on
a transitory or not-transitory computer readable storage
medium.

[0127] The three neural networks, division neural network
NN, 26, segmentation neural network NN, 27, and extrac-
tion neural network NN, 28, may be separate and unique
neural networks or may be one neural network having the
features and functionality described herein with respect to
each.

[0128] The methods of the present disclosure may be
implemented using machine learning algorithms other than
Neural Networks such as Super Vector Machine, k Nearest
Neighbor or Extreme Learning Model and the like, and all
possible combinations thereof and with Neural Networks.

[0129] Daivision neural network NN, 26, segmentation
neural network NN, 27 and extraction neural network NN,
28 may be trained separately or alternatively, at the same
time.

[0130] In one example, division neural network NN, 26,
segmentation neural network NN, 27 and extraction neural
network NN, 28 are defined and trained using Keras library

with Tensorflow backend (Francois Chollet et al. Keras.
https://github.com/keras-team/keras, 2015).

[0131] The operations described herein with respect to
FIG. 2 may be implemented by hardware components.
Examples of hardware components include controllers, sen-
sors, generators, drivers, memories, comparators, arithmetic
logic units, adders, subtractors, multipliers, dividers, inte-
grators, neural networks, signal separators, calculators,
extractors, determiners, and any other electronic compo-
nents known to one of ordinary skill in the art. In one
example, the hardware components are implemented by
computing hardware, for example, by one or more proces-
sors or computers. A processor or computer may be imple-
mented by one or more processing elements, such as an
array of logic gates, a controller and an arithmetic logic unit,
a digital signal processor, a microcomputer, a programmable
logic controller, a field-programmable gate array, a program-
mable logic array, a microprocessor, or any other device or
combination of devices known to one of ordinary skill 1n the
art that 1s capable of responding to and executing instruc-
tions 1n a defined manner to achieve a desired result. In one
example, a processor or computer includes, or 1s connected
to, one or more memories storing instructions or software
that are executed by the processor or computer. Hardware
components 1mplemented by a processor or computer
execute 1nstructions or software, such as an operating sys-
tem (OS) and one or more software applications that run on
the OS, to perform the operations described herein with
respect to FIG. 2. The hardware components also access,
manipulate, process, create, and store data in response to
execution of the mstructions or software. For simplicity, the
singular term “processor” or “computer” may be used in the
description of the examples described herein, but 1n other
examples multiple processors or computers are used, or a
processor or computer includes multiple processing ele-
ments, or multiple types of processing elements, or both. In
one example, a hardware component 1includes multiple pro-
cessors, and in another example, a hardware component
includes a processor and a controller. A hardware component
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has any one or more of different processing configurations,
examples of which include a single processor, independent
processors, parallel processors, single-instruction single-
data (SISD) multiprocessing, single-instruction multiple-
data (SIMD) multiprocessing, multiple-instruction single-
data (MISD) multiprocessing, and multiple-instruction
multiple-data (MIMD) multiprocessing.

[0132] Instructions or software to control a processor or
computer to implement the hardware components and per-
form the methods as described above are written as com-
puter programs, code segments, mstructions or any combi-
nation thereof, for individually or collectively 1nstructing or
configuring the processor or computer to operate as a
machine or special-purpose computer to perform the opera-
tions performed by the hardware components and the meth-
ods as described above. In one example, the instructions or
software include machine code that 1s directly executed by
the processor or computer, such as machine code produced
by a compiler. In another example, the instructions or
software 1nclude higher-level code that 1s executed by the
processor or computer using an interpreter. Programmers of
ordinary skill in the art may readily write the instructions or
soltware based on the block diagrams and the flow charts
illustrated 1n the drawings and the corresponding descrip-
tions in the specification, which disclose algorithms for
performing the operations performed by the hardware com-
ponents and the methods as described above.

[0133] Another aspect of the present disclosure relates to
computer program product for the conversion of a digitized
curve representing a physiological signal PS of a subject.
The computer program product having instructions which,
when the program 1s executed by a computer, cause the
computer to automatically carry out the steps of the method
according to any one of the embodiments described here
above. The execution of the computer program 1s 1nitiated
by a command, which may be given by a user through an
interactive mterface or by a second computer program. The
instruction comprised in the computer program are such to
allow the automatic execution of all the consecutive steps of
the method according to the embodiment of the present
description from the 1nitial step of reception of the digitized
image [, to the final step of registering the extracted coor-

dinates COOR__, .

[0134] Yet another aspect of the present disclosure relates
to a computer-readable storage medium having instructions
which, when the program 1s executed by a computer, cause
the computer to carry out the steps of the computer-imple-
mented method according to anyone of the embodiments
described here above. According to one embodiment, the
computer-readable storage medium 1s a non-transitory com-
puter-readable storage medium.

[0135] Computer programs implementing the method of
the present embodiments may commonly be distributed to
users on a distribution computer-readable storage medium
such as, but not limited to, an SD card, an external storage
device, a microchip, a flash memory device and a portable
hard drive. From the distribution medium, the computer
programs may be copied to a hard disk or a similar inter-
mediate storage medium. The computer programs may be
run by loading the computer mstructions either from their
distribution medium or their intermediate storage medium
into the execution memory of the computer, configuring the
computer to act in accordance with the method of this
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invention. All these operations are well-known to those
skilled 1n the art of computer systems.

[0136] The mstructions or software to control a processor
or computer to implement the hardware components and
perform the methods as described above, and any associated
data, data files, and data structures, are recorded, stored, or
fixed 1n or on one or more non-transitory computer-readable
storage media. Examples of a non-transitory computer-
readable storage medium include read-only memory

(ROM), random-access memory (RAM), flash memory,
CD-ROMs, CD-Rs, CD+Rs, CD-RWs, CD+RWs, DVD-

ROMs, DVD-Rs, DVD+Rs, DVD-RWs, DVD+RWs, DVD-
RAMs, BD-ROMs, BD-Rs, BD-R LTHs, BD-REs, magnetic
tapes, Hoppy disks, magneto-optical data storage devices,
optical data storage devices, hard disks, solid-state disks,
and any device known to one of ordinary skill 1n the art that
1s capable of storing the instructions or software and any
assoclated data, data files, and data structures in a non-
transitory manner and providing the instructions or software
and any associated data, data files, and data structures to a
processor or computer so that the processor or computer
may execute the mnstructions. In one example, the mnstruc-
tions or soltware and any associated data, data files, and data
structures are distributed over network-coupled computer
systems so that the instructions and software and any
assoclated data, data files, and data structures are stored,
accessed, and executed 1n a distributed fashion by the
processor or computer.

[0137] While various embodiments have been described
and 1llustrated, the detailed description 1s not to be construed
as being limited hereto. Various modifications may be made
to the embodiments by those skilled in the art without
departing from the true spirit and scope of the disclosure as
defined by the claims.

What 1s claimed 1is:

1. A method for digital conversion of a printed represen-
tation ol a physiological signal of a subject, the method
comprising;

receiving a digitized image of the printed representation

of the physiological signal of the subject;

detecting, via a first neural network, a layout region of the
digitized 1image and at least one sub-region dividing the
layout region;

detecting, via a second neural network, at least one region
of interest inside one of the identified sub-regions
comprising a portion of the physiological signal; and

extracting, via a third neural network, coordinates repre-
senting the physiological signal for each of the at least
one region of interest.

2. The method of claam 1, wheremn the physiological
signal icludes an electrocardiogram.

3. The method of claim 1, further comprising registering,
the coordinates representing the physiological signal on a
computer readable storage medium.

4. The method of claim 1, wherein the first neural network
receives as an mput the digitized image and generates as an
output one or more of (1) at least one characteristic dimen-
s10m, (11) a position of the layout region, and (111) the number
ol sub-regions.

5. The method of claim 1, wherein the second neural
network receives as an input an 1mage of one of the at least
one sub-region and generates as an output one or more of (1)
a dimension and a position of the at least one region of
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interest, and (1) a probability of the presence of a portion of
the physiological signal 1n the at least one region of interest.

6. The method of claim 1, wherein the third neural
network receives as an mput one or more of (1) a dimension
and a position of the at least one region of 1nterest, and (11)
a probability of the presence of a portion of the physiological
signal in the at least one region of interest and generates as
an output the coordinates representing the physiological
signal.

7. The method of claim 6, wherein the third neural
network generates as an output a probability map used to
obtain the coordinates representing the physiological signal.

8. The method of claim 1, wherein the first neural network
comprises at least two hidden layers, the second neural
network comprises at least two hidden layers, and the third
neural network comprises at least two hidden layers.

9. The method of claim 1, wherein the second neural
network includes a convolutional neural network and com-
prises a pooling layer.

10. The method of claim 1, wherein the third neural
network 1s a convolutional neural network comprising at
least one convolutional layer followed by at least one
pooling layer and at least one transpose convolutional layer.

11. A method for digital conversion of a printed repre-
sentation of a physiological signal of a subject, the method
comprising;

recerving a digitized image of a printed representation of

a physiological signal;
detecting a layout region;
dividing the layout region into at least one sub-region;
generating at least one characteristic dimension of the

layout region, a position of the layout region, and a

number sub-regions;
for each of the at least one sub-regions, segmenting, via

a segmentation neural network, at least one region of
interest comprising a portion of the physiological sig-
nal, wherein an input of the segmentation neural net-
work 1s an 1mage of the at least one sub-region and an
output comprises a dimensions and a position of the at
least one region of interest, and a probability of the
presence ol a portion of the physiological signal 1n the
at least one region of interest; and

for each region of interest, extracting, via an extraction
neural network, coordinates representing the physi-
ological signal.

12. The method of claim 11, wherein the detection of the
layout region and of the at least one sub-region 1s performed
using a division neural network.

13. The method of claim 12, wherein the division neural
network comprises at least two hidden layers.

14. The method of claim 12, wherein the division neural
network comprises a convolutional neural network compris-
ing at least two parallel dense layers, wherein a first parallel
dense layer corresponds to the output of the characteristic
dimension of the layout region and a second parallel dense
layer corresponds to the number of sub-regions.

15. The method of claim 11, wherein the segmentation
neural network comprises at least two hidden layers and the
extraction neural network comprises at least two hidden
layers.

16. The method of claim 11, wherein the output of the
segmentation neural network 1s an input of the extraction
neural network.
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17. The method of claim 11, further comprising, for each
region ol interest, generating, via an extraction neural net-
work, a probability map from which the coordinates repre-
senting the physiological signal 1s extracted.

18. The method of claim 11, wherein the segmentation
neural network includes a convolutional neural network and
comprises a pooling layer.

19. The method of claim 11, wherein the extraction neural
network 1s a convolutional neural network comprising at
least one convolutional layer followed by at least one
pooling layer and at least one transpose convolutional layer.

20. A system for conversion of a printed curve represent-
ing a physiological signal of a subject into a digitized curve,
the system comprising instructions stored on at least one
processor, the instructions configured to, when executed,
cause the at least one processor to:

receive a digitized image of a printed curve representing

the physiological signal of the subject;

detect, via a first neural network, a layout region of the

digitized 1image and at least one sub-region dividing the
layout region;

detect, via a second neural network, at least one region of

interest comprising a portion of the physiological signal
inside one of the at least one sub-region; and

extract, via a third neural network, coordinates represent-

ing the physiological signal for each of the at least one
region ol interest.
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