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(57) ABSTRACT

A method includes receiving data defining user actions
associated with an AR/VR space. The method also includes
translating the user actions into associated commands and
identifving associations of the commands with visual objects
in the AR/VR space. The method further includes aggregat-
ing the commands, the associations of the commands with
the visual objects, and an AR/VR environment setup into at
least one file and transmitting or storing the file(s). Another
method includes receiving at least one file containing com-
mands, associations of the commands with visual objects 1n
an AR/VR space, and an AR/VR environment setup. The
other method also includes translating the commands into
associated user actions and recreating or causing a user
device to recreate (1) the AR/VR space containing the visual
objects based on the AR/VR environment setup and (11) the
user actions in the AR/VR space based on the associations
of the commands with the visual objects.
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APPARATUS AND METHOD FOR
RECORDING AND REPLAYING
INTERACTIVE CONTENT IN
AUGMENTED/VIRTUAL REALITY IN
INDUSTRIAL AUTOMATION SYSTEMS AND
OTHER SYSTEMS

CROSS-REFERENCE TO RELATED
APPLICATIONS AND PRIORITY CLAIM

[0001] This application claims priority under 35 U.S.C. §
119(e) to U.S. Provisional Patent Application No. 62/517,
006, U.S. Provisional Patent Application No. 62/517,015,
and U.S. Provisional Patent Application No. 62/517,037, all
filed on Jun. 8, 2017. These provisional applications are
hereby incorporated by reference 1n their entirety.

TECHNICAL FIELD

[0002] This disclosure generally relates to augmented
reality and virtual reality systems. More specifically, this
disclosure relates to an apparatus and method for recording
and replaying iteractive content in augmented/virtual real-
ity 1in industrial automation systems and other systems.

BACKGROUND

[0003] Augmented reality and virtual reality technologies
are advancing rapidly and becoming more and more com-
mon 1n various industries. Augmented reality generally
refers to technology 1n which computer-generated content 1s
superimposed over a real-world environment. Examples of
augmented reality include games that superimpose objects
or characters over real-world 1images and navigation tools
that superimpose information over real-world 1mages. Vir-
tual reality generally refers to technology that creates an
artificial simulation or recreation of an environment, which
may or may not be a real-world environment. An example of
virtual reality includes games that create fantasy or alien
environments that can be explored by users.

SUMMARY

[0004] This disclosure provides an apparatus and method
for recording and replaying interactive content in aug-
mented/virtual reality in industrial automation systems and
other systems.

[0005] In a first embodiment, a method includes receiving
data defining user actions associated with an augmented
reality/virtual reality (AR/VR) space. The method also
includes translating the user actions into associated com-
mands and identifying associations of the commands with
visual objects in the AR/VR space. The method further
includes aggregating the commands, the associations of the
commands with the visual objects, and an AR/VR environ-
ment setup mto at least one file. In addition, the method
includes transmitting or storing the at least one file.

[0006] In a second embodiment, an apparatus includes at
least one processing device configured to receive data defin-
ing user actions associated with an AR/VR space. The at
least one processing device 1s also configured to translate the
user actions into associated commands and to identify
associations of the commands with visual objects 1n the
AR/VR space. The at least one processing device 1s further
configured to aggregate the commands, the associations of
the commands with the visual objects, and an AR/VR
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environment setup into at least one file. In addition, the at
least one processing device 1s configured to transmit or store
the at least one file.

[0007] Inathird embodiment, a method includes receiving
at least one file containing commands, associations of the
commands with visual objects 1n an AR/VR space, and an
AR/VR environment setup. The method also includes trans-
lating the commands into associated user actions. In addi-
tion, the method includes recreating or causing a user device
to recreate (1) the AR/VR space containing the visual objects
based on the AR/VR environment setup and (11) the user
actions 1n the AR/VR space based on the associations of the
commands with the visual objects.

[0008] In a fourth embodiment, an apparatus includes at
least one processing device configured to receive at least one
file containing commands, associations ol the commands
with visual objects in an AR/VR space, and an AR/VR
environment setup. The at least one processing device 1s also
configured to translate the commands 1nto associated user
actions. In addition, the at least one processing device 1s
configured to recreate or causing a user device to recreate (1)
the AR/VR space containing the visual objects based on the
AR/VR environment setup and (11) the user actions in the
AR/VR space based on the associations of the commands
with the visual objects.

[0009] In a fifth embodiment, a non-transitory computer
readable medium contains instructions that when executed
cause at least one processing device to perform the method
of the first embodiment or any of 1ts dependent claims. In a
sixth embodiment, a non-transitory computer readable
medium contains instructions that when executed cause at
least one processing device to perform the method of the
third embodiment or any of 1ts dependent claims.

[0010] Other technical features may be readily apparent to
one skilled in the art from the following figures, descrip-
tions, and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] For a more complete understanding of this disclo-
sure, reference 1s now made to the following description,
taken 1n conjunction with the accompanying drawings, in

which:

[0012] FIG. 1 1illustrates an example architecture {for
recording 1interactive content in augmented/virtual reality
according to this disclosure;

[0013] FIG. 2 illustrates an example architecture {for
replaying interactive content in augmented/virtual reality

according to this disclosure;

[0014] FIG. 3 illustrates an example device that supports
recording or replaying of interactive content 1n augmented/
virtual reality according to this disclosure; and

[0015] FIGS. 4 and 5 illustrate example methods for

recording and replaying interactive content in augmented/
virtual reality according to this disclosure.

DETAILED DESCRIPTION

[0016] FIGS. 1 through 5, discussed below, and the vari-
ous embodiments used to describe the principles of the
present invention in this patent document are by way of
illustration only and should not be construed in any way to
limit the scope of the invention. Those skilled 1n the art will
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understand that the principles of the mmvention may be
implemented 1 any type of suitably arranged device or
system.

[0017] As noted above, augmented reality and wvirtual
reality technologies are advancing rapidly, and various
potential uses for augmented reality and wvirtual reality
technologies have been devised. However, some of those
potential uses have a number of technical limitations or
problems. For example, augmented reality and virtual reality
technologies could be used to help train humans to perform
various tasks, such as controlling an industrial process or
repairing equipment. Unfortunately, the number of vendors
providing augmented/virtual reality technologies 1s 1ncreas-
ing quickly, and there are no industry standards for input
mechanisms like gestures, voice commands, voice annota-
tions, or textual messages. This poses a technical problem in
attempting to create, record, and replay user actions as part
of training content or other interactive content. Ideally, the
interactive content should be device-agnostic to allow the
interactive content to be recorded from and replayed on
various augmented/virtual reality devices. Alternatives such
as video/image recording of a user’s actions for distribution
in an augmented/virtual environment pose various chal-
lenges, such as in terms of storage space, processor coms-
putation, and transmission bandwidth. These challenges can
be particularly diflicult when there 1s a large amount of
interactive content to be recorded and replayed.

[0018] This disclosure provides techniques for recording,
storing, and distributing users’ actions 1n augmented/virtual
reality environments. Among other things, this disclosure
describes a portable file format that captures content such as
user inputs, data formats, and training setups. The portable
file format allows for easier storage, computation, and
distribution of interactive content and addresses technical

constraints with respect to space, computation, and band-
width.

[0019] FIG. 1 illustrates an example architecture 100 for
recording 1interactive content in augmented/virtual reality
according to this disclosure. As shown in FIG. 1, the
architecture 100 includes a training environment 102, which
denotes a visualization layer that allows interaction with an
augmented reality/virtual reality (AR/VR) space. In this
example, the training environment 102 can include one or
more end user devices, such as at least one AR/VR headset
104, at least one computing device 106, or at least one
interactive AR/VR system 108. Each headset 104 generally
denotes a device that 1s worn by a user and that displays an
AR/VR space. The headset 104 in FIG. 1 1s a MICROSOFT
HOLOLENS device, although any other suitable AR/VR
device could be used. Each computing device 106 generally
denotes a device that processes data to present an AR/VR
space (although not necessarily in a 3D format) to a user.
Each computing device 106 denotes any suitable computing
device, such as a desktop computer, laptop computer, tablet
computer, or smartphone. Fach interactive AR/VR system
108 includes a headset and one or more user mput devices,
such as interactive or smart gloves. Although not shown, one
or more mput devices could also be used with the headset
104 or the computing device 106.

[0020] The architecture 100 also includes at least one
processor, such as 1 a server 110, that 1s used to record
training content or other interactive content. The server 110
generally denotes a computing device that receives content
from the training environment 102 and records and pro-
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cesses the content. The server 110 includes various functions
or modules to support the recording and processing of
interactive content. Each of these functions or modules
could be implemented 1n any suitable manner, such as with
software/firmware 1nstructions executed by one or more
processors. The server 110 could be positioned locally with
or remote from the training environment 102.

[0021] Functionally, the server 110 includes a user mput
receiver 112, which receives, processes, and filters user
inputs made by the user. The user mputs could include any
suitable 1puts, such as gestures made by the user, voice
commands or voice annotations spoken by the user, textual
messages provided by the user, or pointing actions taken by
the user using a pointing device (such as a smart glove). Any
other or additional user mnputs could also be received. The
user mputs can be filtered 1n any suitable manner and are
output to an input translator 114. To support the use of the
architecture 100 by a wide range of users, input variants
(like voice/text 1n different languages) could be supported.
The user mput recerver 112 includes any suitable logic for
receiving and processing user inputs.

[0022] The input translator 114 translates the various user
inputs to specific commands by referring to a standard
action grammar reference 116. The grammar reference 116
represents an actions-to-commands mapping dictionary that
associates different user input actions with different com-
mands. For example, the grammar reference 116 could
associate certain spoken words, text messages, or physical
actions with specific commands. The grammar reference 116
could support one or multiple possibilities for commands
where applicable, such as when different commands may be
associated with the same spoken words or text messages but
different physical actions. The grammar reference 116
includes any suitable mapping or other association of actions
and commands. The mnput translator 114 includes any suit-
able logic for 1dentifying commands associated with
received user nputs.

[0023] The input translator 114 outputs identified com-
mands to an aggregator 118. The aggregator 118 associates
the commands with visual objects 1n the AR/VR space being
presented to the user into one or more traiming modules 120.
The aggregator 118 also embeds an AR/VR environment
setup 1nto the one or more training modules 120. The AR/VR
environment setup can define what visual objects are to be
presented in the AR/VR space. The training modules 120
therefore associate specific commands (which were gener-
ated based on user mputs) with specific visual objects 1n the
AR/VR space as defined by the environment setup. The
agoregator 118 includes any suitable logic for aggregating
data.

[0024] The tramning modules 120 are created 1n a portable
file format, which allows the training modules 120 to be
used by various other user devices. For example, the data in
the training modules 120 can be used by other user devices
to recreate the AR/VR space and the actions taken in the
AR/VR space. Effectively, this allows training content or
other interactive content in the modules 120 to be provided
to various users for traiming purposes or other purposes. The

portable file format could be defined 1n any suitable manner,
such as by using XML or JSON.

[0025] The training modules 120 could be used 1n various
ways. In this example, the training modules 120 are trans-
terred over a network (such as via a local intranet or a public
network like the Internet) for storage 1n a database 122. The
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database 122 could be local to the training environment 102
and the server 110 or remote from one or both of these
components. As a particular example, the database 122
could be used within a cloud computing environment 124 or
other remote network. Also, the database 122 could be
accessed via a traiming service application programming
interface (API) 126. The API 126 denotes a web interface
that allows uploading or downloading of training modules
120. Note, however, that the training modules 120 could be
stored or used 1in any other suitable manner.

[0026] Based on this, the following process could be
performed using the various components m FIG. 1. An
application executing i an AR/VR space, on a mobile
device, or on any other suitable device 1nitiates a recording
and sends user 1nput action details (such as gestures, voice,
and textual messages) to the user mput receiver 112. The
user mput receiver 112 detects and tracks the user input
actions (such as gestures, voice, textual messages, and
pointing device actions), filters the actions as needed, and
passes the selected/filtered actions to the input translator
114. The mput translator 114 converts the user actions into
system-understandable commands by referring to the gram-
mar reference 116, and the 1mnput translator 114 passes these
commands to the aggregator 118. The aggregator 118 asso-
clates the system-understandable commands to visual
objects, embeds the AR/VR environment setup, and prepares
one or more training modules 120 1n a portable file format.
The training modules 120 are processed and stored on-site or
remotely.

[0027] In this way, the architecture 100 can be used to
record and store one or more users’ actions 11 one or more
AR/VR environments. As a result, training data and other
data associated with the AR/VR environments can be easily
captured, stored, and distributed 1n the training modules 120.
Other devices and systems can use the training modules 120
to recreate the AR/VR environments (either automatically or
in a user-driven manner) and allow other people to view the
users’ actions in the AR/VR environments.

[0028] The training modules 120 can occupy significantly
less space 1n memory and require significantly less band-
width for transmission and storage compared to alternatives
such as video/image recording. Moreover, the training mod-
ules 120 can be used to recreate the AR/VR environments
and the users’ actions 1n the AR/VR environments with
significantly less computational requirements compared to
alternatives such as video/image reconstruction and play-
back. These features can provide significant techmnical
advantages, such as in systems that use large amounts of
interactive data in a number of AR/VR environments.

[0029] Although FIG. 1 illustrates one example of an
architecture 100 for recording interactive content 1 aug-
mented/virtual reality, various changes may be made to FIG.
1. For example, the architecture 100 could support any
number of training environments 102, headsets 104, com-
puting devices 106, AR/VR systems 108, servers 110, or
other components. Also, the training modules 120 could be
used i any other suitable manner. In addition, while
described as being used with or including a training envi-
ronment 102 and generating training modules 120, the
architecture 100 could be used with or include any suitable
environment 102 and be used to generate any suitable
modules 120 containing interactive content (whether or not
used for training purposes).
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[0030] FIG. 2 illustrates an example architecture 200 for
replaying interactive content in augmented/virtual reality
according to this disclosure. The architecture 200 in FIG. 2
1s similar to the architecture 100 1n FIG. 1, but the archi-
tecture 200 1n FIG. 2 1s used to replay interactive content that
could have been captured using the architecture 100 in FIG.

1

[0031] As shown 1n FIG. 2, the architecture 200 1ncludes
a tramning environment 202, which may or may not be
similar to the training environment 102 described above. In
this example, the training environment 202 includes at least
one headset 204, at least one computing device 206, or at
least one 1nteractive AR/VR system 208. Note that these
devices 204-208 may or may not be the same as the devices
104-108 in FIG. 1. Since the training modules 120 are 1n a
portable file format, the training modules 120 can be gen-
erated and used by different types of devices.

[0032] The architecture 200 also includes at least one
processor, such as 1 a server 210, that 1s used to replay
training content or other interactive content. For example,
the server 210 could recerve one or more training modules
120 (such as from the storage 122 via the API 126) and
replay the interactive content from the modules 120 for one
or more users. The server 210 includes various functions or
modules to support the replay of interactive content. Each of
these functions or modules could be implemented 1n any
suitable manner, such as with software/firmware instructions
executed by one or more processors. The server 210 could
be positioned locally with or remote from the training
environment 202. The server 210 could also denote the
server 110 1n FIG. 1, allowing the server 110/210 to both

record and replay content.

[0033] Functionally, the server 210 includes a disassem-
bler 218, which separates each training module 120 1nto
separate data elements. The separate data elements could
relate to various aspects of an AR/VR space, such as data
related to the visual environment overall, data related to
specific visual objects, and commands. The disassembler
218 can output the data related to the visual environment and
the visual objects to the tramning environment 202. The
training environment 202 can use this information to cause
the appropriate user device 204-208 to recreate the overall
visual environment and the visual objects 1n the wvisual
environment within an AR/VR space being presented by the
user device. The disassembler 218 can also output com-
mands to a command translator 214. The disassembler 218
includes any suitable logic for separating data in training
modules.

[0034] The command translator 214 translates the various
commands 1nto specific user actions by referring to the
standard action grammar reference 116. This allows the
command translator 214 to map the commands back into
user actions, ellectively reversing the mapping done by the
input translator 114. The command translator 214 includes
any suitable logic for i1dentifying user actions associated
with received commands.

[0035] The command translator 214 outputs the user
actions to an action performer 212. The action performer
212 1nteracts with the training environment 202 to cause the
appropriate user device 204-208 to render the 1dentified user
actions and replay the user actions within the AR/VR space
being presented by the user device. At least some of the user
actions 1n the AR/VR space can be recreated based on the
associations of the commands with specific visual objects 1n
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the AR/VR space. This allows the AR/VR environment to be
recreated for the user based on the interactive content 1n a
training module 120. The user could, for example, see how
someone else controls an industrial process or repairs equip-
ment. To support the use of the architecture 200 by a wide
range ol users, output variants (like voice/text in different
languages) could be supported. The action performer 212
includes any suitable logic for creating actions within an
AR/VR environment.

[0036] Based on this, the following process could be
performed using the various components in FIG. 2. An
application executing in an AR/VR space, on a mobile
device, or on any other suitable device mitiates the replay of
a training module 120, such as via the API1 126. The AP1126
tetches the appropriate training module 120 and passes 1t to
the disassembler 218. The disassembler 218 separates the
training module 120 into data related to the visual environ-
ment, visual objects, and commands. The disassembler 218
passes the visual environment and visual object details to the
training environment 202 and passes the commands to the
command translator 214. The command translator 214 con-
verts the commands to user actions by referring to the
grammar reference 116 and passes the user actions to the
action performer 212. The action performer 212 renders the
user actions and replays them 1n the visual environment.

[0037] In this way, the architecture 200 can be used to
recreate one or more people’s actions 1n one or more AR/VR
environments. As a result, tramning data and other data
associated with the AR/VR environments can be easily
obtained and used to recreate the AR/VR environments,
allowing users to view other people’s actions 1n the AR/VR
environments. The traimng modules 120 can occupy sig-
nificantly less space 1n memory and require significantly less
bandwidth for reception and storage compared to alterna-
tives such as video/image recording. Moreover, the training,
modules 120 can be used to recreate the AR/VR environ-
ments and people’s actions 1n the AR/VR environments with
significantly less computational requirements compared to
alternatives such as video/image reconstruction and play-
back. These features can provide significant techmnical
advantages, such as in systems that use large amounts of
interactive data in a number of AR/VR environments.

[0038] Although FIG. 2 illustrates one example of an
architecture 200 for replaying interactive content in aug-
mented/virtual reality, various changes may be made to FIG.
2. For example, the architecture 200 could support any
number of training environments 202, headsets 204, com-
puting devices 206, AR/VR systems 208, servers 210, or
other components. Also, the training modules 120 could be
used i any other suitable manner. In addition, while
described as being used with or including a training envi-
ronment 202 and using training modules 120, the architec-
ture 200 could be used with or include any suitable envi-
ronment 202 and be used with any suitable modules 120
contaiming 1nteractive content (whether or not used for
training purposes ).

[0039] Note that while the architectures 100 and 200 1n
FIGS. 1 and 2 are shown separately with different user
devices 104-108/204-208, the architectures 100 and 200
could be implemented together. In such a case, a single
server 110/210 could both capture content associated with a
specific user and replay content from other users. This may
allow, for example, a single user to both (1) send data
identifying what that user 1s doing in his or her AR/VR
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environment and (11) receive data i1dentifying what one or
more other users are doing 1n their AR/VR environments.

[0040] Also note that while the recording of training
content and the later playback of that training content 1s one
example use of the devices and techniques described above,
other uses of the devices and techniques are also possible.
For example, these devices and techniques could allow the
server 110 to generate training content or other interactive
content that 1s streamed or otherwise provided in real-time
or near real-time to a server 210 for playback. This may
allow, for instance, a first user to demonstrate actions 1n an
AR/VR space that are then recreated in the AR/VR space for
a second user. I desired, feedback can be provided from the
second user to the first user, which may allow the first user
to repeat or expand on certain actions. As another example,
these devices and techniques could be used to record and
recreate users’ actions in any suitable AR/VR space, and the
users’ actions may or may not be used for training purposes.

[0041] This technology can find use 1n a number of ways
in 1industrial automation settings or other settings. For
example, control and safety systems and related imstrumen-
tations used 1n industrial plants (such as refinery, petro-
chemical, and pharmaceutical plants) are often very com-
plex in nature. It may take a lengthy period of time (such as
more than five years) to train new system maintenance
personnel to become proficient 1n managing plant and sys-
tem upsets independently. Combining such long delays with
a growing number of experienced personnel retiring in the
coming vears means that industries are facing acute skill
shortages and increased plant upsets due to the lack of
experience and skall.

[0042] Traditional classroom traiming, whether face-to-
face or online, often requires personnel to be away from the
field for an extended time (such as 20 to 40 hours). In many
cases, this 1s not practical, particularly for plants that are
already facing resource and funding challenges due to
overtime, travel, or other 1ssues. Also, few sites have pow-
ered-on and functioning control hardware for training. Due
to the fast rate of change for technology, 1t may no longer be
cost-eflective to procure and maintain live training systems.

[0043] Simulating control and safety system hardware 1n
the AR/VR space, building dynamics of real hardware
modules 1n virtual objects, and mterfacing the AR/VR space
with real supervisory systems (such as engineering and
operator stations) can provide various benefits. For example,
it can reduce or eliminate any dependency on real hardware
for competency management. It can also “gamify” the
learning of complex and mundane control and safety system
concepts, which can help to keep trainees engaged. It can
further decrease the time needed to become proficient 1n
control and safety system maintenance through more hands-
on practice sessions and higher retention of the training
being imparted.

[0044] This represents example ways 1n which the devices
and techniques described above could be used. However,
these examples are non-limiting, and the devices and tech-
niques described above could be used 1n any other suitable
manner. In general, the devices and techniques described in
this patent document could be applicable whenever one or
more user actions m an AR/VR space are to be recorded,
stored, and recreated in an AR/VR space for one or more
other users (for whatever purpose).

[0045] FIG. 3 illustrates an example device 300 that
supports recording or replaying of interactive content in
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augmented/virtual reality according to this disclosure. For
example, the device 300 could represent either or both of the
servers 110, 210 described above. Note that the same device
300 could be used to both record and replay traiming content
or other interactive content, although this 1s not required.
[0046] As shown in FIG. 3, the device 300 includes at least
one processing device 302, at least one storage device 304,
at least one communications unit 306, and at least one
input/output (I/0O) unit 308. The processing device 302
executes 1structions that may be loaded into a memory 310,
such as instructions that (when executed by the processing
device 302) implement the functions of the server 110 and/or
the server 210. The processing device 302 includes any
suitable number(s) and type(s) of processors or other devices
in any suitable arrangement. Example types of processing
devices 302 include microprocessors, microcontrollers, digi-
tal signal processors, field programmable gate arrays, appli-
cation specific itegrated circuits, and discrete circuitry.
[0047] The memory 310 and a persistent storage 312 are
examples of storage devices 304, which represent any struc-
ture(s) capable of storing and facilitating retrieval of infor-
mation (such as data, program code, and/or other suitable
information on a temporary or permanent basis). The
memory 310 may represent a random access memory or any
other suitable volatile or non-volatile storage device(s). The
persistent storage 312 may contain one or more components
or devices supporting longer-term storage of data, such as a
read only memory, hard drive, Flash memory, or optical disc.

[0048] The communications unit 306 supports communi-
cations with other systems or devices. For example, the
communications unmt 306 could include a network interface
card or a wireless transceiver facilitating communications
over a wired or wireless network (such as a local intranet or
a public network like the Internet). The communications unit
306 may support communications through any suitable
physical or wireless communication link(s).

[0049] The IO unit 308 allows for mput and output of
data. For example, the I/O unit 308 may provide a connec-
tion for user mput through a keyboard, mouse, keypad,
touchscreen, or other suitable input device. The I/O unit 308
may also send output to a display, printer, or other suitable
output device.

[0050] Although FIG. 3 illustrates one example of a

device 300 that supports recording or replaying of interac-
tive content 1n augmented/virtual reality, various changes
may be made to FIG. 3. For example, computing devices
come 1n a wide variety of configurations, and FIG. 3 does
not limit this disclosure to any particular computing device.

[0051] FIGS. 4 and 5 illustrate example methods for
recording and replaying interactive content in augmented/
virtual reality according to this disclosure. In particular, FIG.
4 1llustrates an example method 400 for recording interac-
tive content in augmented/virtual reality, and FIG. 5 illus-
trates an example method 3500 for replaying interactive
content 1n augmented/virtual reality. For ease of explanation,
the methods 400 and 500 are described as being performed
using the device 300 operating as the server 110 in FIG. 1
(method 400) or as the server 210 1n FIG. 2 (method 500).
However, the methods 400 and 500 could be used with any
suitable devices and 1n any suitable systems.

[0052] As shown in FIG. 4, a recording of user actions
related to an AR/VR space 1s imitiated at step 402. This could
include, for example, the processing device 302 of the server
110 recerving an indication from a user device 104-108 that
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a user wishes to imitiate the recording. Information defining
an AR/VR environment setup 1s received at step 404. This
could 1nclude, for example, the processing device 302 of the
server 110 receiving information identifying the overall
visual environment of the AR/VR space being presented to
the user by the user device 104-108 and information 1den-
tifying visual objects 1n the AR/VR space being presented to
the user by the user device 104-108.

[0053] Information defining user actions associated with
the AR/VR environment 1s received at step 406. This could
include, for example, the processing device 302 of the server
110 receiving mnformation 1dentifying how the user 1s inter-
acting with one or more of the visual objects presented 1n the
AR/VR space by the user device 104-108. The interactions
could take on various forms, such as the user making
physical gestures, speaking voice commands, speaking
volice annotations, or providing textual messages. This infor-
mation 1s used to detect, track, and filter the user actions at
step 408. This could include, for example, the processing
device 302 of the server 110 processing the received infor-
mation to identify distinct gestures, voice commands, voice
annotations, or textual messages that occur. This could also
include the processing device 302 of the server 110 process-
ing the recerved mformation to identify visual objects pre-
sented 1n the AR/VR space that are associated with those
user actions.

[0054] The user actions are translated into commands at
step 410. This could include, for example, the processing
device 302 of the server 110 using the standard action
grammar reference 116 and 1ts actions-to-commands map-
ping dictionary to associate different user actions with
different commands. Specific commands are associated with
specific visual objects presented 1n the AR/VR space at step
412. This could include, for example, the processing device
302 of the server 110 associating specific ones of the
identified commands with specific ones of the visual objects
presented in the AR/VR space. This allows the server 110 to
identify which visual objects are associated with the 1den-
tified commands.

[0055] At least one file 1s generated that contains the
commands, the associations ol the commands with the
visual objects, and the AR/VR environment setup at step
414. This could include, for example, the processing device
302 of the server 110 generating a module 120 containing
this information. The at least one file 1s output, stored, or
used 1 some manner at step 416. This could include, for
example, the processing device 302 of the server 110 storing
the module 120 in a memory or database 122, streaming the
module 120 to one or more destinations, or using the module
120 to recreate the user actions in another person’s AR/VR
space.

[0056] Asshown in FIG. §, a replay of user actions related
to an AR/VR space 1s mitiated at step 502. This could
include, for example, the processing device 302 of the server
210 recerving an 1ndication from a user device 204-208 that
a user wishes to mitiate the replay. A suitable file containing
commands, associations of the commands with wvisual
objects, and an AR/VR environment setup 1s obtained at step
504. This could include, for example, the processing device
302 of the server 210 obtaining a module 120 from the
database 122, such as via the API 126. The specific module
120 could be 1dentified 1n any suitable manner, such as based
on a specific module or topic 1dentified by the server 210.
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[0057] The contents of the file are separated at step 506.
This could include, for example, the processing device 302
of the server 210 separating the data related to the AR/VR
environment setup, the visual objects, and the commands.
The commands are translated into user actions at step 508.
This could 1nclude, for example, the processing device 302
of the server 210 using the standard action grammar refer-
ence 116 to associate different commands with different user
actions. The specific commands (and therefore the specific
user actions) are associated with specific visual objects to be
presented 1n the AR/VR space based on the association data
contained 1n the module 120.

[0058] The information related to the AR/VR environment
setup and the visual objects 1s passed to a user device at step
510. This could include, for example, the processing device
302 of the server 210 passing the mformation to the user
device 204-208. The user device recreates an AR/VR space
based on the AR/VR environment setup and the wvisual
objects at step 512, and the user device recreates the user
actions 1n the AR/VR space at step 514. This could include,
for example, the user device 204-208 creating an overall
visual environment using the AR/VR environment setup and
displaying visual objects within the visual environment.
This could also include the action performer 212 causing the
user device 204-208 to recreate specific user actions in
association with specific visual objects within the AR/VR
environment.

[0059] Although FIGS. 4 and 5 illustrate examples of
methods 400 and 500 for recording and replaying interactive
content 1n augmented/virtual reality, various changes may be
made to FIGS. 4 and 5. For example, while each figure
illustrates a series of steps, various steps 1n each figure could
overlap, occur 1n parallel, occur 1n a different order or occur
any number of times.

[0060] In some embodiments, various functions described
in this patent document are implemented or supported by a
computer program that 1s formed from computer readable
program code and that 1s embodied 1n a computer readable
medium. The phrase “computer readable program code”
includes any type of computer code, including source code,
object code, and executable code. The phrase “computer
readable medium”™ includes any type of medium capable of
being accessed by a computer, such as read only memory
(ROM), random access memory (RAM), a hard disk drive,
a compact disc (CD), a digital video disc (DVD), or any
other type of memory. A “non-transitory”” computer readable
medium excludes wired, wireless, optical, or other commu-
nication links that transport transitory electrical or other
signals. A non-transitory computer readable medium
includes media where data can be permanently stored and
media where data can be stored and later overwritten, such
as a rewritable optical disc or an erasable storage device.

[0061] It may be advantageous to set forth definitions of
certain words and phrases used throughout this patent docu-
ment. The terms “application” and “program” refer to one or
more computer programs, soltware components, sets of
istructions, procedures, functions, objects, classes,
instances, related data, or a portion thereof adapted for
implementation i a suitable computer code (ncluding
source code, object code, or executable code). The term
“communicate,” as well as derivatives thereof, encompasses
both direct and indirect communication. The terms
“include” and “comprise,” as well as denivatives thereof,
mean inclusion without limitation. The term “or” 1s 1nclu-
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sive, meaning and/or. The phrase “associated with,” as well
as derivatives thereof, may mean to include, be included
within, interconnect with, contain, be contained within,
connect to or with, couple to or with, be communicable with,
cooperate with, interleave, juxtapose, be proximate to, be
bound to or with, have, have a property of, have a relation-
ship to or with, or the like. The phrases “at least one of” and
“one or more olf,” when used with a list of 1tems, mean that
different combinations of one or more of the listed 1tems
may be used, and only one 1tem in the list may be needed.
For example, “at least one of: A, B, and C” includes any of

the following combinations: A, B, C, A and B, A and C, B
and C, and A and B and C.

[0062] The description in the present application should
not be read as implying that any particular element, step, or
function 1s an essential or critical element that must be
included in the claim scope. The scope of patented subject
matter 1s defined only by the allowed claims. Moreover,
none of the claims mvokes 35 U.S.C. § 112(1) with respect
to any of the appended claims or claim elements unless the
exact words “means for” or “step for” are explicitly used 1n
the particular claim, followed by a participle phrase 1denti-
tying a function. Use of terms such as (but not limited to)
“mechanism,” “module,” “device,” “umit,” “component,”
“element,” “member,” “apparatus,” “machine,” “system,”
“processor,” or “controller” within a claim 1s understood and
intended to refer to structures known to those skilled 1n the
relevant art, as further modified or enhanced by the features
of the claims themselves, and 1s not intended to 1nvoke 35
U.S.C. § 112(1).

[0063] While this disclosure has described certain
embodiments and generally associated methods, alterations
and permutations of these embodiments and methods will be
apparent to those skilled in the art. Accordingly, the above
description of example embodiments does not define or
constrain this disclosure. Other changes, substitutions, and
alterations are also possible without departing from the spirit
and scope of this disclosure, as defined by the following
claims.

A B 4 - B 4

= 4

What 1s claimed 1is:
1. A method comprising:

receirving data defining user actions associated with an
augmented reality/virtual reality (AR/VR) space;

translating the user actions into associated commands;

identifying associations of the commands with visual
objects 1n the AR/VR space;

aggregating the commands, the associations of the com-
mands with the visual objects, and an AR/VR environ-
ment setup 1nto at least one file; and

transmitting or storing the at least one file.

2. The method of claim 1, wherein the at least one file has
a portable file format.

3. The method of claim 1, wherein the data defining the
user actions comprises one or more of:

data defining one or more gestures made by a user;

data defining one or more voice commands or voice
annotations spoken by the user;

data defining one or more textual messages provided by
the user; and

data defining one or more pointing actions taken by the
user using at least one pointing device.

4. The method of claim 1, wherein translating the user
actions into the associated commands comprises using a
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grammar reference that associates different user 1nput
actions with different commands.
5. The method of claim 1, turther comprising;:

using the at least one file to recreate the user actions 1n the
AR/VR space.

6. The method of claim 5, wherein recreation of the user
actions 1s performed automatically or 1s driven by a user
viewing the recreated user actions.
7. The method of claim 1, wherein:
the receiving, translating, 1dentifying, aggregating, and
transmitting occur using at least one of: a personal
computer, a laptop computer, a server, a headset, a
mobile device, and a computing cloud; and

transmitting or storing the at least one file comprises
transmitting the at least one file over at least one of a
local intranet or a public network.

8. An apparatus comprising;

at least one processing device configured to:

receive data defining user actions associated with an
augmented reality/virtual reality (AR/VR) space;
translate the user actions into associated commands:

identify associations of the commands with visual
objects 1n the AR/VR space;

aggregate the commands, the associations of the com-
mands with the visual objects, and an AR/VR envi-
ronment setup nto at least one file; and

transmit or store the at least one file.

9. The apparatus of claim 8, wherein the data defining the
user actions comprises one or more of:
data defining one or more gestures made by a user;

data defining one or more voice commands or voice

annotations spoken by the user;

data defining one or more textual messages provided by

the user; and

data defining one or more pointing actions taken by the

user using at least one pointing device.

10. The apparatus of claim 8, wherein, to translate the user
actions into the associated commands, the at least one
processing device 1s configured to use a grammar reference
that associates diflerent user mput actions with different
commands.

11. A method comprising:

receiving at least one file contaiming commands, associa-
tions of the commands with visual objects 1n an aug-
mented reality/virtual reality (AR/VR) space, and an
AR/VR environment setup;
translating the commands into associated user actions;
and
recreating or causing a user device to recreate (1) the
AR/VR space contaiming the visual objects based on
the AR/VR environment setup and (11) the user actions
in the AR/VR space based on the associations of the
commands with the visual objects.
12. The method of claim 11, wherein the at least one file
has a portable file format.
13. The method of claim 11, wherein the user actions
comprise:
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one or more gestures made by a user;

one or more voice commands or voice annotations spoken

by the user;

one or more textual messages provided by the user; and

one or more pointing actions taken by the user using at

least one pointing device.

14. The method of claam 11, wherein translating the
commands 1nto the associated user actions comprises using
a grammar reference that associates different user input
actions with different commands.

15. The method of claim 11, wherein recreation of the user
actions 1s performed automatically or 1s driven by a user

viewing the recreated user actions.

16. The method of claim 11, wherein:

the receiving, translating, and recreating or causing to
recreate occur using at least one of: a personal com-
puter, a laptop computer, a server, a headset, a mobile
device, and a computing cloud; and

receiving the at least one file comprises receiving the at
least one file over at least one of a local intranet or a
public network.

17. An apparatus comprising;:

at least one processing device configured to:
receive at least one file containing commands, associa-

tions of the commands with visual objects 1 an

augmented reality/virtual reality (AR/VR) space,
and an AR/VR environment setup;

translate the commands into associated user actions:
and

recreate or causing a user device to recreate (1) the
AR/VR space containing the visual objects based on
the AR/VR environment setup and (11) the user
actions in the AR/VR space based on the associations
of the commands with the visual objects.

18. The apparatus of claim 17, wherein the user actions
comprise:

one or more gestures made by a user;

one or more voice commands or voice annotations spoken

by the user;

one or more textual messages provided by the user; and

one or more pointing actions taken by the user using at

least one pointing device.

19. The apparatus of claim 17, wherein, to translate the
commands 1mnto the associated user actions, the at least one
processing device 1s configured to use a grammar reference
that associates diflerent user mput actions with different
commands.

20. The apparatus of claim 17, wherein the at least one
processing device 1s configured to:

separate the commands, the associations of the commands

with the visual objects, and the AR/VR environment
setup;

transmit the AR/VR environment setup to the user device

to allow the user device to recreate the AR/VR space
containing the visual objects; and

cause the user device to recreate the user actions based on

the associations of the commands with the wvisual
objects.
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