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(57) ABSTRACT

The storage device and storage virtualization system include
a non-volatile memory device, and a memory controller
configured to generate at least one virtual device corre-
sponding to a physical storage area of the non-volatile
memory device, and convert a virtual address for the virtual
device mnto a physical address 1in response to an access

request.
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STORAGE DEVICE AND STORAGE
VIRTUALIZATION SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims the benefit of Korean Pat-
ent Application No. 10-2015-0106773, filed on Jul. 28,
2013, 1n the Korean Intellectual Property Oflice, the disclo-
sure¢ ol which 1s 1ncorporated heremn in 1ts entirety by
reference.

BACKGROUND

[0002] The mnventive concept relates to virtualization sys-
tems and control methods thereof, and more particularly, to
storage devices and storage virtualization systems.

[0003] With developments 1n processor technology, inter-
est 1 virtualization technology 1s increasing. In host virtu-
alization technology, a single physical device 1s able to
independently operate many operating systems (OSs). Fur-
thermore, 1in storage virtualization technology, a storage
device connected to a virtual machine of a host 1s virtual-
1zed. Systems to which virtualization technology 1s applied
provide increased resource usage efliciency but may have
degraded input/output (I/O) performance. Accordingly,
research into virtualization systems having improved 1I/O
performance 1s being conducted.

SUMMARY

[0004] The inventive concept may provide a storage
device for improving software overhead in a virtualization
system.

[0005] The inventive concept also may provide a storage

virtualization system for improving software overhead 1n a
virtualization system.

[0006] According to an aspect of the mventive concept,
there 1s provided a storage device including a non-volatile
memory device, and a memory controller configured to
generate at least one virtual device corresponding to a
physical storage area of the non-volatile memory device and
convert a virtual address for the virtual device into a physical
address 1n response to an access request.

[0007] According to another aspect of the inventive con-
cept, there 1s provided a storage virtualization system
including a host configured to communicate with devices
connected through an mput/output (I/0) adapter and process
data 1n a virtualization environment, and at least one storage
device connected to the I/O adapter, wherein the storage
device generates at least one virtual device 1n response to a
device virtualization request received from the host, per-
forms a resource mapping process converting the virtual
address into a logical address 1n response to an access
request from the host, and performs an address conversion
process converting the converted logical address into a
physical address.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] Exemplary embodiments of the inventive concept
will be more clearly understood from the following detailed
description taken in conjunction with the accompanying
drawings in which:

[0009] FIG. 1 1s a block diagram illustrating a computing
system according to an exemplary embodiment of the inven-
tive concept;
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[0010] FIG. 2 15 a block diagram 1illustrating a computing
system according to another exemplary embodiment of the
inventive concept;

[0011] FIG. 3 1s a block diagram illustrating a storage
virtualization system according to an exemplary embodi-
ment of the inventive concept;

[0012] FIG. 4 1s a block diagram illustrating a storage
virtualization system according to another exemplary
embodiment of the inventive concept;

[0013] FIG. 5 1s a diagram illustrating a flow of an
access-control operation 1n a storage virtualization system
according to an exemplary embodiment of the mmventive
concept;

[0014] FIG. 6 1s a diagram illustrating a mapping table
update operation according to an access-control operation in
a storage virtualization system, according to an exemplary
embodiment of the inventive concept;

[0015] FIG. 7 1s a block diagram illustrating a storage
device according to an exemplary embodiment of the inven-
tive concept;

[0016] FIG. 8 1s a block diagram illustrating a detailed
configuration of a memory controller in FIG. 7, according to
an exemplary embodiment of the inventive concept;
[0017] FIG. 9 1s a block diagram illustrating a detailed
configuration of a non-volatile memory chip configuring a
memory device i FIG. 7, according to an exemplary
embodiment of the inventive concept;

[0018] FIG. 10 1s a diagram illustrating a memory cell
array 1n FIG. 9, according to an exemplary embodiment of
the iventive concept;

[0019] FIG. 11 1s a circuit diagram of a first memory block
included in a memory cell array in FIG. 9, according to an
exemplary embodiment of the mventive concept;

[0020] FIG. 12 1s a schematic view 1llustrating an out of
band (OOB) sequence between a host and a device 1n a
storage virtualization system and a device-recognition
method, according to an embodiment of the iventive con-
cept;

[0021] FIG. 13 1s a flowchart of a device virtualization
method 1n a storage device according to an embodiment of
the inventive concept;

[0022] FIG. 14 1s a flowchart illustrating a method of
processing a device recognition command in a storage
device according to an embodiment of the iventive con-
cept;

[0023] FIG. 15 1s a flowchart 1llustrating an 1nitialization
and a device-recognition method 1n a storage virtualization
system according to an exemplary embodiment of the mnven-
tive concept;

[0024] FIG. 16 1s a flowchart 1llustrating a virtualization
method 1n a storage virtualization system according to
another exemplary embodiment of the inventive concept;
[0025] FIG. 17 1s a flowchart 1llustrating an access control
method 1n a storage virtualization system according to an
exemplary embodiment of the mnventive concept; and
[0026] FIG. 18 1s a block diagram 1illustrating an electronic
device to which a storage device 1s applied according to an
exemplary embodiment of the mventive concept.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1

[0027] Heremafter, the inventive concept will be
described more fully with reference to the accompanying
drawings, 1n which exemplary embodiments of the inventive
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concept are shown. Rather, these embodiments are provided
so that this disclosure will be thorough and complete, and
will fully convey the scope of the inventive concept to one
of ordinary skill 1n the art. As the inventive concept allows
for various changes and numerous embodiments, particular
embodiments will be illustrated in the drawings and
described 1n detail in the written description. However, this
1s not intended to limit the inventive concept to particular
modes of practice, and i1t 1s to be appreciated that all
changes, equivalents, and substitutes that do not depart from
the spirit and technical scope of the mventive concept are
encompassed 1n the inventive concept. In the drawings, like
reference numerals denote like elements and the sizes or
thicknesses of elements may be exaggerated for clarity of
explanation. Expressions such as “at least one of” when
preceding a list of elements, modily the enftire list of
clements and do not modily the individual elements of the
l1st.

[0028] The terms used in the present specification are
merely used to describe particular embodiments, and are not
intended to limit the imventive concept. An expression used
in the singular encompasses the expression in the plural,

unless 1t has a clearly different meaning in the context. In the
present specification, it 1s to be understood that the terms
such as “including”, “having”’, etc., are intended to indicate
the existence of the features, numbers, steps, actions, com-
ponents, parts, or combinations thereol disclosed in the
specification, and are not intended to preclude the possibility
that one or more other features, numbers, steps, actions,
components, parts, or combinations thereol may exist or

may be added.

[0029] Unless defined differently, all terms used in the
description including technical and scientific terms have the
same meanmng as generally understood by one of ordinary
skill in the art to which this ivention belongs. It will be
further understood that terms, such as those defined in
commonly used dictionaries, should be interpreted as having
a meaning that 1s consistent with theirr meaning 1n the
context of the relevant art and will not be interpreted in an
idealized or overly formal sense unless expressly so defined
herein.

[0030] As 1s traditional 1n the field of the mventive con-
cept, embodiments may be described and 1llustrated 1n terms
of blocks which carry out a described function or functions.
These blocks, which may be referred to herein as units or
modules or the like, are physically implemented by analog
and/or digital circuits such as logic gates, integrated circuits,
microprocessors, microcontrollers, memory circuits, passive
clectronic components, active electronic components, opti-
cal components, hardwired circuits and the like, and may
optionally be driven by firmware and/or software. The
circuits may, for example, be embodied in one or more
semiconductor chips, or on substrate supports such as
printed circuit boards and the like. The circuits constituting
a block may be implemented by dedicated hardware, or by
a processor (€.g., one or more programmed miCroprocessors
and associated circuitry), or by a combination of dedicated
hardware to perform some functions of the block and a
processor to perform other functions of the block. Each
block of the embodiments may be physically separated into
two or more 1nteracting and discrete blocks without depart-
ing from the scope of the mventive concepts. Likewise, the
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blocks of the embodiments may be physically combined into
more complex blocks without departing from the scope of
the inventive concepts.

[0031] FIG. 1 15 a block diagram 1illustrating a computing
system according to an exemplary embodiment of the mnven-
tive concept.

[0032] Referring to FIG. 1, the computing system 1000A
includes a host 100A and a storage device 200. For example,
the computing system 1000A may be a personal computer
(PC), a set-top box, a modem, a mobile device, and a server.
[0033] The host 100A includes a processor 110, a memory

120, an mput/output (I/O) adapter 130A, and a bus 140.

Components of the host 100A may exchange signals and
data through the bus 140.

[0034] The processor 110 may include a circuit, interfaces,
or program code for processing data and controlling opera-
tions ol the components of the computing system 1000A.
For example, the processor 110 may include a central
processing unit (CPU), an advanced risk machine (ARM), or
an application specific mtegrated circuit (ASIC).

[0035] The memory 120 may include a static random
access memory (SRAM) or dynamic random access memory
(DRAM), which stores data, commands, or program codes
which may be needed for operations of the computing
system 1000A. Furthermore, the memory 120 may include
a non-volatile memory. The memory 120 may store execut-
able program code for operating at least one operating
system (OS) and virtual machines (VMs). The memory 120
may also store program code that executes a VM monitor
(VMM) for managing the VMs. The VMs and the virtual-
1zation program code executing the VMM may be included
in host virtualization software (HV SW) 120-1.

[0036] The processor 110 may execute at least one oper-
ating system and the VMs by executing the HV SW 120-1
stored 1n the memory 120. Furthermore, the processor 110
may execute the VMM for managing the VMs. The proces-
sor 110 may control the components of the computing
system 1000A by the above method.

[0037] The I/O adapter 130A 1s an adapter for connecting
I/0O devices to the host 100A. For example, the I/O adapter
130A may include a peripheral component interconnect
(PCI) or PCI express (PCle) adapter, a small computer
system 1nterface (SCSI) adapter, a fiber channel adapter, a
serial advanced technology attachment (ATA), or the like.
The I/0 adapter 130A may include a circuit, interfaces, or
code capable of communicating information with devices
connected to the computing system 1000A. The I/O adapter
130 A may include at least one standardized bus and at least
one bus controller. Therefore, the I/O adapter 130A may
recognize and assign i1dentifier to devices connected to the
bus 140, and may allocate resources to the various devices
connected to the bus 140. That 1s, the I/O adapter 130A may
manage communications along the bus 140. For example,
the I/O adapter 130A may be a PCI or PCle system, and the
I/O adapter 130A may 1nclude a PCle route complex and at

least one PCle switch or bridge. For example, the 1/O
adapter 130A may be controlled by the VMM.

[0038] PCI defines a bus protocol used for connecting 1/0
devices to the processor 110. PCle defines a physical com-
munication layer as a high-speed serial interface with a
meaning ol programming defined by a PCI standard.

[0039] The storage device 200 may be realized as a solid
state drive (SSD) or a hard disk drive (HDD). For example,
the storage device 200 may be connected to the host 100A
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by a directly attached storage (DAS) method. Furthermore,
the storage device 200 may be connected to the host 100A
by a network attached storage (NAS) method or a storage
area network (SAN) method.

[0040] The storage device 200 includes a memory con-
troller 210 and a memory device 220.

[0041] The memory controller 210 may control the
memory device 220 based on a command recerved from the
host 100A. The memory controller 210 may control program
(or write), read and erasure operations with respect to the
memory device 220 by providing address, command and
control signals to the memory device 220.

[0042] The memory controller 210 may store device vir-
tualization software (DV SW) 210-1, access control soft-
ware (AC SW) 210-2, and virtual device mapping table
information (VD MT) 210-3. The memory controller 210

may generate at least one virtual device by operating the DV
SW 210-1. The memory controller 210 may generate spe-
cific 1dentify device (ID) data for each virtual device during
a virtualization process.

[0043] For example, the memory controller 210 may
divide the memory device 220 into a plurality of storage
areas and generate specific ID data for each virtual device
corresponding to the storage areas. The ID data may be used
to 1dentify each device 1n the I/O adapter 130A of the host
100A.

[0044] For example, the memory controller 210 divides a
logical address or a virtual address corresponding to the
storage area of the memory device 220 nto a plurality of
regions, and may generate specific ID data for each virtual
device corresponding to a divided logical address region or
a virtual address region.

[0045] For example, the memory controller 210 may set a
storage capacity of the virtual device to be larger than an
amount of storage space assigned to an actual device.
Furthermore, a storage capacity may vary based on the
virtual device.

[0046] For example, the memory controller 210 may per-
form a virtualization process so that each virtual device may
have an independent virtual device abstraction.

[0047] The VD MT 210-3 includes pieces of information
required for retrieving a logical address corresponding to a
virtual address for each of the virtual devices. For example,
the VD MT 210-3 may include read or write access authority
setting information of the VMs 1n each storage area.

[0048] For example, the memory controller 210 may oper-
ate the DV SW 210-1 from the host 100A and generate a
physical function device and at least one virtual device
based on a virtualization request received from the host
100A. For example, the physical function device may be set
as a virtual device having access authority to a VMM of the

host 100A, and the virtual device may be set as a virtual
device assigned to a VM of the host 100A.

[0049] For example, the memory controller 210 may oper-
ate the AC SW 210-2 and convert a virtual address corre-
sponding to a virtual device into a physical address corre-
sponding to a physical storage area in response to an access
request recerved from the host 100A. In detail, the memory
controller 210 may perform a resource mapping process
converting the virtual address 1nto a logical address by using
the VD MT 210-3. Afterwards, the memory controller 210
may perform an address conversion process converting the
logical address resulting from the resource mapping process
into the physical address.
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[0050] FIG. 1 1illustrates an example of a configuration 1n
which the single storage device 200 1s connected to the host
100A. In another example, a plurality of storage devices 200
may be connected to the host 100A.

[0051] FIG. 2 1s a block diagram 1llustrating a computing
system according to another exemplary embodiment of the
inventive concept.

[0052] Referring to FIG. 2, the computing system 10008
includes a host 100B and a storage device 200. For example,
the computing system 1000B may be a PC, a set-top box,
modem, a mobile device, and a server.

[0053] The host 100B may include a processor 110, a
memory 120, an I/O adapter 130B, and a bus 140. Compo-
nents of the host 100B may exchange signals and data

through the bus 140.

[0054] Since the processor 110 and the memory 120 of
FIG. 2 are substantially the same as the processor 110 and
memory 120 of FIG. 1, the repeated descriptions are omitted
herein. Furthermore, since the storage device 200 of FIG. 2
1s also substantially the same as the storage device 200 of
FIG. 1, the repeated descriptions are omitted herein.

[0055] From among components of the computing system
1000B of FIG. 2, IO adapter 130B will be mainly explained.

[0056] The I/O adapter 130B connects I/O devices to the
host 100B. For example, the I/O adapter 130B may include

a PCI or PCle adapter, an SCSI adapter, a fiber channel
adapter, a serial ATA, or the like. The I/O adapter 130B may

include a circuit, interfaces, or code capable of communi-
cating information with devices connected to the computing
system 1000B. The I/O adapter 130B may include at least
one standardized bus and at least one bus controller. There-
fore, the I/O adapter 130B may recognize and assign i1den-
tifier to devices connected to the bus 140, and may allocate
resources to the various devices connected to the bus 140.
That 1s, the I/O adapter 130B may manage communications
along the bus 140. For example, the I/O adapter 130B may
be a PCI or PCle system, and the I/O adapter 130B may
include a PCle route complex and at least one PCle switch
or bridge. For example, the I/O adapter 130B may be
controlled by a VMM.

[0057] I/O adapter 130B may include a single root-1/0
virtualization (SR-IOV) function 130B-1. For example, the
SR-IOV function 130B-1 has been developed to improve the
I/O performance of a storage device 1n a server virtualization
environment, and the SR-IOV function 130B-1 directly
connects a VM of a server virtualization system to the
storage device. Accordingly, 1n the computing system 10008
including the SR-IOV function 130B-1, at least one storage
device or virtual device needs to be assigned to a single VM.

[0058] For reference, the SR-IOV function 130B-1 has a
standard that enables a single PCle physical device under a
single root port to be represented as several individual
physical devices on the VMM or a guest OS. A PCle device
that supports the SR-IOV function 130B-1 represents sev-
eral instances of the PCle device on the guest OS and the

VMM. The number of virtual functions displayed may vary
according to devices.

[0059] In a virtualization system to which the I/O adapter
130B including the SR-1I0OV function 130B-1 1s applied, the
I/O adapter 130B may directly connect the VMs with virtual
devices of the storage device 200, rather than via the VMM.
Therefore, VMs of the host 100B may be directly connected
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to the virtual function devices virtualized in the storage
device 200, rather than via the VMM, by using the SR-IOV

function 130B-1.

[0060] FIG. 3 1s a block diagram illustrating a storage
virtualization system 2000A according to an exemplary
embodiment of the inventive concept. For example, the
storage virtualization system 2000A of FIG. 3 may be a
virtualization system corresponding to the computing sys-
tem 1000A of FIG. 1.

[0061] Referring to FIG. 3, the storage virtualization sys-
tem 2000A includes a VMM 300, an 1/O adapter 130A, a
control virtual momitor (CVM) 400, a plurality of VMs
(VM1 through VMj) 410-1 through 410-;, and a storage
device 200A.

[0062] The VMM 300, the I/O adapter 130A, the CVM
400, and the VMs 410-1 through 410-7 are software and/or

hardware included 1n a host of a computing system.
[0063] Each of the VMs 410-1 through 410-) may operate
an OS and application programs to act like a physical
computer.

[0064] The storage device 200A includes a physical func-
tion device (PF) 201 and a plurality of virtual function
devices (VF1 and VFp) 202 and 203. The PF 201 includes
DV SW 201-1, AC SW 201-2, and physical function meta
data (PF MD) 201-3. The VF1 202 includes AC SW 202-1
and VF1 MD 202-2, and the VF; 203 includes AC SW 203-1
and VF; MD 203-2.

[0065] The PF 201 controls a physical function of the
storage device 200A and controls the VF1 and VF; 202 and
203. The PF 201 may generate or delete the VF1 and VF;
202 and 203 by operating the DV SW 201-1.

[0066] The PF 201 and the VF1 and VF; 202 and 203 have

an independent configuration space, a memory space, and a
message space.

[0067] The PF 201 may operate the AC SW 201-2 and
convert a virtual address 1nto a physical address correspond-
ing to a physical storage area in response to an access
request recerved from the host 100A. In detail, the PF 201
may perform a resource mapping process for converting the
virtual address mto a logical address by using the PF MD
201-3. Afterwards, the PF 201 may perform an address
conversion process for converting the logical address result-
ing from the resource mapping process into the physical
address. The PF MD 201-3 may include virtual device
mapping table information for retrieving a logical address
corresponding to a virtual address and address conversion
table mformation for retrieving a physical address corre-
sponding to a logical address. Furthermore, the PF MD
201-3 may include pieces of read or write access authority
setting information corresponding to the VMs 1n each stor-
age area.

[0068] The VF1 202 may operate the AC SW 202-1 and
convert a virtual address into a physical address correspond-
ing to a physical storage area in response to an access
request recerved from the host 100A. In detail, the VF1 202
may perform a resource mapping process for converting the
virtual address 1nto a logical address by using the VF1 MD
202-2. Afterwards, the VF1 202 may perform an address
conversion process for converting the logical address result-
ing from the resource mapping process into the physical
address. The VF1 MD 202-2 may include virtual device
mapping table information for retrieving a logical address
corresponding to a virtual address assigned to the VF1 202
and address conversion table information for retrieving a
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physical address corresponding to a logical address. Fur-
thermore, the VF1 MD 201-2 may include pieces of read or
write access authority setting information corresponding to
the VMs 1n each storage area.

[0069] The VF; 203 may also perform a resource mapping
process and an address conversion process by using the
same method used by the VE1 202.

[0070] The I/O adapter 130A transmits respective 1D data
about the PF 201 and the VF1 and VF; 202 and 203, the
configuration space, the memory space, and the message
space to the VMM 300 or the CVM 400.

[0071] The CVM 400 includes an interface for managing
the VMM 300 and the VMs (VM1 through VMj) 410-1
through 410-.

[0072] For example, the CVM 400 may assign the VF1
and VFj 202 and 203 to the VM1 through VM; 410-1
through 410-7. In another example, the VMM 300 may also
assign the VF1 and VFj 202 and 203 to the VM1 through
VMj 410-1 through 410-.

[0073] Furthermore, the CVM 400 or the VMM 300 may
perform resource mapping and access authority setting with
respect to the PF 201 and the VF1 and VF; 202 and 203. For
example, the PF 201 may provide an interface for the
resource mapping and the access authority setting with
respect to the VF1 and VEy 202 and 203 to the CVM 400 or
the VMM 300. For example, an 1nitialization operation with
respect to the VF1 and VFj 202 and 203 may be performed
through the PF 201.

[0074] The host manages the PF 201 so that software with
an admin/root authority such as the VMM 300 or the CVM
400 may access the PF 201. Otherwise, security 1ssues may
occur due to improperly setting access authority.

[0075] Fach VF1 and VFj 202 and 203 has independent
virtual device abstraction. Capacity of a virtual device may
be set at an mitialization time of the virtual device. The
capacity of the virtual device may be set to be larger than an
amount of storage space assigned to an actual device. The
function may be called a “thin provisioning function”.
During a write operation, the “thin provisioning function™
grants access authority for accessing a block on which an
actual write operation 1s to be performed. Therefore, the total
capacity of all virtual devices provided by a storage device
may be greater than physical storage capacity of an actual
(e.g., physical) storage device. A storage space of the virtual
device may be as large as the capacity of the virtual device
and may be set diflerently for each virtual device.

[0076] In a virtualization process of the storage device
200A, read/write access authority may be set for each virtual
block. A virtual block permitting only a read operation may
be set as a copy-on-write block. A virtual block permitting
only a write operation may also be set 1n the storage device
200A. The read/write access authority may be used for data
transmission between two VMs by setting a block of one
VM as “read-only” and a block of another VM as “write-
only”. In general, block-access authority may be set so that
both read/write operations may be permitted.

[0077] FIG. 4 1s a block diagram 1illustrating a storage
virtualization system 2000B according to another exemplary
embodiment of the inventive concept. For example, the
storage virtualization system 2000B of FIG. 4 may be a

virtualization system corresponding to the computing sys-
tem 1000B of FIG. 2.

[0078] Referring to FIG. 4, the storage virtualization sys-
tem 2000B includes a VMM 300, an I/O adapter 130B, a
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CVM 400, a plurality of VM1 through VM 410-1 through
410-1, and a storage device 200A.

[0079] Since the VMM 300, the CVM 400, the VM1
through VM; 410-1 through 410-7, and the storage device
200A of FIG. 4 are substantially the same as the VMM 300,
the CVM 400, the VM1 through VM; 410-1 through 410-1,
and the storage device 200A included 1n the storage virtu-
alization system 2000B of FIG. 3, repeated descriptions are
omitted.

[0080] An I/O adapter 130B including an SR-IOV func-
tion 130B-1 i1s applied to the storage virtualization system
2000B. As described in FIG. 2, 1n the storage virtualization
system 20008 to which the I/O adapter 130B including the
SR-IOV function 130B-1 1s applied, the CVM 400 and the
VMs 410-1 through 410-;1 may be directly connected to
virtual devices 201 to 203 of the storage device 200A, rather
than via the VMM 300. That 1s, the CVM 400 and the VMs
410-1 through 410-) of a host may be directly connected to
the PF 201 and the VF1 and VFj 202 and 203 of the storage
device 200A, rather than via the VMM 300.

[0081] FIG. 5 1s a diagram illustrating a tflow of an
access-control operation 1n a storage virtualization system
according to an exemplary embodiment of the mmventive
concept.

[0082] For example, FIG. 5 1illustrates a main configura-
tion to explain an access-control operation 1n the storage
virtualization system 2000B of FIG. 4.

[0083] In FIG. 5, access authority of a wvirtual block
address V1 1s set as “read-only (RO)” and that of a virtual
block address V2 i1s set as “read/write (RW)” 1 an address
region assigned to a VF1 202. In the same way, 1t may be
assumed that access authority of a virtual block address V3
1s set as “read-only (RO)” and that of a virtual block address
V4 1s set as “read/write (RW)” 1n an address region assigned
to a VF; 203.

[0084] The “Virtual address” mentioned above may be
referred to as “virtual block address™, “virtual logical block
address” or “pseudo logical block address”. Furthermore,
“logical address” may be referred to as “logical block
address™.

[0085] The virtual block addresses V1 and V3 1n which the
access authority 1s set as “read-only (RO)” permit only a
read operation and not a write operation. The virtual block
addresses V2 and V4 in which the access authority 1s set as
“read/write (RW)” permit both read and write operations.

[0086] For example, a storage area L0 of a physical layout
in which data 1s actually stored represents a logical address
region corresponding to a virtual address region 1 which
access authority 1s set as “read-only (RO)”, 1 the storage
device 200A. Remaining storage areas other than the storage
area L0 represent logical address regions corresponding to
virtual address regions 1in which access authority 1s set as
“read/write (RW)”. Theretfore, logical block addresses 1.1
and L2 represent logical address regions corresponding to
virtual address regions in which access authority 1s set as
“read-only (RO)”, and logical block addresses L3 and L4
represent logical address regions corresponding to virtual
address regions 1 which access authority 1s set as “read/
write (RW)”.

[0087] Referring to FIG. 5, mapping information M1 and
M2 1n virtual device mapping table information of VF1 MD
202-2 corresponding to the VF1 202 shows that the logical
block address L1 1s respectively mapped to the virtual block
addresses V1 and V3. Furthermore, mapping information
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M3 and M4 shows that the logical block address L2 1is
respectively mapped to the virtual block addresses V2 and
V4.

[0088] If a write request with respect to a logical block
address 1n which access authornty 1s set as “read-only (RO)”
1s generated 1n a state of setting access authority of logical
block addresses to copy-on-write, a new block 1s assigned
and added to a mapping table after copying data in a storage
area corresponding to the new block.

[0089] For example, when the VF1 202 receives a write
request to the virtual block address V2 corresponding to the
logical block address 1.2, the VF1 202 operates as described
below when a copy-on-write option 1s set.

[0090] Since access authority of the logical block address
L2 1s set as “read-only (RO)”, a write operation may be not
performed on the logical block address LL.2. Therefore, a new
logical block address 1.3 other than the logical block address
[.2 1n which the access authority is set as “read-only (RO)”
1s assigned. Furthermore, the logical block address L3 1s
added to the mapping table after data stored 1n the logical
block address 1.2 1s copied to the logical block address L3.
That 1s, mapping information M3 which maps the logical
block address L2 to the virtual block address V2 1s changed
to mapping information M3 which maps the logical block
address L3 to the virtual block address V2.

[0091] Inthe same way, when the VE] 203 recerves a write
request to the virtual block address V4 corresponding to the
logical block address L2, the VFj 203 operates as described

below when a copy-on-write option 1s set.

[0092] Since access authority of the logical block address
L2 1s set as “read-only (RO)”, a write operation may be not
performed on the logical block address 1.2. Therefore, a new
logical block address L4 1s assigned other than the logical
block address L2 1n which the access authority 1s set as
“read-only (RO)”. Furthermore, the logical block address .4
1s added to the mapping table after data stored in the logical
block address 1.2 1s copied thereto. That 1s, mapping infor-
mation M4 which maps the logical block address 1.2 to the
virtual block address V4 1s changed to mapping information
M4 which maps the logical block address 1.4 to the virtual
block address V4.

[0093] FIG. 6 1s a diagram illustrating a mapping table
update operation according to an access-control operation in
a storage virtualization system, according to an exemplary
embodiment of the inventive concept.

[0094] FIG. 6 1llustrates a mapping table update operation
according to an access-control operation when access
authority 1s set as i FIG. 5.

[0095] Referring to FIG. 6, mapping information indicat-

ing respective virtual logical block addresses (virtual

L.LBAs), logical block addresses (LBAs), and physical block
addresses (PBAs) of virtual function devices VF1 and VF;
before a write request for virtual LBAs V2 and V4 are
generated 1s as described below.

[0096] Mapping information indicating virtual LBAs V1
to V4 of virtual function devices VF1 and VEFj 1s (V1, L1,
P2), (V2,L2,P1),(V3,L1, P2),and (V4, L2, P1). In another
example, the mapping information may be divided mto a
piece ol mapping table information corresponding to the
virtual LBA and the LBA and a piece of mapping table

information corresponding to mapping of the LBA and the
PBA.

[0097] If a write request with respect to the virtual LBA
V2 1s generated 1n a state of setting the mapping information
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as described above, a write operation 1s not permitted 1n an
LBA L2 since access authority of the LBA L2 assigned to
the virtual LBA V2 1s set as “read-only (RO)”.

[0098] Theretfore, the virtual function device VF1 assigns
a new LBA L3 and a PBA P3 1n which read/write access
authority 1s set to a physical function device and data stored
in a PBA P1 1s copied to the PBA P3. Afterwards, the
mapping information (V2, L2, P1) 1s changed to (V2, L3,
P3).

[0099] Next, 11 a write request with respect to the virtual
LBA V4 1s generated, a write operation 1s not permitted 1n
an LBA L2 since access authority 1s set as “read-only (RO)”
in the LBA L2 assigned to the virtual LBA V4.

[0100] Theretfore, the virtual function device VFj assigns
a new LBA L4 and a PBA P4 1n which read/write access
authority 1s set to a physical function device and data stored
in a PBA P1 1s copied to the PBA P4. Afterwards, the
mapping information (V4, L2, P1) 1s changed to (V4, L4,
P4).

[0101] It 1s possible to improve performance and extend
the life of a memory device by using a copy-on-write
function to copy only data located 1n a partial region which
1s actually updated 1n a storage area of the memory device
shared by VMSs. That 1s, it 1s possible to reduce unnecessary
writing/copying of data 1n a virtualization system. Further-
more, the memory device 1s not vulnerable to viruses, as
access-control information 1s stored in a storage device of
the memory device rather than a host.

[0102] FIG. 7 1s a block diagram illustrating a storage
device according to an exemplary embodiment of the inven-
tive concept.

[0103] For example, the storage device 200 of the com-
puting system 1000A of FIGS. 1 and 2 or the storage device
200A of the storage virtualization system of FIGS. 3 and 4
may be implemented by a storage device 200B of FIG. 7.

[0104] Referring to FIG. 7, the storage device 200B
includes a memory controller 210 and a memory device
220B. For example, the storage device 2008 may be imple-
mented by using an SSD.

[0105] The memory controller 210 may perform a control
operation with respect to the memory device 220B based on
a command received from a host. In detail, the memory
controller 210 may control program (or write), read and
erasure operations with respect to the memory device 2208
by providing address, command and control signals through
a plurality of channels CH1 to CHM.

[0106] The memory controller 210 may store a DV SW
210-1, an AC SW 210-2, and a VD MT 210-3.

[0107] It 1s possible to set a physical storage device as a
plurality of virtual storage devices by operating the DV SW
210-1 of the memory controller 210. In detail, the memory
controller 210 may perform an operation for generating
identity device (ID) data about each virtual device so that a
single physical storage device may be recognized as a
plurality of virtual devices.

[0108] For example, the memory controller 210 may
divide a storage area of the memory device 220B into a
plurality of storage areas that are 1imtialized and may gen-
erate specific ID data about each virtual device correspond-
ing to the storage areas. Furthermore, the memory controller
210 generates address, command and control signals for
writing a plurality of pieces of the ID data generated 1n each
storage area to the memory device 220B. Furthermore, the
memory controller 210 generates address, command and
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control signals for writing information about storage capac-
ity of each virtual device and a physical address region to the
memory device 220B.

[0109] For example, the memory controller 210 may gen-
crate a plurality of pieces of 1D data so that a single physical
storage device may be recognized as a plurality of virtual
devices based on an mitialized device virtualization com-
mand. Furthermore, the memory controller 210 may control
the plurality of pieces of the generated ID data so as to write
the ID data to the memory device 220B.

[0110] For example, a device virtualization command may
be provided to the memory controller 210 through a pro-
ducer manage tool 1n a storage device manufacturing pro-
cess. In another example, 1n a state of connecting a storage
device to a host under a user condition, a device virtualiza-
tion command may be provided to the memory controller

210 through the host.

[0111] For example, 1D data may include information
about a model name, a firmware revision, a serial number, a
worldwide name (WWN), a physical logical sector size, a
teature, and the like based on a serial advanced technology

attachment (SATA) standard.

[0112] At least the information about the serial number
and the WWN {from among the pieces of information
included 1n ID data for each virtual device corresponding to
a physical storage device may be set differently.

[0113] For example, when one physical storage device 1s
divided into N (where N 1s an mteger of 2 or more) virtual
devices, the storage capacity of each virtual device may be
set to be a capacity obtained by dividing a maximum number
of logical block addresses (max LBAs) of the physical
storage device by N.

[0114] In another example, capacity of a virtual device
may be set to be greater than a storage space assigned to an
actual device. For example, only a block 1n which an actual
write operation 1s performed i1s assigned when the write
operation 1s performed. Therefore, the total capacity of all
virtual devices provided by a storage device may be greater
than physical storage capacity of an actual storage device. A
storage space of the virtual device 1s as large as the capacity
of the virtual device and may be set differently for each
virtual device. A block size of the virtual device does not
need to be equal to that of the logical device, but may not be
smaller than that of a logical device. That 1s, a size of a
virtual LBA 1s set to be equal to or larger than that of an

LBA.

[0115] In a virtualization process of the storage device
200B 1in the memory controller 210, read/write access
authority may be set with respect to a virtual block. A virtual
block permitting only a read operation may be set as a
copy-on-write block. A virtual block permitting only a write
operation may also be set 1n the storage device 200B. The
information about setting the access authority may be
included in virtual device mapping table information.

[0116] When an identify device (ID) command 1s trans-
mitted from the host to the memory controller 210 after
setting a plurality of pieces of the ID data, the memory
controller 210 transmits the ID data to the host. In detail, the
memory controller 210 may read a plurality of pieces of the
ID data from the memory device 220B and transmit a
plurality of pieces of the read ID data to the host.

[0117] The memory controller 210 may perform the
access-control operation described in FIGS. 5 and 6 by using
the AC SW 210-2 and the VD MT 210-3.
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[0118] The memory device 220B may include at least one
non-volatile memory chip (NVM) 220-1. For example, the
NVM 220-1 included 1n the memory device 220B may be
not only a flash memory chip, but may also be a phase
change RAM (PRAM) chip, a ferroelectric RAM (FRAM)
chip, a magnetic RAM (MRAM) chip, or the like. In another
example, the memory device 220B may include at least one
non-volatile memory chip and at least one volatile memory
chip, or may include at least two types of non-volatile
memory chips.

[0119] FIG. 8 1s a block diagram illustrating a detailed
configuration of the memory controller 210 1 FIG. 7,
according to an exemplary embodiment of the iventive
concept.

[0120] As shown in FIG. 8, the memory controller 210

includes a processor 211, a random access memory (RAM)
212, a host interface 213, a memory interface 214, and a bus

215.

[0121] The components of the memory controller 210 are
clectrically connected to each other via the bus 215.

[0122] The processor 211 may control an overall operation
of the storage device 200B by using program code and
pieces of data that are stored in the RAM 212. When the
storage device 200B 1s initialized, the processor 211 may
read from the memory device 220B program code and data
which are necessary for controlling operations performed by
the storage device 200B, and may load the read program

code and data into the RAM 212.

[0123] For example, the processor 211 may read from the
memory device 2208 a DV SW 210-1, an AC SW 210-2,

and a VD MT 210-3 and load the read DV SW 210-1, AC
SW 210-2, and VD MT 210-3 into the RAM 212.

[0124] For example, the processor 211 loads one piece of

ID data mto the RAM 212 before executing the DV SW
210-1. After executing the DV SW 210-1, the processor 211
loads a plurality of pieces of ID data into the RAM 212.

[0125] When the processor 211 receives the device virtu-
alization command via the host interface 213, the processor
211 divides a physical storage device mnto a plurality of
virtual devices. For example, the processor 211 may set a
plurality of pieces of ID data for one physical storage device.

[0126] For example, when receiving the ID command, the
processor 211 may read the plurality of pieces of ID data
from the RAM 212 and transmit the same to the host via the
host interface 213.

[0127] The RAM 212 stores data that 1s received via the
host interface 213 or data that 1s received from the memory
device 220B via the memory intertace 214. The RAM 212
may also store data that has been processed by the processor
211. For example, the RAM 212 may store the plurality of
pieces of ID data set in response to the device virtualization
command

[0128] The host interface 213 includes a protocol for
exchanging data with a host that 1s connected to the memory
controller 210, and the memory controller 210 may 1nterface
with the host via the host interface 213. The host interface
213 may be implemented by using, but not limited to, an
ATA mterface, an SATA interface, a parallel advanced
technology attachment (PATA) interface, a universal seral
bus (USB) or senal attached small computer system (SAS)
interface, an SCSI, an embedded multimedia card (eMMC)
interface, or a universal flash storage (UFS) interface. The
host 1interface 213 may recerve a command, an address, and
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data from the host under the control of the processor 211 or
may transmit data to the host.

[0129] The memory interface 214 1s electrically connected
to the memory device 220B. The memory mterface 214 may
transmit a command, an address, and data to the memory
device 220B under the control of the processor 211 or may
receive data from the memory device 220B. The memory
interface 214 may be configured to support NAND flash
memory or NOR flash memory. The memory interface 214
may be configured to perform soitware or hardware inter-
leaving operations via a plurality of channels.

[0130] FIG. 9 1s a block diagram illustrating a detailed
confliguration of a non-volatile memory chip configuring the
memory device 220B 1 FIG. 7, according to an exemplary
embodiment of the inventive concept. For example, the
NVM 220-1 may be a flash memory chip.

[0131] Referring to FIG. 9, the NVM 220-1a may include

a memory cell array 11, control logic 12, a voltage generator
13, a row decoder 14, and a page bufler 15. The components
included 1n the NVM 220-1 will now be described 1n detail.
[0132] The memory cell array 11 may be connected to at
least one string selection line SSL, a plurality of word lines
WL, and at least one ground selection line GSL, and may
also be connected to a plurality of bit lines BL.. The memory
cell array 11 may include a plurality of memory cells MC
(see FIGS. 11) that are disposed at intersections of the
plurality of bit lines BL and the plurality of word lines WL.
[0133] When an erasure voltage i1s applied to the memory
cell array 11, the plurality of memory cells MC enter an
erasure state. When a programming voltage 1s applied to the
memory cell array 11, the plurality of memory cells MC
enter a programmed state. Each memory cell MC may have
one selected from an erasure state and first through n-th
programmed states P1 through Pn that are distinguished
from each other according to a threshold voltage.

[0134] In the first through n-th programmed states P1
through Pn, n may be a natural number equal to or greater
than 2. For example, when each memory cell MC 1s a 2-bit
level cell, n may be 3. In another example, when each
memory cell MC 1s a 3-bit level cell, n may be 7. In another
example, when each memory cell MC 1s a 4-bit level cell, n
may be 135. As such, the plurality of memory cells MC may
include multi-level cells. However, embodiments of the
inventive concept are not limited thereto, and the plurality of
memory cells MC may include single-level cells.

[0135] The control logic 12 may receive a command
signal CMD, an address signal ADDR, and a control signal
CTRL from the memory controller 210 to output various
control signals for writing the data to the memory cell array
11 or for reading the data from the memory cell array 11. In

this way, the control logic 12 may control overall operations
of the NVM 220-1.

[0136] The various control signals output by the control
logic 12 may be provided to the voltage generator 13, the
row decoder 14, and the page builer 15. In detail, the control
logic 12 may provide a voltage control signal CTRL_vol to
the voltage generator 13, may provide a row address signal
X_ADDR to the row decoder 14, and may provide a column

address signal Y_ADDR to the page builer 15.

[0137] The voltage generator 13 may receive the voltage
control signal CTRL_vol to generate various voltages for
executing a program operation, a read operation and an
erasure operation with respect to the memory cell array 11.
In detail, the voltage generator 13 may generate a first drive
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voltage VWL for driving the plurality of word lines WL, a
second drive voltage VSSL for driving the at least one string
selection lime SSL, and a third drive voltage VGSL for
driving the at least one ground selection line GSL.

[0138] The first drive voltage VWL may be a program (or
write) voltage, a read voltage, an erasure voltage, a pass
voltage, or a program verification voltage. The second drive
voltage VSSL may be a string selection voltage, namely, an
on voltage or an ofl voltage. The third drive voltage VGSL
may be a ground selection voltage, namely, an on voltage or
an ofl voltage.

[0139] The row decoder 14 may be connected to the
memory cell array 11 through the plurality of word lines WL
and may activate some of the plurality of word lines WL 1n
response to the row address signal X_ADDR received from
the control logic 12. In detail, during a read operation, the
row decoder 14 may apply a read voltage to a word line
selected from the plurality of word lines WL and apply a
pass voltage to the remaining unselected word lines.

[0140] During a program operation, the row decoder 14
may apply a program voltage to the selected word line and
apply the pass voltage to the unselected word lines. Accord-
ing to the present embodiment, the row decoder 14 may
apply a program voltage to the selected word line and an
additionally selected word line, 1n at least one selected from
a plurality of program loops.

[0141] The page buffer 15 may be connected to the
memory cell array 11 via the plurality of bit lines BL. In
detail, during a read operation, the page buller 15 may
operate as a sense amplifier so as to output data DATA stored
in the memory cell array 11. During a program operation, the
page bufler 15 may operate as a write driver so as to iput
data DATA to be stored in the memory cell array 11.

[0142] FIG. 10 1s a view of the memory cell array 11 1n
FIG. 9, according to an exemplary embodiment of the
inventive concept.

[0143] Referring to FIG. 10, the memory cell array 11 may
be a flash memory cell array. In this case, the memory cell
array 11 may include a plurality of memory blocks BLK1,

., and BLKa (where “a” 1s a positive integer which 1s
equal to or greater than two) and each of the memory blocks
BLK1, . . ., and BLKa may include a plurality of pages
PAGEL, . . ., and PAGEDb (where “b” 1s a positive integer
which 1s equal to or greater than two). In addition, each of
the pages PAGFEL, . . ., and PAGEb may include a plurality
of sectors SECI1, . . ., and SECc (where “c” 1s a positive
integer which 1s equal to or greater than two). For conve-
nience of explanation 1n FIG. 10, the pages PAGE1 through
PAGEDb and the sectors SEC1 through SECc of the memory
block BLK1 only are illustrated, and the other memory
blocks BLLK2 through BLLKa may have the same structures
as that of the memory block BLKI.

[0144] FIG. 11 1s a circuit diagram of a first memory block
BLK1a included in the memory cell array m FIG. 9,
according to an exemplary embodiment of the inventive
concept.

[0145] Referring to FIG. 11, the first memory block
BLK1a may be a NAND flash memory having a vertical
structure. In FIG. 11, a first direction 1s referred to as an x
direction, a second direction 1s referred to as a y direction,
and a third direction 1s referred to as a z direction. However,
embodiments of the inventive concept are not limited
thereto, and the first through third directions may vary.
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[0146] The first memory block BLK1la may include a
plurality of cell strings CST, a plurality of word lines WL,
a plurality of bit lines BL, a plurality of ground selection
lines GSLL1 and GSL2, a plurality of string selection lines
SSL.L1 and SSL.2, and a common source line CSL. The
number of cell strings CST, the number of word lines WL,
the number of bit lines BL, the number of ground selection
lines GSL1 and GSL2, and the number of string selection
lines SSIL1 and SSL.2 may vary according to embodiments.

[0147] FEach of the cell strings CST may include a string
selection transistor SS'T, a plurality of memory cells MC,
and a ground selection transistor GST that are serially
connected to each other between a bit line BL corresponding
to the cell string CST and the common source line CSL.
However, embodiments of the inventive concept are not
limited thereto. According to another embodiment, each cell
string CST may further include at least one dummy cell.
According to another embodiment, each cell string CST may
include at least two string selection transistors SST or at
least two ground selection transistors GST.

[0148] FEach cell string CST may extend in the third

direction (z direction). In detail, each cell string CST may
extend 1n a vertical direction (z direction) perpendicular to
the substrate. Accordingly, the first memory block BLK1a
including the cell strings CST may be referred to as a
vertical-direction NAND flash memory. As such, by extend-
ing each cell string CST 1n the vertical direction (z direc-
tion), the integration density of the memory cell array 11
may be increased.

[0149] The plurality of word lines WL may each extend 1n
the first direction x and the second direction y, and each
word line WL may be connected to memory cells MC
corresponding thereto. Accordingly, a plurality of memory
cells MC arranged adjacent to each other on the same plane
in the second direction y may be connected to each other by
the same word line WL. In detail, each word line WL may
be connected to gates of memory cells MC to control the
memory cells MC. In this case, the plurality of memory cells
MC may store data and may be programmed, read, or erased
via the connected word line WL.

[0150] The plurality of bit lines BL. may extend in the first
direction X and may be connected to the string selection
transistors SST. Accordingly, a plurality of string selection
transistors SST arranged adjacent to each other 1n the first
direction X may be connected to each other by the same bit
line BL. In detail, each bit line BL may be connected to
drains of the plurality of string selection transistors SST.

[0151] The plurality of string selection lines SSLL1 and
SSL.2 may each extend 1n the second direction v and may be
connected to the string selection transistors SST. Accord-
ingly, a plurality of string selection transistors SS'T arranged
adjacent to each other in the second direction v may be
connected to each other by string selection line SSL1 or
SSL2. In detail, each string selection line SSLL1 or SSL.2 may
be connected to gates of the plurality of string selection
transistors SST to control the plurality of string selection
transistors SST.

[0152] The plurality of ground selection lines GSL1 and
(GSL2 may each extend 1n the second direction v and may be
connected to the ground selection transistors GST. Accord-
ingly, a plurality of ground selection transistors GST
arranged adjacent to each other in the second direction y
may be connected to each other by ground selection line

GSL1 or GSL2. In detail, each ground selection line GSL1
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or GSL2 may be connected to gates of the plurality of
ground selection transistors GST to control the plurality of
ground selection transistors GST.

[0153] The ground selection transistors GST respectively
included in the cell strings CST may be connected to each
other by the common source line CSL. In detail, the common
source line CSL may be connected to sources of the ground
selection transistors GST.

[0154] A plurality of memory cells MC connected to the
same word line WL and to the same string selection line, for
example, string selection line SSLL1 or SSL.2 and arranged
adjacent to each other in the second direction v may be
referred to as a page PAGE. For example, a plurality of
memory cells MC connected to a first word line WL1 and to
a first string selection line SSLL1 and arranged adjacent to
cach other 1n the second direction v may be referred to as a
first page PAGE1. A plurality of memory cells MC con-
nected to the first word line WL1 and to a second string
selection line SSL.2 and arranged adjacent to each other 1n
the second direction v may be referred to as a second page
PAGE?2.

[0155] To perform a program operation with respect to a
memory cell MC, OV may be applied to a bit line BL, an on
voltage may be applied to a string selection line SSL, and an
ofl voltage may be applied to a ground selection line GSL.
The on voltage may be equal or greater than the threshold
voltage so that a string selection transistor SS'T 1s turned on,
and the off voltage may be smaller than the threshold voltage
so that the ground selection transistor GST i1s turned ofl. A
program voltage may be applied to a memory cell selected
from the memory cells MC, and a pass voltage may be
applied to the remaining unselected memory cells. In
response to the program voltage, electric charges may be
injected ito the memory cells MC due to F-N tunneling.
The pass voltage may be greater than the threshold voltage
of the memory cells MC.

[0156] To perform an erasure operation with respect to the
memory cells MC, an erasure voltage may be applied to the
body of the memory cells MC, and OV may be applied to the
word lines WL. Accordingly, data stored in the memory cells

MC may be temporarily erased.

[0157] FIG. 12 1s a schematic view 1llustrating an out of
band (OOB) sequence between a host and a device 1 a
storage virtualization system and a device-recognition
method, according to an embodiment of the mventive con-
cept.

[0158] For example, a host 2100 may be the host 100A or
100B of FIG. 1 or 2, and a device 2200 may be the storage
device 200 of FIG. 2.

[0159] First, an mitialization process based on an OOB
sequence according to the SATA standard will now be

described.

[0160] In operation S1, the host 2100 transmits a COM-
RESET signal, which 1s an analog signal, to the device 2200.
In operation S2, after confirming reception of the COMRE-
SE'T signal, the device 2200 transmits a COMINIT signal,
which 1s an analog signal, to the host 2100. In operation S3,
alter confirming reception of the COMINIT signal, the host
2100 transmits a COMWAKE signal, which 1s an analog
signal, to the device 2200. In operation S4, after confirming
reception of the COMWAKE signal, the device 2200 trans-
mits a COMWAKE signal, which 1s an analog signal, to the
host 2100. Then, 1n operations S5 and S6, the host 2100 and

the device 2200 adjust a communication speed while
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exchanging a primitive align signal ALIGN. In this way, the
initialization process 1s completed.

[0161] Next, the device recognition process which 1s per-
formed after the mitialization process 1s completed will now
be described.

[0162] In operation S7, the host 2100 transmits an ID
command ID CMD to the device 2200.

[0163] In operation S8, in response to the ID command ID
CMD, the device 2200 transmits ID data ID_DATA set by
the device 2200 to the host 2100. Once the device 2200 has
been virtualized, the device 2200 transmits a plurality of
pieces of ID data to the host 2100. Accordingly, the host
2100 recognizes the physical device 2200 as a plurality of
virtual devices.

[0164] A device virtualization method performed in a
computing system and a device recogmition method per-
formed 1n a storage virtualization system according to an
embodiment of the inventive concept will now be described.
[0165] Methods illustrated 1n FIGS. 13 and 14 may be
performed by the memory controller 210 of FIG. 7. In detail,
the methods of FIGS. 13 and 14 may be performed under the
control of the processor 211 of the memory controller 210 of
FIG. 8.

[0166] FIG. 13 1s a flowchart of a device virtualization
method 1n the storage device 200B according to an embodi-
ment of the mventive concept.

[0167] In operation S110, the memory controller 210 of
the storage device 200B determines whether a device vir-
tualization command 1s received. For example, the device
virtualization command may be received from the host 100 A
of FIG. 1 or the host 100B of FIG. 2. In another example, the
device virtualization command may be received via a manu-
facturer management tool during a device manufacturing
Process.

[0168] In operation S120, 1n response to the device virtu-
alization command, the memory controller 210 of the stor-
age device 200B generates a plurality of pieces of 1D data so
that one physical storage device 1s recognized as a plurality
ol storage devices.

[0169] For example, the memory controller 210 divides a
storage area into a plurality of storage areas and generates
respective ID data 1n each storage area. In another example,
capacity of a virtual device may be set to be greater than a
storage space assigned to an actual device. For example,
only a block 1n which an actual write operation 1s performed
1s assigned when the write operation 1s performed. There-
fore, the total capacity of all virtual devices provided by the
storage device 200B may be greater than physical storage
capacity of an actual storage device. A storage space of the
virtual device 1s as large as the capacity of the virtual device
and may be set differently for each virtual device.

[0170] For example, the memory controller 210 may
divide the storage region into storage regions the number of
which 1s indicated by the device virtualization command,
and may generate diflerent pieces of ID data for the storage
regions. In another example, the memory controller 210 may
divide the storage region into storage regions the number of
which 1s set by default, and may generate different pieces of
ID data for the storage regions.

[0171] For example, read/write access authority may be
set with respect to a virtual block assigned to a virtual device
by the memory controller 210. A virtual block permitting
only a read operation may be set as a copy-on-write block.
A virtual block permitting only a write operation may also
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be set by the memory controller 210. For example, the
read/write access authority set with respect to the virtual
block assigned to the virtual device may be included in
storage area data.

[0172] Next, in operation S130, the memory controller
210 stores information about the storage regions and the
plurality of pieces of ID data in the memory device 220B.

[0173] FIG. 14 1s a flowchart illustrating a method of
processing a device recognition command in the storage
device 200B according to an embodiment of the imnventive
concept.

[0174] In operation S210, the memory controller 210 of
the storage device 200B determines whether the 1D com-

mand ID CMD 1s received. For example, the ID command
ID CMD may be received from the host 100A of FIG. 1 or

the host 1008 of FIG. 2.

[0175] Inoperation S220, when the ID command ID CMD
1s recerved, the memory controller 210 of the storage device
200B transmits to the host a plurality of pieces of ID data
read from the memory device 220B. The plurality of pieces
of ID data are the pieces of ID data for the virtual devices
that are dertved from one physical storage device via the
device virtualization of FIG. 13.

[0176] FIG. 15 1s a flowchart 1llustrating an 1mitialization
and a device-recognition method 1n a storage virtualization

system according to an exemplary embodiment of the inven-
tive concept.

[0177] For example, the mnitialization and device-recogni-
tion method of FIG. 15 may be performed in the host 100A
or 100B of the computing system 1000A or 1000B of FIG.
1 or 2.

[0178] First, 1n operation S310, a host, for example, the
host 100A or 100B, performs an initialization operation for
transmission and reception with the storage device 200
connected to the host. For example, when the storage device
200 1s connected to the host 100A or 100B, the host which
the storage device 200 1s connected to may perform the
initialization operation for transmission and reception by
using an OOB sequence based on the SATA standard. In
detail, the mitialization operation for transmission and

reception may be performed based on operations S1 through
S6 of FIG. 12.

[0179] In operation S320, the host 100A or 100B deter-
mines whether the 1itialization operation for transmission
and reception has been successiully completed. For
example, the host 100A or 100B determines whether opera-
tions S1 through S6 of FIG. 21 have been successtully
completed.

[0180] In operation S330, when the host 100A or 100B has

determined that the nitialization operation for transmission
and reception has been successiully completed, the host

100A or 100B transmits the ID command 1D CMD to the
storage device 200.

[0181] In operation S340, the host 100A or 100B receives

a plurality of pieces of ID data, from the storage device 200
tor which the plurality of pieces of 1D data are set via device
virtualization, based on the ID command ID CMD.

[0182] In operation S350, the host 100A or 100B allocates
virtual devices to VMs, based on the received plurality of

pieces of ID data.

[0183] FIG. 16 15 a flowchart 1llustrating a virtualization
method 1n a storage virtualization system according to
another exemplary embodiment of the inventive concept.
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[0184] For example, the virtualization method of FIG. 16
may be performed in the storage virtualization system
2000A of FIG. 3 or the storage virtualization system 20008
of FIG. 4.

[0185] First, in operation S410, the storage device 200A
generates the PF and at least one virtual device 1in response
to a virtualization request received from the VMM 300 or
the CVM 400 and provides information about the PF and at
least one virtual device to the VMM 300 or CVM 400.
[0186] In operation S420, the VMM 300 or CVM 400
assigns the virtual function devices VF1 and VFj to the
virtual machines VMs based on the information about the
virtual function devices VF1 and VFj received from the
storage device 200A.

[0187] In operation S430, the VMM 300 or CVM 400
controls access setting corresponding to the at least one
virtual device. For example, the VMM 300 or CVM 400
may set resource mapping and access authority correspond-
ing to the virtual function device through an interface
provided to the storage device 200A.

[0188] FIG. 17 1s a flowchart 1llustrating an access control
method 1n a storage virtualization system according to an
exemplary embodiment of the mventive concept.

[0189] For example, the access control method of FIG. 17
may be performed 1n the virtual function device VE1 or VE
of the storage virtualization system 2000A of FIG. 3 or the
storage virtualization system 20008 of FIG. 4.

[0190] In operation S510, the virtual function device VF1
or VF; determines whether a write request 1s received from
a VM.

[0191] In operation S520, when the write request 1is

received from the VM, the virtual function device VF1 or
VF1 determines whether the VM generating the write request
has access authority. For example, the wvirtual function
device VF1 or VFj determines whether 1dentification infor-
mation of the VM generating the write request matches
identification information of a VM assigned to the virtual
function device VF1 or VE]j.

[0192] Inoperation S330, when the virtual function device
VF1 or VFj determines in the operation S320 that the
received write request 1s from a VM having no access
authority, the virtual function device VF1 or VFj transmits
an error message to the VM.

[0193] Inoperation S540, when the virtual function device
VF1 or VFj determines in the operation S320 that the
received write request 1s from a VM having no access
authority, the virtual function device VF1 or VFj determines
whether the write request corresponds to a storage area
which may not be written to. For example, the virtual
function device VF1 or VFj determines whether the write
request for writing to an LBA for which access authority 1s
set as “read-only (RO)”.

[0194] Inoperation S350, when the virtual function device
VF1 or VFj determines in the operation S540 that the write
request corresponds to a storage area which may not be
written to, the virtual function device VF1 or VFj assigns a
new PBA and LBA and copies the same. That 1s, the virtual
function device VF1 or VFj copies data stored in the PBA
corresponding to the LBA which recetved a write request to
a newly assigned PBA.

[0195] In operation S3560, mapping information of the
virtual function device VF1 or VFj according to the copy
operation 1s changed. That 1s, as described 1 FIG. 6,
mapping information of the virtual function device assigned
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betfore the copy operation 1s changed to the newly assigned
PBA and LBA, according to the copy operation.

[0196] In operation SS70, after completing the copy-on-
write operation, the virtual function device VF1 or VEj
performs a write operation in response to a write request
from the newly assigned PBA and LBA. Therefore, data may
be copied to a storage area included among the updated list
ol storage areas shared by VMs. Therefore, 1t 1s possible to
improve performance and extend the life of the storage
virtualization system by reducing unnecessary writing/copy-
ing of data in the storage virtualization system.

[0197] FIG. 18 1s a block diagram 1illustrating an electronic
device 3000 to which a storage device 1s applied according
to an exemplary embodiment of the inventive concept.
[0198] Referring to FIG. 18, the electromic device 3000

includes a processor 3010, a RAM 3020, a storage device
3030, an mput/output (I/0) device 3040, and a bus 3050.

[0199] Although not shown in FIG. 18, the electronic
device 3000 may further include ports which are capable of
communicating with a video card, a sound card, a memory
card, a USB device or other electronic devices. The elec-
tronic device 3000 may be implemented by using a personal
computer, a laptop computer, a mobile device, a personal
digital assistant (PDA), a digital camera, or the like.
[0200] The bus 3050 refers to a transmission channel via
which data, a command signal, an address signal, and
control signals are transmitted between components of the
clectronic device 3000 other than the bus 3050.

[0201] The processor 3010 may execute specific calcula-
tions or specific tasks. For example, the processor 3010 may
be a micro-processor or a central processing umt (CPU). The
processor 3010 may communicate with the RAM 3020, the
storage device 3030, and the I/O device 3040 through the
bus 3050, such as an address bus, a control bus, or a data bus.
In some embodiments, the processor 3010 may be connected
to an expansion bus such as a peripheral component inter-
connect (PCI) bus.

[0202] Pieces of data that are necessary for performing a
process and generated by the processor 3010 are loaded 1nto
the RAM 3020. The RAM 3020 may operate as a main
memory, and may be implemented by using a DRAM or
SRAM.

[0203] The storage device 3030 includes a memory con-
troller 3031 and a memory device 3032. The storage device
3030 may be the storage device 200B of FIG. 11. In other
words, the memory controller 3031 and the memory device
3032 may be the memory controller 210 and the memory
device 220B of FIG. 7, respectively.

[0204] The I/O device 3040 may include an input device,
such as a keyboard, a keypad or a mouse, and an output
device, such as a printer or a display.

[0205] The processor 3010 may perform a calculation or
process data 1n accordance with a user command 1nput via
the I/0 device 3040. To perform a calculation or process data
in accordance with a user command, the processor 3010 may
transmit to the storage device 3030 a request to read data
from the storage device 3030 or write data to the storage
device 3030.

[0206] The storage device 3030 may perform a read
operation or a write operation according to the request
received from the processor 3010.

[0207] While the inventive concept has been particularly
shown and described with reference to exemplary embodi-
ments thereot, 1t will be understood that various changes in
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form and details may be made therein without departing
from the spirit and scope of the following claims.

What 1s claimed 1s:

1. A storage device comprising:

a non-volatile memory device; and

a memory controller configured to generate at least one

virtual device corresponding to a physical storage area
of the non-volatile memory device and convert a virtual
address for the virtual device into a physical address 1n
response to an access request.

2. The storage device of claim 1, wherein the virtual
device performs a resource mapping process converting the
virtual address into a logical address, and performs an
address conversion process converting the logical address
resulting from the resource mapping process nto a physical
address.

3. The storage device of claim 2, wherein the memory
controller turther comprises a random access memory to
store virtual device mapping table information for retrieving
a logical address corresponding to a virtual address, and the
virtual device converts the virtual address into a logical
address by using the virtual device mapping table informa-
tion stored in the random access memory.

4. The storage device of claim 3, wherein the memory
controller writes the virtual device mapping table informa-
tion stored 1n the random access memory to the non-volatile
memory device before the storage device 1s powered oil and
loads virtual device mapping table information read from the
non-volatile memory device to the random access memory
alter the storage device 1s powered on.

5. The storage device of claim 1, wherein the memory
controller generates specific 1dentification device (ID) data
corresponding to the at least one virtual device 1n response
to a device virtualization request from a host, and transmits
the generated specific ID data corresponding to the at least
one virtual device to the host.

6. The storage device of claim 1, wherein, 1n response to
a virtualization request from a host, the memory controller
generates a physical function device and at least one virtual
function device, wherein the physical function device sets
access authority of a virtual machine (VM) monitor of the
host, the at least one virtual function device 1s assigned to a
VM of the host.

7. The storage device of claim 6, wherein the memory
controller provides an interface configured to allocate
resources to the at least one virtual function device and
setting access authority corresponding to the at least one
virtual function device, to the host.

8. The storage device of claim 6, wherein the physical
function device sets an access control setting corresponding
to the at least virtual function device, wherein the access
control setting 1s based on virtual machine i1dentification
information, virtual address range information, logical
address range information, permission information, and
policy information which correspond to the at least one
virtual function device.

9. The storage device of claim 6, wherein, when a write
request 1s generated for writing data to a storage area in
which only a read operation 1s permitted on a set copy-on-
write policy, the at least one virtual function device assigns
a new logical address to the storage area and copies data
stored 1n the storage area to which the write request 1s to be
performed, and changes mapping information of a logical
address corresponding to a virtual address.
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10. A storage virtualization system comprising:

a host configured to communicate with devices connected
through an 1nput/output (I/0) adapter and process data
1n a virtualization environment; and

at least one storage device connected to the I/O adapter
and configured to generate at least one virtual device 1n
response to a device virtualization request received
from the host, perform a resource mapping process
converting the virtual address 1nto a logical address 1n
response to an access request from the host, and per-
form an address conversion process converting the
converted logical address into a physical address.

11. The storage virtualization system of claim 10, wherein
the host comprises:

at least one virtual machine (VM), wherein the VM 1s a
software implementation of a computing environment;

a VM momitor (VMM) managing the at least one VM; and

an I/0 adapter connected to the at least one storage device
to transmit and receive data.

12. The storage virtualization system of claim 11, wherein
the I/O adapter supports a single-route input/output virtual-

ization (SR-IOV) function providing a virtual I/O.

13. The storage virtualization system of claim 11, wherein
the memory controller provides the host with a physical
function device and at least one virtual function device 1n
response to a virtualization request from the host, the
physical function device sets access authority of the VMM,

and the at least one wvirtual function device sets access
authority of the VM.

14. The storage virtualization system of claim 13, wherein
the VMM performs a mapping process assigning the virtual
function device to the VM when the VM 1s generated, and
sets an access control setting corresponding to the virtual
function device through the physical function device.

15. The storage wvirtualization system of claim 13,
wherein, when a write request 1s generated for writing data
to a storage area in which only a read operation 1s permitted
on a set copy-on-write policy, the at least one virtual
function device assigns a new logical address to the storage
area and copies data stored 1n the storage area to which the
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write request 1s to be performed, and changes mapping
information of a logical address corresponding to a virtual
address.

16. A storage device comprising:

a non-volatile memory device including a physical stor-

age area; and

a memory controller configured to

control write, read and erasure operations with respect
to the memory device,

divide the non-volatile memory device into a plurality
of physical storage areas,

generate virtual devices corresponding to a respective
physical storage area of the plurality of physical
storage areas of the non-volatile memory device, and

convert a virtual address for each virtual device nto a
respective physical address in response to an access
request.

17. The storage device of claim 16, wherein the virtual
device performs a resource mapping process converting the
virtual addresses into logical addresses, and performs an
address conversion process converting the logical addresses
resulting {rom the resource mapping process nto physical
addresses.

18. The storage device of claim 17, wherein the memory
controller turther comprises a random access memory to
store virtual device mapping table information for retrieving
logical addresses corresponding to virtual addresses, and the
virtual devices convert the corresponding virtual address
into a logical address by using the virtual device mapping
table information stored in the random access memory.

19. The storage device of claim 18, wherein the memory
controller writes the virtual device mapping table informa-
tion stored 1n the random access memory to the non-volatile
memory device before the storage device 1s powered ofl and
loads virtual device mapping table information read from the
non-volatile memory device to the random access memory
alter the storage device 1s powered on.

20. The storage device of claim 16, wherein the memory
controller generates specific identification device (ID) data
corresponding to each of the virtual devices in response to
a device virtualization request from a host, and transmits the
generated specific ID data corresponding to the virtual
devices to the host.
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