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NEURAL NETWORK-BASED SPEECH
PROCESSING

BACKGROUND

[0001] Computer systems are currently in wide use. Some
such computer systems recerve audio mput signals and per-
form speech processing to generate a speech processing
result.

[0002] By way of example, some speech processing sys-
tems 1nclude speech recognition systems that recerve an audio
signal and, 1n general, recognize speech 1n the audio signal
and transcribe the speech into text. They can also include
audio indexing systems that recerve audio signals and index
various characteristics of the signal, such as a speaker 1den-
tity, subject matter, emotion, etc. The speech systems can also
include speech understanding (or natural language under-
standing) systems, that recerve an audio signal, identily the
speech 1n the signal, and identify an interpretation of the
content of that speech. The speech systems can also include
speaker recognition systems. Such systems receive an audio
input stream and 1dentily the various speakers that are speak-
ing 1n the audio stream. Another function often performed 1s
speaker segmentation and tracking, also known as speaker
diarization. Speaker diarization 1s the process of partitioning
an mput audio stream into homogeneous segments according
to speaker 1dentity. It uses a combination of speaker segmen-
tation and speaker clustering. Speaker segmentation finds
speaker change points 1n the audio stream, and speaker clus-
tering groups together speech segments based on speaker
characteristics.

[0003] By way of example, for a variety of purposes, audio
streams containing multiple speakers are often partitioned
into segments containing only a single speaker, and non-
continuous segments coming from the same speaker are co-
indexed. Speaker recognition systems are used to match a
speaker-homogeneous section of audio against a speaker
model. Audio indexing systems enable retrieval of portions of
a meeting recording (or other multiple-speaker recording) by
speaker 1dentity. Speech recognition systems can be adapted
to characteristics of the specific speaker using this informa-
tion. Automatic transcription systems can use this informa-
tion to attribute certain portions of the transcript to the proper
speakers, and speech understanding systems can be used to
interpret the meaning of an utterance, based upon the identity
ol the speaker that made the utterance.

[0004] In performing these types of speech processing
tasks, speech systems must accommodate a relatively high
degree of variability within the speech of a given speaker. In
addition, the speech signal can often be distorted by extrinsic
factors, such as background noise and reverberation, as well
as room acoustics, among others. This can add to the difficulty
in making comparisons of audio samples for assessing
speaker 1dentity.

[0005] Current speaker diarization systems extract a fixed,
human-designed set of features (which may typically be Mel
cepstrum, or MFCC {features, etc.) from the audio stream,
train Gaussian mixture models for segments of the audio and
then cluster the segments according to the similarity of their
associated Gaussian distributions. Therefore, speaker simi-
larity 1s measured indirectly based on similarity of the under-
lying, predetermined features.

[0006] The discussionabove 1s merely provided for general
background mformation and 1s not intended to be used as an
aid 1n determining the scope of the claimed subject matter.
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SUMMARY

[0007] Pairs of feature vectors are obtained that represent
speech. Some pairs represent two samples of speech from the
same speakers, and other pairs represent two samples of
speech from different speakers. A neural network feeds each
feature vector 1 a sample pair mto a separate bottleneck
layer, with a weight matrix on the input of both vectors tied to
one another. The neural network 1s trained using the feature
vectors to perform a designated function, and after training,
the weights from the tied weight matrix are extracted for use
in generating features for a speech system.

[0008] This Summary 1s provided to introduce a selection
of concepts 1n a simplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to identily key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used as an aid
in determining the scope of the claimed subject matter. The
claimed subject matter 1s not limited to implementations that
solve any or all disadvantages noted 1n the background.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG.11sablockdiagram of one example ofa speech
processing architecture.

[0010] FIG. 21s a block diagram showing one example of a
sampling and feature extraction system (shown in FIG. 1) 1n
more detail.

[0011] FIG. 3 1s a block diagram showing one example of a
neural network training system (shown in FIG. 1) in more
detail.

[0012] FIG. 4 1s aflow diagram illustrating one example of
the operation of a training system (shown in FIG. 1).

[0013] FIG.51sablockdiagram of one example of a speech
processing system that uses derived features.

[0014] FIG. 6 15 a tlow diagram illustrating one example of
the operation of the system shown in FIG. 5 i performing
speech processing.

[0015] FIG. 7 1s a block diagram of one example of a cloud
computing architecture.

[0016] FIG. 8 1s a block diagram of one example of a
computing environment.

DETAILED DESCRIPTION

[0017] FIG.11sablockdiagram of one example of a speech
processing architecture 100. Architecture 100 illustratively
includes training system 102 and runtime feature generation
system 104. Training system 102 illustratively includes sam-
pling and feature extraction system 106, processor 107, and
neural network training system 108. Runtime feature genera-
tion system 1illustratively includes sampling feature extrac-
tion system 110 (which can be the same as system 106 or
different), processor 111 (which can be the same as, or dii-
terent from, processor 107), as well as transformation system
112. It can include feature combination system 114, and other
feature generation system 116 as well.

[0018] Belore describing the operation of architecture 100
in more detail, a brief overview of some of the items in
architecture 100, and their operation, will first be provided.
Sampling and extraction system 106 1illustratively recerves
training audio stream 118 and samples audio information in
stream 118 and extracts a feature vector for each of the
samples. It illustratively outputs the feature vectors 120,
which can illustratively be Mel-frequency cepstral coetii-
cients (MFCC) vectors, among others. Those feature vectors
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are 1llustratively provided to neural network training system
108, which trains a neural network (one example of which 1s
described in greater detail below with respect to FIG. 3) and
extracts trained weights 122 from a weight matrix between
the iput of the neural network and a first, bottleneck layer, of
the neural network. Those trained weights are then provided
to runtime feature generation system 104, where they can be
used to generate a variety of different sets of features that can
be used during runtime speech processing.

[0019] During runtime, runtime feature generation system
104 illustratively recerves unseen data 124. Sampling and
feature extraction system 110 illustratively samples and
extracts features from the unseen data 124. The features are
represented by feature vectors 126 for the unseen data. In one
example, the trained weights 122 output by neural network
training system 108 are provided to transformation system
112. They are used to transform the feature vectors for the
unseen data 126 to obtain derived features 128. The derived
features 128 can be used i speech processing, by themselves,
or with other features. For instance, they can be used in
addition to feature vectors 126. They can also be provided to
feature vector combination system 114 where they are used to
generate a weighted combination of features 130, that repre-
sent a weighted combination of derived features 128 and
features 1n feature vectors 126. Features 130 can also 1llus-
tratively represent feature vectors 126, weighted by derived
features 128, or otherwise.

[0020] Runtime feature generation system 104 can also
generate other features 132 using other feature generation
system 116. Some of the other features are described 1n
greater detail below.

[0021] FIG.21sablockdiagramillustrating one example of
sampling and feature extraction system 106, 1n more detail.
The example shown 1n FIG. 2 1illustrates that sampling and
feature extraction system 106 illustratively includes speech
sampling system 134 and feature extraction component 136.
Speech sampling system 134 illustratively samples windows
of speech in the training audio stream 128, which can repre-
sent speech signals from known speakers. System 134 1llus-
tratively generates pairs of samples from different speakers
136 and pairs of samples from the same speakers 138. In one
example, samples 136 and 138 are output 1n approximately
the same proportion. Of course, this 1s only one example.

[0022] Feature extraction component 136 then extracts fea-
tures (represented 1n feature vectors 120) from the pairs of
samples 136 and 138. The feature vectors 120 illustratively
include feature vectors 142, which correspond to the pairs of
samples 138 from different speaker, and feature vectors 144,
which correspond to the pairs of samples 140 from the same
speakers. The pairs of feature vectors 142 and 144 can
include, for instance, concatenated MFCC feature vectors, or
other feature vectors, of adjacent speech frames.

[0023] It will be appreciated that the processing can occur
in other orders as well. For instance, the feature vectors can be
extracted before the signals are paired with one another. The
feature vectors can then be paired as described, instead of the
audio signals. This description 1s provided as an example
only.

[0024] FIG. 3 1s a block diagram showing one example of a
neural network training system 108, 1n more detail. Neural
network training system 108 illustratively includes neural
network 150, training component 152, weight extraction
component 154, and 1t can include other items 156 as well.
Trained neural network 150 1llustratively has an architecture

Apr.7,2016

that recerves an 1nput feature vector 160, for a first sample of
a given pair of feature vectors, and an input feature vector 162
for the second sample 1n the given pair of feature vectors.
Feature vectors 160 and 162 illustratively make up a pair of
either feature vectors 142 from different speakers, or feature
vectors 144 from the same speaker (shown 1n FIG. 2). Each
sample feature vector 160 and 162 1s provided to a separate
bottleneck layer 164 and 166, respectively, in neural network
150, through a weight matrix 168. Bottleneck layers 164 and
166 operate as a dimension reduction layer 1n neural network
150 and each include a set of nodes B,-B,. The adaptive
weights on the connections between the mnputs 160 and 162,
and the nodes of the bottleneck layers 164 and 166, are
illustratively tied to one another. Therefore, for instance,
weight wl that 1s on the connection between the input feature
vector 160 and the node B1 in bottleneck layer 164 1s illus-
tratively tied to weight w1 that 1s on the connection between
the input feature vector 162 and the node B1 in bottleneck
layer 166. Weights w2-wn 1n weight matrix 168 are 1llustra-
tively tied 1n the same ways.

[0025] The output of the bottleneck layers 164 and 166 are
illustratively provided to a set of additional hidden layers 168
in neural network 150. Each hidden layer 168 illustratively
includes 1ts own set of nodes (1llustrated as nodes H1-Hm).

The hidden layers 168 eventually feed into a set of output
nodes 170 that include a SAME node 172 and a DIFFERENT

node 174. Nodes 172 and 174 encode whether the speakers
from which the inputs 160 and 162 were drawn are the same
speaker or different speakers.

[0026] FIG. 4 1s a flow diagram illustrating one example of
the operation of training system 102 in training neural net-
work 150 to generate trained weights 122. FIGS. 1-4 will now
be described in conjunction with one another.

[0027] Tramming system 102 first receives the training audio
stream 118 (or other traiming data stream) representing
speech signals from known speakers. This 1s indicated by
block 180 1n FIG. 4. Speech sampling system 134 then gen-
crates pairs ol sample windows from the received signals.
This 1s indicated by block 182. The pairs 1llustratively include
pairs 138 from the same speaker, and pairs 140 from different
speakers. As mentioned above, these can be provided 1n
roughly equal proportions, as an example.

[0028] Feature extraction component 136 then generates
feature vectors of adjacent frames for each sample pair. This
1s 1ndicated by block 184. The feature vectors can be Mel
cepstrum features 186 (MFCCs), linear predictive cepstral
coellicients (LPCCs) 187, among a wide variety of other
features 190.

[0029] Training component 152 1n neural network training
system 108 then trains artificial neural network (ANN) 150 by
forcing 1t to classily the sample pairs as coming from either
the same or different speakers, based upon the known speak-
ers corresponding to those samples. This 1s indicated by block
186. In one example, the training component 152 feeds each
vector 160-162 1n a sample pair into the separate bottleneck
layers 164 and 166 through the weight matrix 168 on the input
of both vectors 160-162 tied to one another. This 1s indicated
by block 189 1n FIG. 4.

[0030] Neural network 150 also illustratively feeds the out-
puts of the two bottleneck layers 164 and 166 to a set of
hidden layers 168 1n the neural network that eventually feed
into the output nodes 170 that encode whether the speakers
from which the mput vectors are drawn are the same or

different. This 1s indicated by block 191.
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[0031] In the example 1llustrated in FIG. 3, training com-
ponent 152 illustratively continues training, by feeding the
pairs of feature vectors (for same and different speakers) into

the neural network 150 until the neural network learming
reaches a desired threshold. This 1s indicated by block 192.

For instance, training component 152 illustratively uses an
objective function of the outputs and trains weights in the
neural network to optimize the objective function. Compo-
nent 152 can train neural network 150 until the learning no
longer improves, or until the improvement 1s below a given
threshold. Using a procedure to modily weights to optimize
an objective function 1s indicated by block 194. The objective
function can be any of a wide variety of objective functions.
For instance, 1t can be an objective function of a binary or
discrete classifier, among a wide variety of others. Continuing
training until the learning reaches a desired threshold can be
done 1n other ways as well, and this 1s indicated by block 196.

[0032] Training component 152 eventually determines that
training 1s complete. This 1s indicated by block 198 1n FI1G. 3.
When training 1s complete, weight extraction component 154
extracts the weights wl-wn from the tied weight matrix 168
connecting the mputs 160-162 to the bottleneck layers 164-
166. Extracting the weights 1s indicated by block 200 1n the
flow diagram of FIG. 4. Those weights illustratively comprise
the trained weights 122. They are stored or otherwise output
for use 1n generating features 1n a variety of different speech
processing systems. This 1s indicated by block 202.

[0033] FIG. 5 1s a block diagram of one example of a
runtime architecture 220. Runtime architecture 220 illustra-
tively receives a variety of different feature vectors 222 from
runtime feature generation system 104. It provides them to
speech processing system 224, which 1s used by one or more
users 225. Speech processing system 224 can mnclude a pro-
cessor or encoder 227 and it can also be a wide variety of
different types of speech processing systems, that performs a
variety of different types of speech processing. For instance,
it can be a speaker recognition system, and audio indexing
system, a speech recognition system, an automatic transcrip-
tion system, a speech understanding system, among a wide
variety of others.

[0034] System 224 recerves runtime features 222 that are
extracted or dertved from runtime data and generates a speech
processing result 226. For instance, when speech processing,
system 224 1s a speaker recognition system, speech process-
ing result 226 can identify different coherent sections of audio
in the runtime data that 1s recerved, matched against different
speakers. Where 1t 1s an audio indexing system, it indexes
speech according to speaker identity, so that 1t can be
retrieved at a later time. Where 1t 1s a speech recognition
system, 1t adapts to the particular characteristics of the speech
derived from the training process to recognize speech. Where
it 1s an automatic transcription system, speech processing
result 226 attributes transcript sections to the appropnate
speakers. Where 1t 15 a speech understanding system, speech
processing result 226 provides an interpreted meaning of an
utterance, based upon who made the utterance. These, of
course, are examples only.

[0035] In any case, the vectors 222 that are received by
speech processing system 224 can include the same types of
teature vectors for the unseen data as were described as fea-
ture vectors 126 with respect to FIG. 1. They can also include
the derived teatures 128 that are also described above. In
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addition, they can 1nclude the weighted combination of fea-
tures 138, or they can include a wide variety of other features

132.

[0036] The other features 132 can be features that are
indicative of the acoustics of a room where the signal 1s
gathered. Features 132 can be features that are indicative of
sound direction. They can be features obtained from different
kinds or sources of background noise. They can also be multi-
modal features. For instance, where the speech detection
system 1ncludes cameras, the multi-modal features may be
features derived from wvisual information that indicate
whether a given speaker’s lips are moving, whether the given
speaker 1s facing a microphone, among others.

[0037] FIG. 6 1s a flow diagram illustrating one example of
the operation of architecture 220. Architecture 220 first
receives unseen speech data. This 1s indicated by block 240 1n
FIG. 6. It then generates frames and extracts features corre-
sponding to the frames of the speech data. This 1s indicated by
blocks 242 and 244. Again, the feature vectors can include
Mel-scale cepstrum features (MFCCs) 246, LPCC {features
248, or a wide variety of other acoustic or non-acoustic fea-
tures 2350.

[0038] System 224 then uses transformation system 112
(described above with respect to FIG. 1) to transform the
extracted features 126 using weights from the tied weight
matrix to obtain the derived features 128. This 1s indicated by
block 252 in FI1G. 6. The derived features 128 can be output to
speech processing system 224, as indicated by block 252.
They can be used to perform speaker recognition 254, audio
indexing 256, speech recognition 258, automatic transcrip-
tion 260, speech understanding 262, or a wide variety of other
speech processing 264. Using the features to perform the
speech processing discussed above 1s indicated by block 266.

[0039] Indoing so, system 224 can use the dertved features
128 alone, as indicated by block 268. It can use the derived
features 128 in combination with the extracted feature vectors
126. This 1s indicated by block 270. It can combine the fea-
tures to obtain a weighted combination of features 126 and
128. For instance, feature vectors 126 can be combined with
the newly derived features 128 by forming a weighted com-
bination of the Gaussian likelithoods (as used 1n clustering)
from the two feature streams. The weighted combination 1s
indicated by block 130. It can combine the features with other
teatures 132, as indicated by block 272. Of course, it can use
the features in other ways 274 as well. Speech processing
system 224 ultimately outputs the speech processing result

226. Thais 1s indicated by block 276.

[0040] Belore proceeding with the description, a number of
things should be noted. It will first be noted that the present
discussion has proceeded with respect to training neural net-
work 150 by modilying weights to optimize an objective
function of the outputs to recognize speech from the same
speaker or different speakers, and then to extract the input
weights from the tied weight matrix 168 for use 1n generating
derived features 128. However, the present system can be
used 1n a wide variety of other ways as well. For instance,
instead of training neural network 150 to recognize whether
pairs of input vectors are from the same or different speakers,
it can also be trained to recognize whether non-acoustic input
features correspond to a given speaker’s lips moving or not
moving. It can be trained to i1dentily whether the pairs of
features correspond to noise or speech. It can be trained to
separate different kinds of background noise. Thus, the
weilghts that are extracted from the tied weight matrix 168 can
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be used 1n a variety of different types of systems, and not just
a system that 1s used to recognize whether speech 1s coming
from the same or different speakers. These are examples only.

[0041] In addition, 1t should be noted that the features can
be continuously adapted to more accurately identify given
speakers. For instance, 1n an application where there may be
meetings ol the same people, relatively frequently, those
people can be 1dentified and the dertved features can be gen-
erated from initial meetings, and adapted using speech data
from later meetings, to improve the accuracy of the speaker
diarization (or other) system. These types ol adaptations pro-
vide sigmificantly improved accuracy.

[0042] It can thus be seen that the present description pro-
vides a wide variety of technical advantages. It provides away
to dertve new features that are discriminatively trained to both
enhance speaker discrimination and 1gnore contounding fac-
tors that are independent of speaker identity (such as the
content of the speech, noise and distortion due to environment
or encoding channel, etc.). Inone example, this1s achieved by
training a neural network to perform same/different speaker
classification tasks on a set of data with known speaker 1den-
tities. The network takes the speech samples encoded using,
features as an mput and 1s forced to represent them through a
bottleneck hidden layer. The mapping from the 1nput to the
bottleneck layer can be applied to the unseen test data to
compute new feature vectors that can be used alone or 1n
conjunction with other features to perform a clustering or
classification process.

[0043] This produces a useful feature representation 1n the
network, and 1t can be used i1n conjunction with speaker
diarization clustering algorithms, or a wide variety of other
systems. The features can be used 1n conjunction with other
clustering or modeling systems, and they enhance accuracy of
those systems. Particularly, they can enhance the ability to
tailor a speaker diarization system to a body of training data
that 1s representative of a given application. This 1s but one
example.

[0044] The present discussion has mentioned processors
and servers. In one embodiment, the processors and servers
include computer processors with associated memory and
timing circuitry, not separately shown. They are functional
parts of the systems or devices to which they belong and are
activated by, and facilitate the functionality of the other com-
ponents or 1items 1n those systems.

[0045] Also, a number of user interface displays or user
interfaces have been discussed. They can take a wide variety
of different forms and can have a wide variety of different user
actuatable mnput mechanisms disposed thereon. For instance,
the user actuatable input mechanisms can be text boxes,
check boxes, icons, links, drop-down menus, search boxes,
etc. They can also be actuated 1n a wide variety of different
ways. For instance, they can be actuated using a point and
click device (such as a track ball or mouse). They can be
actuated using hardware buttons, switches, a joystick or key-
board, thumb switches or thumb pads, etc. They can also be
actuated using a virtual keyboard or other virtual actuators. In
addition, where the screen on which they are displayed 1s a
touch sensitive screen, they can be actuated using touch ges-
tures. Also, where the device that displays them has speech
recognition components, they can be actuated using speech
commands.

[0046] A number of data stores have also been discussed. It
will be noted they can each be broken into multiple data
stores. All can be local to the systems accessing them, all can
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be remote, or some can be local while others are remote. All
of these configurations are contemplated herein.

[0047] Also, the figures show a number of blocks with
functionality ascribed to each block. It will be noted that
tewer blocks can be used so the functionality 1s performed by
fewer components. Also, more blocks can be used with the
functionality distributed among more components.

[0048] FIG. 7 1s a block diagram of architectures 100 and
220, shown 1n FIGS. 1 and 3, except that the elements are
disposed 1n a cloud computing architecture 500. Cloud com-
puting provides computation, soltware, data access, and stor-
age services that do not require end-user knowledge of the
physical location or configuration of the system that delivers
the services. In various embodiments, cloud computing deliv-
ers the services over a wide area network, such as the internet,
using appropriate protocols. For instance, cloud computing
providers deliver applications over a wide area network and
they can be accessed through a web browser or any other
computing component. Software or components of architec-
tures 100 and 220 as well as the corresponding data, can be
stored on servers at a remote location. The computing
resources 1n a cloud computing environment can be consoli-
dated at a remote data center location or they can be dispersed.
Cloud computing infrastructures can deliver services through
shared data centers, even though they appear as a single point
ol access for the user. Thus, the components and functions
described herein can be provided from a service provider at a
remote location using a cloud computing architecture. Alter-
natively, they can be provided from a conventional server, or
they can be installed on client devices directly, or in other
ways.

[0049] The description 1s mtended to include both public
cloud computing and private cloud computing. Cloud com-
puting (both public and private) provides substantially seam-
less pooling of resources, as well as a reduced need to manage
and configure underlying hardware infrastructure.

[0050] A public cloud1s managed by a vendor and typically
supports multiple consumers using the same nfrastructure.
Also, apublic cloud, as opposed to a private cloud, can free up
the end users from managing the hardware. A private cloud
may be managed by the organization itself and the infrastruc-
ture 1s typically not shared with other organizations. The
organization still maintains the hardware to some extent, such
as 1nstallations and repairs, etc.

[0051] In the example shown 1 FIG. 7, some items are
similar to those shown 1n FIGS. 1 and 5 and they are similarly
numbered. FI1G. 7 specifically shows that some 1tems can be
located 1n cloud 502 (which can be public, private, or a com-
bination where portions are public while others are private).
Therefore, user 225 uses a user device 504 to access those
systems through cloud 502, by using user input mechanisms
503 such as user interface displays, microphones, etc.

[0052] FIG. 7 also depicts another example of a cloud
architecture. FIG. 7 shows that 1t 1s also contemplated that
some elements of architectures 100 and 220 can be disposed
in cloud 502 while others are not. By way of example, training
system 102 (or parts of it) can be disposed outside of cloud
502, and accessed through cloud 502. In another example,
speech processing system 224 1s outside of cloud 302.
Regardless of where they are located, they can be accessed
directly by device 504, through a network (either a wide area
network or a local area network), they can be hosted at a
remote site by a service, or they can be provided as a service
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through a cloud or accessed by a connection service that
resides 1n the cloud. All of these architectures are contem-
plated herein.

[0053] Itwill also be noted that architectures 100 or 220, or
portions of them, can be disposed on a wide variety of difier-
ent devices. Some of those devices include servers, desktop
computers, laptop computers, tablet computers, or other
mobile devices, such as palm top computers, cell phones,
smart phones, multimedia players, personal digital assistants,
etc.

[0054] FIG. 8 1s one embodiment of a computing environ-
ment in which architectures 100 or 220, or parts of them, (for
example) can be deployed. With reference to FIG. 8, an
example system {for implementing some embodiments
includes a general-purpose computing device in the form of a
computer 810. Components of computer 810 may include,
but are not limited to, a processing unit 820 (which can
comprise processors 107 or 111), a system memory 830, and
a system bus 821 that couples various system components
including the system memory to the processing unit 820. The
system bus 821 may be any of several types of bus structures
including a memory bus or memory controller, a peripheral
bus, and a local bus using any of a variety of bus architectures.
By way of example, and not limitation, such architectures
include Industry Standard Architecture (ISA) bus, Micro
Channel Architecture (IMCA) bus, Enhanced ISA (EISA) bus,
Video Electronics Standards Association (VESA) local bus,
and Peripheral Component Interconnect (PCI) bus also
known as Mezzanine bus. Memory and programs described
with respect to FIGS. 1-5 can be deployed 1n corresponding,
portions of FIG. 8.

[0055] Computer 810 typically includes a variety of com-
puter readable media. Computer readable media can be any
available media that can be accessed by computer 810 and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not limita-
tion, computer readable media may comprise computer stor-
age media and communication media. Computer storage
media 1s different from, and does not include, a modulated
data signal or carrier wave. It includes hardware storage
media including both volatile and nonvolatile, removable and
non-removable media implemented 1n any method or tech-
nology for storage of information such as computer readable
instructions, data structures, program modules or other data.
Computer storage media includes, but 1s not limited to, RAM,

1

ROM, EEPROM, tlash memory or other memory technolo gy,
CD-ROM, digital versatile disks (DVD) or other optical disk
storage, magnetic cassettes, magnetic tape, magnetic disk
storage or other magnetic storage devices, or any other
medium which can be used to store the desired information
and which can be accessed by computer 810. Communication
media typically embodies computer readable instructions,
data structures, program modules or other data 1n a transport
mechanism and includes any information delivery media. The
term “modulated data signal” means a signal that has one or
more of 1ts characteristics set or changed 1n such a manner as
to encode information in the signal. By way of example, and
not limitation, communication media includes wired media
such as a wired network or direct-wired connection, and
wireless media such as acoustic, RF, infrared and other wire-
less media. Combinations of any of the above should also be
included within the scope of computer readable media.

[0056] The system memory 830 includes computer storage
media in the form of volatile and/or nonvolatile memory such
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as read only memory (ROM) 831 and random access memory
(RAM) 832. A basic input/output system 833 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 810, such as during start-
up, 1s typically stored in ROM 831. RAM 832 typically con-
tains data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 820. By way of example, and not limitation, FIG. 8
illustrates operating system 834, application programs 835,
other program modules 836, and program data 837.

[0057] The computer 810 may also include other remov-
able/non-removable volatile/nonvolatile computer storage
media. By way of example only, FIG. 8 illustrates a hard disk
drive 841 that reads from or writes to non-removable, non-
volatile magnetic media, and an optical disk drive 855 that
reads from or writes to a removable, nonvolatile optical disk
856 such as a CD ROM or other optical media. Other remov-
able/non-removable, volatile/nonvolatile computer storage
media that can be used in the exemplary operating environ-
ment include, but are not limited to, magnetic tape cassettes,
flash memory cards, digital versatile disks, digital video tape,
solid state RAM, solid state ROM, and the like. The hard disk
drive 841 1s typically connected to the system bus 821 through
a non-removable memory interface such as interface 840, and
optical disk drive 855 are typically connected to the system

bus 821 by a removable memory interface, such as interface
850.

[0058] Altemmatively, or in addition, the functionality
described herein can be performed, at least 1n part, by one or
more hardware logic components. For example, and without
limitation, 1llustrative types of hardware logic components
that can be used include Field-programmable Gate Arrays
(FPGASs), Program-specific Integrated Circuits (ASICs), Pro-
gram-specific Standard Products (ASSPs), System-on-a-chip
systems (SOCs), Complex Programmable Logic Devices

(CPLDs), etc.

[0059] The drnives and their associated computer storage
media discussed above and illustrated in FIG. 8, provide
storage of computer readable instructions, data structures,
program modules and other data for the computer 810. In
FIG. 8, for example, hard disk drive 841 1s illustrated as
storing operating system 844, application programs 845,
other program modules 846, and program data 847. Note that
these components can either be the same as or different from
operating system 834, application programs 8335, other pro-
gram modules 836, and program data 837. Operating system
844, application programs 845, other program modules 846,
and program data 847 are given different numbers here to
illustrate that, at a minimum, they are different copies.

[0060] A user may enter commands and information nto
the computer 810 through mput devices such as a keyboard
862, a microphone 863, and a pointing device 861, such as a
mouse, trackball or touch pad. Other mput devices (not
shown) may include a joystick, game pad, satellite dish, scan-
ner, or the like. These and other 1input devices are often con-
nected to the processing umit 820 through a user mput inter-
face 860 that 1s coupled to the system bus, but may be
connected by other interface and bus structures, such as a
parallel port, game port or a universal serial bus (USB). A
visual display 891 or other type of display device 1s also
connected to the system bus 821 via an interface, such as a
video interface 890. In addition to the monitor, computers
may also include other peripheral output devices such as
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speakers 897 and printer 896, which may be connected
through an output peripheral interface 895.

[0061] The computer 810 1s operated 1n a networked envi-
ronment using logical connections to one or more remote
computers, such as a remote computer 880. The remote com-
puter 880 may be a personal computer, a hand-held device, a
server, a router, a network PC, a peer device or other common
network node, and typically includes many or all of the ele-
ments described above relative to the computer 810. The
logical connections depicted 1n FIG. 8 include a local area
network (LAN) 871 and a wide area network (WAN) 873, but
may also include other networks. Such networking environ-
ments are commonplace in offices, enterprise-wide computer
networks, intranets and the Internet.

[0062] When used in a LAN networking environment, the
computer 810 1s connected to the LAN 871 through a network
interface or adapter 870. When used in a WAN networking
environment, the computer 810 typically includes a modem
872 or other means for establishing communications over the
WAN 873, such as the Internet. The modem 872, which may
be internal or external, may be connected to the system bus
821 via the user mput interface 860, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 810, or portions thereof,
may be stored 1n the remote memory storage device. By way
of example, and not limitation, FIG. 8 illustrates remote
application programs 885 as residing on remote computer
880. It will be appreciated that the network connections
shown are exemplary and other means of establishing a com-
munications link between the computers may be used.

[0063] It should also be noted that the different embodi-
ments described herein can be combined in different ways.
That 1s, parts of one or more embodiments can be combined
with parts of one or more other embodiments. For instance the
examples discussed 1n the following paragraphs can be com-
bined in any combination of examples. All of this 1s contem-
plated herein.

10064]

[0065] a feature extraction system configured to extract (or
means for extracting) a set of training features from audio
training data and generate pairs of feature vectors from a same
audio source and pairs of feature vectors from different audio
sources; and

[0066] a necural network tramning system configured to
receive (or means for receiving) the pairs of feature vectors
and train a neural network by applying the pairs of feature
vectors through a weight matrix, to an mnput node layer of the
neural network, modity the weight matrix based on an objec-
tive function of network outputs that indicate whether the
pairs of feature vectors are from the same audio source or
different audio sources, and to extract weights from the
welght matrix and provide the weights to an audio processing,
system.

[0067] Example 2 1s the computing system of any or all
previous examples wherein the feature extraction system 1s
configured to extract the pairs of feature vectors as feature
vectors from speech of known speakers.

[0068] Example 3 1s the computing system of any or all
previous examples wherein the feature extraction system 1s

configured to generate the pairs of feature vectors as pairs of
teature vectors from the same speaker and pairs of feature

vectors from different speakers.

Example 1 1s a computing system, comprising:
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[0069] Example 4 1s the computing system of any or all
previous examples wherein the input node layer of the neural
network comprises:

[0070] a first bottleneck layer (means) having a set of
nodes; and

[0071] a second bottleneck layer (means) having a set of
nodes.

[0072] Example 5 1s the computing system of any or all

previous examples wherein the weight matrix ties weights on
inputs to corresponding nodes of the first and second bottle-
neck layers together.

[0073] Example 6 1s the computing system of any or all
previous examples wherein the neural network training sys-
tem comprises:

[0074] a tramning component that feeds (or means for feed-
ing) the pairs of feature vectors into the neural network by
feeding a first feature vector of each of the pairs of feature
vectors through the weight matrix into the nodes of the first
bottleneck layer and feeding a second feature vector of each
of the pairs of feature vectors through the weight matrix into
the nodes of the second bottleneck layer.

[0075] Example 7 i1s the computing system of any or all
previous examples wherein the training component 1s config-
ured to train the neural network by forcing an output layer of
the neural network to indicate whether the pairs of feature
vectors are drawn from speech of the same speaker or differ-
ent speakers, based on the objective function.

[0076] Example 8 i1s the computing system of any or all
previous examples and further comprising:

[0077] a feature generation system configured to apply (or
means for applying) the extracted weights to a set of features
extracted from unseen speech data to obtain a set of derived
features.

[0078] Example 9 1s the computing system of any or all
previous examples and further comprising:

[0079] a speech processing system configured to use (or
means for using) the set of derived features 1n generating a
speech processing result corresponding to the unseen speech
data.

[0080] Example 10 1s a speech system, comprising:
[0081] a feature extractor configured to receive (or means
for recerving) speech signal data indicative of a speech signal
and extract a set of features from the speech signal;

[0082] a feature application system configured to apply (or
means for applying) a set of weights, extracted from a weight
matrix between an input of a neural network and a bottleneck
layer of the neural network, to the set of features to transform
the set of features 1nto a set of derived features; and

[0083] an encoder configured to generate (or means for
generating ) a speech processing result indicative of a charac-
teristic of the speech signal, based on the set of derived
features.

[0084] Example 11 1s the speech system of any or all pre-
vious examples wherein the feature application system com-
Prises:

[0085] a transformation system configured to apply (or
means for applying) the set of weights to the set of features to
transform the set of features into the set of dertved features.
[0086] Example 12 1s the speech system of any or all pre-
vious examples wherein the feature application system com-
Prises:

[0087] a feature combination system configured to com-
bine (or means for combining) the set of derived features with
the set of features to obtain a weighted combination of fea-
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tures, and wherein the encoder 1s configured to generate the
speech processing result based on the weighted combination
of features.

[0088] Example 13 1s the speech system of any or all pre-
vious examples wherein the speech data 1s unseen speech data
representing speech from a plurality of different speakers and
wherein the encoder generates the speech processing result
by clustering portions of the unseen speech data into clusters
based on the set of dertved features.

[0089] Example 14 is the speech system of any or all pre-
vious examples wherein the encoder generates the speech
processing result by attributing the speech data to different
speakers based on the set of derived features.

[0090] Example 15 1s the speech system of any or all pre-
vious examples wherein the encoder indexes the speech data
based on which of the different speakers 1s attributed the
speech data.

[0091] Example 16 1s the speech system of any or all pre-
vious examples wherein the encoder dertves an interpretation
of the speech data based on which of the plurality of different
speakers 1s attributed the speech data.

[0092] Example 17 1s the speech system of any or all pre-
vious examples wherein the encoder recognizes speech 1n the
speech data based on the set of derived features.

[0093] Example 18 1s a computer readable storage system
that stores computer executable instructions which, when
executed by the computer, cause the computer to perform a
method, comprising;

[0094] extracting (or means for extracting) a set of training
feature vectors from speech traiming data that represents
speech from a plurality of different, known speakers;

[0095] generating (or means for generating) pairs of feature
vectors from a same speaker and pairs of feature vectors from
different speakers;

[0096] training (or means for training) a neural network by
applying the set of training features, through a weight matrix,
to an mput node layer of the neural network, and modifying
network weights 1n the weight matrix based on an objective
function of network outputs;

[0097] extracting (or means for extracting) the network
weights from the weight matrix of the trained neural network;
and

[0098] providing (or means for providing) the weights to a
speech processing system.

[0099] Example 19 1s the computer readable storage
medium of any or all previous examples wherein training,
COmMprises:

[0100] {feeding (or means for feeding) the pairs of feature
vectors into the neural network by feeding a first feature
vector of each of the pairs of feature vectors through the
welght matrix into nodes of a first bottleneck layer in the
neural network and feeding a second feature vector of each of
the pairs of feature vectors through the weight matrix into a
nodes of a second bottleneck layer 1n the neural network.
[0101] Example 20 1s the computer readable storage
medium of any or all previous examples wherein training,
COmMprises:

[0102] {forcing (or means for forcing) an output layer of the
neural network to indicate whether the pairs of feature vectors
are drawn from speech of the same speaker or different speak-
ers, based on an objective function.

[0103] Although the subject matter has been described 1n
language specific to structural features and/or methodologi-
cal acts, it 1s to be understood that the subject matter defined
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in the appended claims 1s not necessarily limited to the spe-
cific features or acts described above. Rather, the specific
features and acts described above are disclosed as example
forms of implementing the claims.

What 1s claimed 1s:

1. A computing system, comprising;:

a feature extraction system configured to extract a set of
training features from audio training data and generate
pairs ol feature vectors from a same audio source and
pairs of feature vectors from different audio sources; and

a neural network traiming system configured to receive the
pairs of feature vectors and train a neural network by
applying the pairs of feature vectors through a weight
matrix, to an mmput node layer of the neural network,
modily the weight matrix based on an objective function
of network outputs that indicate whether the pairs of
feature vectors are from the same audio source or differ-
ent audio sources, and to extract weights from the weight
matrix and provide the weights to an audio processing
system.

2. The computing system of claim 1 wherein the feature
extraction system is configured to extract the pairs of feature
vectors as feature vectors from speech of known speakers.

3. The computing system of claim 2 wherein the feature
extraction system 1s configured to generate the pairs of feature
vectors as pairs of feature vectors from the same speaker and
pairs of feature vectors from different speakers.

4. The computing system of claim 3 wherein the inputnode
layer of the neural network comprises:

a first bottleneck layer having a set of nodes; and

a second bottleneck layer having a set of nodes.

5. The computing system of claim 4 wherein the weight
matrix ties weights on inputs to corresponding nodes of the
first and second bottleneck layers together.

6. The computing system of claim 5 wherein the neural
network training system comprises:

a training component that feeds the pairs of feature vectors
into the neural network by feeding a first feature vector
of each of the pairs of feature vectors through the weight
matrix into the nodes of the first bottleneck layer and
feeding a second feature vector of each of the pairs of
feature vectors through the weight matrix into the nodes
of the second bottleneck layer.

7. The computing system of claim 6 wherein the training
component 1s configured to train the neural network by forc-
ing an output layer of the neural network to indicate whether
the pairs of feature vectors are drawn from speech of the same
speaker or different speakers, based on the objective function.

8. The computing system of claim 7 and further compris-
ng:

a feature generation system configured to apply the
extracted weights to a set of features extracted from
unseen speech data to obtain a set of derived features.

9. The computing system of claim 8 and further compris-
ng:

a speech processing system configured to use the set of
derived features 1n generating a speech processing result
corresponding to the unseen speech data.

10. A speech system, comprising:

a feature extractor configured to receive speech signal data
indicative of a speech signal and extract a set of features
from the speech signal;

a feature application system configured to apply a set of
welghts, extracted from a weight matrix between an
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input of a neural network and a bottleneck layer of the
neural network, to the set of features to transform the set
of features 1nto a set of dertved features; and

an encoder configured to generate a speech processing
result indicative of a characteristic of the speech signal,
based on the set of derived features.

11. The speech system of claim 10 wherein the feature

application system comprises:

a transformation system configured to apply the set of
weights to the set of features to transform the set of
features 1nto the set of derived features.

12. The speech system of claim 11 wherein the feature

application system comprises:

a feature combination system configured to combine the
set of dertved features with the set of features to obtain a
weighted combination of features, and wherein the
encoder 1s configured to generate the speech processing
result based on the weighted combination of features.

13. The speech system of claim 10 wherein the speech data
1s unseen speech data representing speech from a plurality of
different speakers and wherein the encoder generates the
speech processing result by clustering portions of the unseen
speech data 1nto clusters based on the set of derived features.

14. The speech system of claim 13 wherein the encoder
generates the speech processing result by attributing the
speech data to different speakers based on the set of derived
features.

15. The speech system of claim 14 wherein the encoder
indexes the speech data based on which of the different speak-
ers 1s attributed the speech data.

16. The speech system of claim 14 wherein the encoder
derives an interpretation of the speech data based on which of
the plurality of different speakers 1s attributed the speech data.

17. The speech system of claim 10 wherein the encoder
recognizes speech 1n the speech data based on the set of
derived features.
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18. A computer readable storage system that stores com-
puter executable instructions which, when executed by the
computer, cause the computer to perform a method, compris-
ng:

extracting a set of traiming feature vectors from speech

training data that represents speech from a plurality of
different, known speakers;

generating pairs of feature vectors from a same speaker and
pairs of feature vectors from different speakers;

training a neural network by applying the set of training
features, through a weight matrix, to an input node layer
of the neural network, and modifying network weights

in the weight matrix based on an objective function of
network outputs;

extracting the network weights from the weight matrix of
the trained neural network: and

providing the weights to a speech processing system.

19. The computer readable storage medium of claim 18
wherein training comprises:

teeding the pairs of feature vectors into the neural network
by feeding a first feature vector of each of the pairs of
feature vectors through the weight matrix into nodes of
a first bottleneck layer 1n the neural network and feeding
a second feature vector of each of the pairs of feature
vectors through the weight matrix 1nto a nodes of a
second bottleneck layer 1n the neural network.

20. The computer readable storage medium of claim 19
wherein training comprises:

forcing an output layer of the neural network to indicate
whether the pairs of feature vectors are drawn from
speech of the same speaker or different speakers, based
on an objective function.
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