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(57) ABSTRACT

In an example, a processing system of a database system may
categorize event data taken from logged interactions of users
with a multi-tenant information system to provide a metric.
The processing system of the database system may periodi-
cally calculate the metric for a particular one of the tenants,
and electronically store the periodically calculated metrics
for accessing responsive to a query of the particular tenant.
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Categorizing event data taken from logged interactions of users with a
multi-tenant information system to provide a metric

303

Periodically calculating the metric for a particular one of the tenants
according to the associated attributes

FIGURE 3
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EXTRACTING AND PROCESSING METRICS
FROM SYSTEM GENERATED EVENTS

CLAIM OF PRIORITY

[0001] This application claims the benefit of U.S. Provi-
sional Patent Application 62/048,961 entitled Extracting and
Processing Metrics from System Generated Events, by
Aakash Pradeep et al., filed Sep. 11, 2014, the entire contents
of which are incorporated herein by reference.

COPYRIGHT NOTICE

[0002] A portion of the disclosure of this patent document
contains material which 1s subject to copyright protection.
The copyright owner has no objection to the facsimile repro-
duction by anyone of the patent document or the patent dis-
closure, as 1t appears in the Patent and Trademark Office
patent file or records, but otherwise reserves all copyright
rights whatsoever.

CROSS REFERENCE TO RELATED
APPLICATIONS

[0003] The following commonly owned, co-pending non-
provisional United States Patents and Patent Applications,
including the present application, may be related to each
other. Each of the other patents/applications are incorporated
by reference herein 1n 1ts entirety:

[0004] U.S. patent application Ser. No. 14/688,917 entitled
EXTRACTION AND CAPTURE OF INFORMATION

FROM CUSTOMIZABLE HEADER, filed Apr. 16, 2015.

FIELD OF THE INVENTION

[0005] One or more implementations relate generally to
extracting and processing metrics from system generated
events 1n a database network system environment.

BACKGROUND

[0006] The subject matter discussed in the background sec-
tion should not be assumed to be prior art merely as a result of
its mention 1n the background section. Similarly, a problem
mentioned 1n the background section or associated with the
subject matter of the background section should not be
assumed to have been previously recognized 1n the prior art.
The subject matter 1n the background section merely repre-
sents different approaches, which 1n and of themselves may
also be inventions.

[0007] Many multi-tenant database system today produce
system generated events such as logins, downloads, transac-
tions, or anything that can be construed as an application
event associated with a specific customer mstance. These
systems provide for various forms of electronic communica-
tion between customers and host system.

[0008] It has become common practice for nstitutions to
extract electronic communication information from these
systems. Given the affordability of data storage and the poten-
t1al necessity of such information, many institutions retain
clectronic copies of information. For example, 1n industries
such as financial and legal services as well as many others, 1t
1s often important to maintain a “paper trail”. Information
such as what information 1s being accessed by whom, and
when 1t 1s being accessed may be required for audits or inves-
tigations. In certain cases, electronic records may even be
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subpoenaed, and {file storage devices that store such informa-
tion may be subject to computer forensic searches.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] In the following drawings like reference numbers
are used to refer to like elements. Although the following
figures depict various examples, the one or more implemen-
tations are not limited to the examples depicted in the figures.
[0010] The included drawings are for illustrative purposes
and serve to provide examples of possible structures and
operations for the disclosed inventive systems, apparatus,
methods and computer-readable storage media. These draw-
ings 1n no way limit any changes in form and detail that may
be made by one skilled 1n the art without departing from the
spirit and scope of the disclosed implementations.

[0011] FIG. 1A shows a block diagram of an example envi-
ronment 1n which an on-demand database service can be used
according to some 1implementations.

[0012] FIG. 1B shows a block diagram of example imple-
mentations of elements of FIG. 1A and example interconnec-
tions between these elements according to some 1mplemen-
tations.

[0013] FIG. 2A shows a system diagram of example archi-
tectural components of an on-demand database service envi-
ronment according to some 1implementations.

[0014] FIG. 2B shows a system diagram further illustrating
example architectural components of an on-demand database
service environment according to some implementations.
[0015] FIG. 3 1s an operational flow diagram illustrating a
process that may be performed by a processing system of a
database system for extracting and processing metrics from
system generated events.

[0016] FIG. 4A 1s an example of code to define a metric.
[0017] FIG. 4B 1s an example of raw event data.

[0018] FIG. 4C 1s an example of a graphical user interface
to query a platform event metric object.

[0019] FIG. 4D 1s an example of viewing a result of the
query to the platform event metric object using a visualization
tool.

DETAILED DESCRIPTION

[0020] Examples of systems, apparatus, computer-read-
able storage media, and methods according to the disclosed
implementations are described in this section. These
examples are being provided solely to add context and aid 1n
the understanding of the disclosed implementations. It waill
thus be apparent to one skilled in the art that the disclosed
implementations may be practiced without some or all of the
specific details provided. In other instances, certain process
or method operations, also referred to herein as “blocks,”
have not been described in detail 1n order to avoid unneces-
sarily obscuring the disclosed implementations. Other imple-
mentations and applications also are possible, and as such, the
following examples should not be taken as definitive or lim-
iting either 1n scope or setting.

[0021] Inthe following detailed description, references are
made to the accompanying drawings, which form a part of the
description and in which are shown, by way of illustration,
specific implementations. Although these disclosed 1imple-
mentations are described in suificient detail to enable one
skilled 1n the art to practice the implementations, 1t is to be
understood that these examples are not limiting, such that
other implementations may be used and changes may be
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made to the disclosed implementations without departing
from their spirit and scope. For example, the blocks of the
methods shown and described herein are not necessarily per-
formed 1n the order indicated 1n some other implementations.
Additionally, 1n some other implementations, the disclosed
methods may include more or fewer blocks than are
described. As another example, some blocks described herein
as separate blocks may be combined 1n some other imple-
mentations. Conversely, what may be described herein as a
single block may be implemented 1n multiple blocks 1n some
other implementations. Additionally, the conjunction “or” 1s
intended herein 1n the inclusive sense where appropriate
unless otherwise indicated; that 1s, the phrase “A, B or C” 1s
intended to include the possibilities of “A,” “B,” “C,” “A and
B.” “B and C,” “A and C” and “A, B and C.”

[0022] Some implementations described and referenced
herein are directed to systems, apparatus, computer-imple-
mented methods and computer-readable storage media for
extracting and processing metrics from system generated
events.

[0023] In some implementations, a processing system of a
database system 1s provided. The processing system may
extract and store certain content from users interacting with a
multi-tenant database system. The processing system may
also determine a profile as well as an authenticity of customer
users accessing information of the multi-tenant database sys-
tem. The processing system may also process extracted met-
rics to determine a profile of the user accessing the informa-
tion. The profile may be used, for example, to determine
whether a particular access by a purported user may be an
access by a different user, based on the profile of the purported
user.

[0024] In some embodiments, the mformation generated
for each customer instance 1s captured passively. That 1s, the
information 1s captured without any interruption to the user.
The information may also be stored on a database and exam-
ined at a later time by an administrator. For example, a generic
Application Program Interface (API) may capture the infor-
mation and store it on a distributed database, such as a non-
relational, distributed database. In some instances, the infor-
mation may be retrieved from the database and processed.
This processing of the information may help product a “fin-
gerprint” that identifies and/or authenticates a user. In some
implementations, for each user instance, information such as
user 1dentification, time stamp, browser used, version of the
browser, IP address, referring URL and an assortment of other
information may be collected and stored. Once collected, the
processing system may categorize the information to produce
a variety of metrics. A metric may be used individually or 1n
combination with another metric 1n a requested query by, or
for, a tenant.

[0025] In some embodiments, the processing system may
identily an aggregate function on an event attribute for a
duration. The processing system may identify a threshold
according to available aggregation function results. The pro-
cessing system may compare a new aggregate function result
to the 1dentified threshold. The processing system may trans-
mit an alert responsive to a result of the comparison.

[0026] In some embodiments, one example metric for cat-
egorization may be the number of instances of logins per user.
The 1nstances of logins may be processed to determine an
average number of login events. After an average has been
determined, a graph may be produced where outliers may be
casily determined based on the graphical depiction of the
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results. In some cases, excessive number of login events may
suggest a security breach. That 1s, 1f the average number of
logins per day for a user 1s five, and one user 1s determined to
have logged 1n 15 times, an indication of a potential security
breach may be suggested since there are not many instances
where that many additional logins are necessary. In some
embodiments the processing system may provide an alert 1n
such an 1nstance, where the number of logins exceeds a pre-
determined threshold amount based on an average number of
logins.

[0027] Another example metric for categorization may be
the hours when a user 1s logged 1n. In general, one can expect
users to be logged 1n during work hours, typically between 9
am and 5 pm, or thereabouts. Any mstances of outliers, again,
may suggest a security breach that triggers an alert. However,
work hours may vary from user to user. Thus, while a com-
mon trend may exist among most users, this common trend
may not be representative of all users. Accordingly, 1t may be
helpiul to determine not only a trend among a set of users, but
the trend of a single user over a period of time, since a single
user’s daily activity may be inconsistent {from a group of users
with which the single user 1s associated.

[0028] Another example metric for categorization may be
the location of a user by way of IP addresses. Since IP
addresses provide an indication of the location of a user,
analyzing and graphing a user based on IP address ranges may
provide an indication of the authenticity of each instance of
the user login. For example, when a user 1s determine to have
logged 1n from an IP address associated with a first location,
and then logs 1n a short time later from an IP address associ-
ated with a second location that 1s far removed from the first
location, 1t 1s likely that the login was performed by two
different people using a same account, thus suggesting a
security breach. Similarly, the use of two different types of
browsers over a short period of time may also suggest ditier-
ent users logging 1nto the same account. Typically, users have
the habit of using the same browser on a personal home or
work computer. Thus, a change 1n the type of browser, e.g.
brand, or the version of the browser may suggest multiple
users. Both instances may trigger an alert being provided.

[0029] In some implementations, the users described
herein are users (or “members™) of an interactive online
“enterprise social network,” also referred to herein as an
“enterprise social networking system,” an “enterprise col-
laborative network,” or more simply as an “enterprise net-
work.” Such online enterprise networks are increasingly
becoming a common way to facilitate communication among
people, any of whom can be recognized as enterprise users.
One example of an online enterprise social network 1s Chat-
ter®, provided by salesforce.com, inc. of San Francisco,
Calif. salesforce.com, inc. 1s a provider of enterprise social
networking services, customer relationship management
(CRM) services and other database management services,
any of which can be accessed and used 1n conjunction with the
techniques disclosed herein 1n some implementations. These
various services can be provided 1n a cloud computing envi-
ronment as described herein, for example, in the context of a
multi-tenant database system. Some of the described tech-
niques or processes can be implemented without having to
install software locally, that 1s, on computing devices of users
interacting with services available through the cloud. While
the disclosed implementations may be described with refer-
ence to Chatter® and more generally to enterprise social
networking, those of ordinary skill 1n the art should under-
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stand that the disclosed techniques are neither limited to
Chatter® nor to any other services and systems provided by
salesforce.com, inc. and can be implemented 1n the context of
various other database systems such as cloud-based systems
that are not part of a multi-tenant database system or which do
not provide enterprise social networking services.

I. Example System Overview

[0030] FIG. 1A shows ablock diagram of an example of an
environment 10 1n which an on-demand database service can
be used 1n accordance with some implementations. The envi-
ronment 10 includes user systems 12, a network 14, a data-
base system 16 (also referred to herein as a “cloud-based
system’), a processor system 17, an application platform 18,
a network interface 20, tenant database 22 for storing tenant
data 23, system database 24 for storing system data 25, pro-
gram code 26 for implementing various functions of the sys-
tem 16, and process space 28 for executing database system
processes and tenant-specific processes, such as runmng,
applications as part of an application hosting service. In some
other implementations, environment 10 may not have all of
these components or systems, or may have other components
or systems 1nstead of, or 1n addition to, those listed above.
[0031] In some implementations, the environment 10 1s an
environment 1n which an on-demand database service exists.
An on-demand database service, such as that which can be
implemented using the system 16, 1s a service that 1s made
available to users outside of the enterprise(s) that own, main-
tain or provide access to the system 16. As described above,
such users generally do not need to be concerned with build-
ing or maintaining the system 16. Instead, resources provided
by the system 16 may be available for such users’ use when
the users need services provided by the system 16; that 1s, on
the demand of the users. Some on-demand database services
can store information from one or more tenants into tables of
a common database image to form a multi-tenant database
system (MTS). The term “multi-tenant database system” can
refer to those systems 1n which various elements of hardware
and software of a database system may be shared by one or
more customers or tenants. For example, a given application
server may simultaneously process requests for a great num-
ber of customers, and a given database table may store rows of
data such as feed 1tems for a potentially much greater number
of customers. A database image can include one or more
database objects. A relational database management system
(RDBMS) or the equivalent can execute storage and retrieval
of information against the database object(s).

[0032] Application platform 18 can be a framework that
allows the applications of system 16 to execute, such as the
hardware or software infrastructure of the system 16. In some
implementations, the application platform 18 enables the cre-
ation, management and execution of one or more applications
developed by the provider ol the on-demand database service,
users accessing the on-demand database service via user sys-
tems 12, or third party application developers accessing the
on-demand database service via user systems 12.

[0033] In some implementations, the system 16 imple-
ments a web-based customer relationship management
(CRM) system. For example, 1n some such implementations,
the system 16 includes application servers configured to
implement and execute CRM soitware applications as well as
provide related data, code, forms, renderable web pages and
documents and other information to and from user systems 12
and to store to, and retrieve from, a database system related
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data, objects, and Web page content. In some MTS 1mple-
mentations, data for multiple tenants may be stored in the
same physical database object 1n tenant database 22. In some
such implementations, tenant data 1s arranged 1n the storage
medium(s) of tenant database 22 so that data of one tenant 1s
kept logically separate from that of other tenants so that one
tenant does not have access to another tenant’s data, unless
such data 1s expressly shared. The system 16 also implements
applications other than, or in addition to, a CRM application.
For example, the system 16 can provide tenant access to
multiple hosted (standard and custom) applications, includ-
ing a CRM application. User (or third party developer) appli-
cations, which may or may not include CRM, may be sup-
ported by the application platform 18. The application
platform 18 manages the creation and storage of the applica-
tions 1to one or more database objects and the execution of
the applications 1n one or more virtual machines in the pro-
cess space of the system 16.

[0034] According to some implementations, each system
16 1s configured to provide web pages, forms, applications,
data and media content to user (client) systems 12 to support
the access by user systems 12 as tenants of system 16. As
such, system 16 provides security mechanisms to keep each
tenant’s data separate unless the data 1s shared. If more than
one MTS 1s used, they may be located in close proximaity to
one another (for example, 1 a server farm located 1n a single
building or campus), or they may be distributed at locations
remote from one another (for example, one or more servers
located 1n city A and one or more servers located in city B). As
used herein, each MTS could include one or more logically or
physically connected servers distributed locally or across one
or more geographic locations. Additionally, the term “server”
1s meant to refer to a computing device or system, including
processing hardware and process space(s), an associated stor-
age medium such as a memory device or database, and, 1n
some 1nstances, a database application (for example,
OODBMS or RDBMS) as 1s well known 1n the art. It should
also be understood that “server system™ and *“server” are often
used interchangeably herein. Similarly, the database objects
described herein can be implemented as part of a single data-
base, a distributed database, a collection of distributed data-
bases, a database with redundant online or ofiline backups or
other redundancies, etc., and can include a distributed data-
base or storage network and associated processing intelli-
gence.

[0035] The network 14 can be or include any network or
combination of networks of systems or devices that commu-
nicate with one another. For example, the network 14 can be
or include any one or any combination of a LAN (local area
network), WAN (wide area network), telephone network,
wireless network, cellular network, point-to-point network,
star network, token ring network, hub network, or other
appropriate configuration. The network 14 can include a
TCP/IP (Transier Control Protocol and Internet Protocol)
network, such as the global internetwork of networks often
referred to as the “Internet” (with a capital “I"””). The Internet
will be used 1n many of the examples herein. However, 1t
should be understood that the networks that the disclosed
implementations can use are not so limited, although TCP/IP
1s a frequently implemented protocol.

[0036] The user systems 12 can communicate with system
16 using TCP/IP and, at a higher network level, other com-
mon Internet protocols to communicate, such as HI'TP, F'TP,
AFS, WAP, etc. In an example where HI'TP 1s used, each user
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system 12 can include an HT'TP client commonly referred to
as a “web browser” or simply a “browser” for sending and
receiving HTTP signals to and from an HTTP server of the
system 16. Such an HTTP server can be implemented as the
sole network interface 20 between the system 16 and the
network 14, but other techniques can be used 1n addition to or
instead of these techniques. In some implementations, the
network interface 20 between the system 16 and the network
14 includes load sharing tunctionality, such as round-robin
HTTP request distributors to balance loads and distribute
incoming HT'TP requests evenly over a number of servers. In
MTS implementations, each of the servers can have access to
the MTS data; however, other alternative configurations may
be used instead.

[0037] The user systems 12 can be implemented as any
computing device(s) or other data processing apparatus or
systems usable by users to access the database system 16. For
example, any of user systems 12 can be a desktop computer,
a work station, a laptop computer, a tablet computer, a hand-
held computing device, a mobile cellular phone (for example,
a “smartphone”), or any other Wi-Fi-enabled device, wireless
access protocol (WAP)-enabled device, or other computing
device capable of interfacing directly or indirectly to the
Internet or other network. The terms “user system” and “com-
puting device” are used interchangeably herein with one
another and with the term “computer.”” As described above,
cach user system 12 typically executes an HTTP client, for
example, a web browsing (or simply “browsing”) program,
such as a web browser based on the WebKit platform,
Microsoit’s Internet Explorer browser, Netscape’s Navigator
browser, Opera’s browser, Mozilla’s Firefox browser, or a
WAP-enabled browser 1n the case of a cellular phone, PDA or
other wireless device, or the like, allowing a user (for
example, a subscriber of on-demand services provided by the
system 16) of the user system 12 to access, process and view
information, pages and applications available to 1t from the
system 16 over the network 14.

[0038] FEach user system 12 also typically includes one or
more user mput devices, such as a keyboard, a mouse, a
trackball, a touch pad, a touch screen, a pen or stylus or the
like, for interacting with a graphical user interface (GUI)
provided by the browser on a display (for example, a monitor
screen, liquid crystal display (LCD), light-emitting diode
(LED) display, among other possibilities) of the user system
12 1n conjunction with pages, forms, applications and other
information provided by the system 16 or other systems or
servers. For example, the user interface device can be used to
access data and applications hosted by system 16, and to
perform searches on stored data, and otherwise allow a user to
interact with various GUI pages that may be presented to a
user. As discussed above, implementations are suitable for
use with the Internet, although other networks can be used
instead of or 1n addition to the Internet, such as an intranet, an
extranet, a virtual private network (VPN), a non-TCP/IP
based network, any LAN or WAN or the like.

[0039] The users of user systems 12 may differ i their
respective capacities, and the capacity of a particular user
system 12 can be entirely determined by permissions (per-
mission levels) for the current user of such user system. For
example, where a salesperson 1s using a particular user sys-
tem 12 to interact with the system 16, that user system can
have the capacities allotted to the salesperson. However,
while an administrator 1s using that user system 12 to interact
with the system 16, that user system can have the capacities
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allotted to that administrator. Where a hierarchical role model
1s used, users at one permission level can have access to
applications, data, and database information accessible by a
lower permission level user, but may not have access to cer-
tain applications, database information, and data accessible
by a user at a higher permission level. Thus, different users
generally will have different capabilities with regard to
accessing and modifying application and database informa-
tion, depending on the users’ respective security or permis-
sion levels (also referred to as “authorizations™).

[0040] According to some implementations, each user sys-
tem 12 and some or all of 1its components are operator-con-
figurable using applications, such as a browser, including
computer code executed using a central processing unit
(CPU) such as an Intel Pentium® processor or the like. Simi-
larly, the system 16 (and additional instances of an MTS,
where more than one 1s present) and all of 1ts components can
be operator-configurable using application(s) including com-
puter code to run using the processor system 17, which may
be implemented to include a CPU, which may include an Intel
Pentium® processor or the like, or multiple CPUs.

[0041] The system 16 includes tangible computer-readable
media having non-transitory instructions stored thereon/in
that are executable by or used to program a server or other
computing system (or collection of such servers or computing
systems) to perform some of the implementation of processes
described herein. For example, computer program code 26
can implement 1nstructions for operating and configuring the
system 16 to itercommunicate and to process web pages,
applications and other data and media content as described
herein. In some 1implementations, the computer code 26 can
be downloadable and stored on a hard disk, but the entire
program code, or portions thereof, also can be stored 1n any
other volatile or non-volatile memory medium or device as 1s
well known, such as a ROM or RAM, or provided on any
media capable of storing program code, such as any type of
rotating media 1including floppy disks, optical discs, digital
versatile disks (DVD), compact disks (CD), microdrives, and
magneto-optical disks, and magnetic or optical cards, nano-
systems (1ncluding molecular memory ICs), or any other type
ol computer-readable medium or device suitable for storing
instructions or data. Additionally, the entire program code, or
portions thereof, may be transmitted and downloaded from a
soltware source over a transmission medium, for example,
over the Internet, or from another server, as 1s well known, or
transmitted over any other existing network connection as 1s
well known (for example, extranet, VPN, LAN, etc.) using
any communication medium and protocols (for example,
TCP/IP, HTTP, HT'TPS, Ethernet, etc.) as are well known. It
will also be appreciated that computer code for the disclosed
implementations can be realized 1n any programming lan-
guage that can be executed on a server or other computing
system such as, for example, C, C++, HITML, any other
markup language, Java™, JavaScript, ActiveX, any other
scripting language, such as VBScript, and many other pro-
gramming languages as are well known may be used. (Java™
1s a trademark of Sun Microsystems, Inc.).

[0042] FIG. 1B shows a block diagram of example imple-
mentations of elements of FIG. 1A and example interconnec-
tions between these elements according to some 1mplemen-
tations. That 1s, FIG. 1B also illustrates environment 10, but
FIG. 1B, various elements of the system 16 and various inter-
connections between such elements are shown with more
specificity according to some more specific implementations.
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Additionally, in FIG. 1B, the user system 12 includes a pro-
cessor system 12A, a memory system 12B, an mput system
12C, and an output system 12D. The processor system 12A
can include any suitable combination of one or more proces-
sors. The memory system 12B can include any suitable com-
bination of one or more memory devices. The input system
12C can include any suitable combination of mnput devices,
such as one or more touchscreen interfaces, keyboards, mice,
trackballs, scanners, cameras, or interfaces to networks. The
output system 12D can include any suitable combination of
output devices, such as one or more display devices, printers,
or interfaces to networks.

[0043] InFIG. 1B, the network interface 20 1s implemented
as a set of HT'TP application servers 100,-100,,. Each appli-
cation server 100, also referred to herein as an “app server’”, 1s
configured to communicate with tenant database 22 and the
tenant data 23 therein, as well as system database 24 and the
system data 235 therein, to serve requests received from the
user systems 12. The tenant data 23 can be divided nto
individual tenant storage spaces 112, which can be physically
or logically arranged or divided. Within each tenant storage
space 112, user storage 114 and application metadata 116 can
similarly be allocated for each user. For example, a copy of a
user’s most recently used (MRU) 1tems can be stored to user
storage 114. Similarly, a copy of MRU 1tems for an entire
organization that 1s a tenant can be stored to tenant storage
space 112.

[0044] The process space 28 includes system process space
102, individual tenant process spaces 104 and a tenant man-
agement process space 110. The application platform 18
includes an application setup mechanism 38 that supports
application developers’ creation and management of applica-
tions. Such applications and others can be saved as metadata
into tenant database 22 by save routines 36 for execution by
subscribers as one or more tenant process spaces 104 man-
aged by tenant management process 110, for example. Invo-
cations to such applications can be coded using PL/SOQL 34,
which provides a programming language style interface
extension to API 32. A detailed description of some
PL/SOQL language implementations 1s discussed in com-

monly assigned U.S. Pat. No. 7,730,478, titled METHOD
AND SYSTEM FOR ALLOWING ACCESS TO DEVEL-
OPED APPLICATIONS VIA A MULTI-TENANT ON-D.
MAND DATABASE SERVICE, by Craig Weissman, 1ssued
on Jun. 1, 2010, and hereby incorporated by reference 1n 1ts
entirety and for all purposes. Invocations to applications can
be detected by one or more system processes, which manage
retrieving application metadata 116 for the subscriber making,
the invocation and executing the metadata as an application in
a virtual machine.

[0045] The system 16 of FIG. 1B also includes a user inter-
tace (UI) 30 and an application programming interface (API)
32 to system 16 resident processes to users or developers at
user systems 12. In some other implementations, the environ-
ment 10 may not have the same elements as those listed above
or may have other elements 1nstead of, or 1n addition to, those
listed above.

[0046] FEach application server 100 can be communicably
coupled with tenant database 22 and system database 24, for
example, having access to tenant data 23 and system data 25,
respectively, via a different network connection. For
example, one application server 100, can be coupled via the
network 14 (for example, the Internet), another application
server 100, , can be coupled via a direct network link, and
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another application server 100,, can be coupled by yet a dii-
ferent network connection. Transfer Control Protocol and
Internet Protocol (TCP/IP) are examples of typical protocols
that can be used for communicating between application
servers 100 and the system 16. However, it will be apparent to
one skilled 1n the art that other transport protocols can be used
to optimize the system 16 depending on the network inter-
connections used.

[0047] In some implementations, each application server
100 1s configured to handle requests for any user associated
with any organization that 1s a tenant of the system 16.
Because 1t can be desirable to be able to add and remove
application servers 100 from the server pool at any time and
for various reasons, 1n some implementations there 1s no
server allinity for a user or organization to a specific applica-
tion server 100. In some such implementations, an interface
system implementing a load balancing function (for example,
an F5 Big-IP load balancer) 1s communicably coupled
between the application servers 100 and the user systems 12
to distribute requests to the application servers 100. In one
implementation, the load balancer uses a least-connections
algorithm to route user requests to the application servers
100. Other examples of load balancing algorithms, such as
round robin and observed-response-time, also can be used.
For example, 1n some instances, three consecutive requests
from the same user could hit three ditferent application serv-
ers 100, and three requests from different users could hit the
same application server 100. In this manner, by way of
example, system 16 can be a multi-tenant system in which
system 16 handles storage of, and access to, different objects,

data and applications across disparate users and organiza-
tions.

[0048] Inoneexample storage use case, one tenant canbea
company that employs a sales force where each salesperson
uses system 16 to manage aspects of their sales. A user can
maintain contact data, leads data, customer follow-up data,
performance data, goals and progress data, etc., all applicable
to that user’s personal sales process (for example, 1n tenant
database 22). In an example of a MTS arrangement, because
all of the data and the applications to access, view, modily,
report, transmit, calculate, etc., can be maintained and
accessed by a user system 12 having little more than network
access, the user can manage his or her sales efforts and cycles
from any of many different user systems. For example, when
a salesperson 1s visiting a customer and the customer has
Internet access in their lobby, the salesperson can obtain
critical updates regarding that customer while waiting for the
customer to arrive 1n the lobby.

[0049] Whileeachuser’s data can be stored separately from
other users’ data regardless of the employers of each user,
some data can be organization-wide data shared or accessible
by several users or all of the users for a given organization that
1s a tenant. Thus, there can be some data structures managed
by system 16 that are allocated at the tenant level while other
data structures can be managed at the user level. Because an
MTS can support multiple tenants including possible com-
petitors, the M'TS can have security protocols that keep data,
applications, and application use separate. Also, because
many tenants may opt for access to an MTS rather than
maintain their own system, redundancy, up-time, and backup
are additional functions that can be implemented in the MTS.
In addition to user-specific data and tenant-specific data, the
system 16 also can maintain system level data usable by
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multiple tenants or other data. Such system level data can
include industry reports, news, postings, and the like that are
sharable among tenants.

[0050] In some implementations, the user systems 12
(which also can be client systems) communicate with the
application servers 100 to request and update system-level
and tenant-level data from the system 16. Such requests and
updates can mvolve sending one or more queries to tenant
database 22 or system database 24. The system 16 (for
example, an application server 100 in the system 16) can
automatically generate one or more Structured Query Lan-
guage (SQL) statements (for example, one or more SQL
queries) designed to access the desired information. System
database 24 can generate query plans to access the requested
data from the database. The term “query plan™ generally
refers to one or more operations used to access information in
a database system.

[0051] FEach database can generally be viewed as a collec-
tion of objects, such as a set of logical tables, containing data
fitted 1nto predefined or customizable categories. A “table’ 1s
one representation of a data object, and may be used herein to
simplily the conceptual description of objects and custom
objects according to some implementations. It should be
understood that “table” and “‘object” may be used inter-
changeably herein. Each table generally contains one or more
data categories logically arranged as columns or fields 1n a
viewable schema. Each row or element of a table can contain
an istance of data for each category defined by the fields. For
example, a CRM database can include a table that describes a
customer with fields for basic contact information such as
name, address, phone number, fax number, etc. Another table
can describe a purchase order, including fields for informa-
tion such as customer, product, sale price, date, etc. In some
MTS implementations, standard entity tables can be provided
for use by all tenants. For CRM database applications, such
standard entities can include tables for case, account, contact,
lead, and opportunity data objects, each containing pre-de-
fined fields. As used herein, the term “entity” also may be
used interchangeably with “object” and “table.”

[0052] Insome MTS implementations, tenants are allowed
to create and store custom objects, or may be allowed to
customize standard entities or objects, for example by creat-
ing custom fields for standard objects, including custom

index fields. Commonly assigned U.S. Pat. No. 7,779,039,
titled CUSTOM ENTITIES AND FIELDS IN A MULTI-
TENANT DATABASE SYSTEM, by Weissman et al., 1ssued
on Aug. 17, 2010, and hereby incorporated by reference 1n 1ts
entirety and for all purposes, teaches systems and methods for
creating custom objects as well as customizing standard
objects 1n a multi-tenant database system. In some implemen-
tations, for example, all custom entity data rows are stored in
a single multi-tenant physical table, which may contain mul-
tiple logical tables per organization. It 1s transparent to cus-
tomers that their multiple “tables™ are 1n fact stored 1n one
large table or that their data may be stored 1n the same table as
the data of other customers.

[0053] FIG. 2A shows a system diagram illustrating
example archutectural components of an on-demand database
service environment 200 according to some implementations.
A client machine communicably connected with the cloud
204, generally referring to one or more networks 1 combi-
nation, as described herein, can communicate with the on-
demand database service environment 200 via one or more
edge routers 208 and 212. A client machine can be any of the
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examples of user systems 12 described above. The edge rout-
ers can communicate with one or more core switches 220 and
224 through a firewall 216. The core switches can communi-
cate with aload balancer 228, which can distribute server load
over different pods, such as the pods 240 and 244. The pods
240 and 244, which can each include one or more servers or
other computing resources, can perform data processing and
other operations used to provide on-demand services. Com-
munication with the pods can be conducted via pod switches
232 and 236. Components of the on-demand database service
environment can communicate with database storage 256

through a database firewall 248 and a database switch 252.

[0054] As shown 1 FIGS. 2A and 2B, accessing an on-
demand database service environment can involve commu-
nications transmitted among a variety of different hardware
or software components. Further, the on-demand database
service environment 200 1s a simplified representation of an
actual on-demand database service environment. For
example, while only one or two devices of each type are
shown 1 FIGS. 2A and 2B, some implementations of an
on-demand database service environment can include any-
where from one to several devices of each type. Also, the
on-demand database service environment need not include
each device shown 1n FIGS. 2A and 2B, or can include addi-
tional devices not shown 1n FIGS. 2A and 2B.

[0055] Additionally, 1t should be appreciated that one or
more of the devices 1n the on-demand database service envi-
ronment 200 can be implemented on the same physical device
or on different hardware. Some devices can be implemented
using hardware or a combination of hardware and software.
Thus, terms such as “data processing apparatus,” “machine,”
“server” and “device” as used herein are not limited to a single
hardware device, rather references to these terms can include
any suitable combination of hardware and software config-

ured to provide the described functionality.

[0056] The cloud 204 1s intended to refer to a data network
or multiple data networks, often including the Internet. Client
machines communicably connected with the cloud 204 can
communicate with other components of the on-demand data-
base service environment 200 to access services provided by
the on-demand database service environment. For example,
client machines can access the on-demand database service
environment to retrieve, store, edit, or process information. In
some 1mplementations, the edge routers 208 and 212 route
packets between the cloud 204 and other components of the
on-demand database service environment 200. For example,
the edge routers 208 and 212 can employ the Border Gateway
Protocol (BGP). The BGP 1s the core routing protocol of the
Internet. The edge routers 208 and 212 can maintain a table of
IP networks or ‘prefixes’, which designate network reachabil-
ity among autonomous systems on the Internet.

[0057] In some implementations, the firewall 216 can pro-
tect the inner components of the on-demand database service
environment 200 from Internet traffic. The firewall 216 can
block, permit, or deny access to the inner components of the
on-demand database service environment 200 based upon a
set of rules and other criteria. The firewall 216 can act as one
or more of a packet filter, an application gateway, a stateful
filter, a proxy server, or any other type of firewall.

[0058] Insomeimplementations, the core switches 220 and
224 are high-capacity switches that transfer packets within
the on-demand database service environment 200. The core
switches 220 and 224 can be configured as network bridges
that quickly route data between different components within
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the on-demand database service environment. In some 1mple-
mentations, the use of two or more core switches 220 and 224
can provide redundancy or reduced latency.

[0059] In some implementations, the pods 240 and 244
perform the core data processing and service functions pro-
vided by the on-demand database service environment. Each
pod can include various types of hardware or software com-
puting resources. An example of the pod architecture 1s dis-
cussed 1n greater detail with reference to FIG. 2B. In some
implementations, communication between the pods 240 and
244 1s conducted via the pod switches 232 and 236. The pod
switches 232 and 236 can facilitate communication between
the pods 240 and 244 and client machines communicably
connected with the cloud 204, for example via core switches
220 and 224. Also, the pod switches 232 and 236 may facili-
tate communication between the pods 240 and 244 and the
database storage 256. In some implementations, the load
balancer 228 can distribute workload between the pods 240
and 244. Balancing the on-demand service requests between
the pods can assist in improving the use of resources, mncreas-
ing throughput, reducing response times, or reducing over-
head. The load balancer 228 may include multilayer switches
to analyze and forward tratfic.

[0060] In some implementations, access to the database
storage 256 1s guarded by a database firewall 248. The data-
base firewall 248 can act as a computer application firewall
operating at the database application layer of a protocol stack.
The database firewall 248 can protect the database storage
256 from application attacks such as structure query language
(SQL) 1yjection, database rootkits, and unauthorized infor-
mation disclosure. In some implementations, the database
firewall 248 includes a host using one or more forms of
reverse proxy services to proxy traific before passing 1t to a
gateway router. The database firewall 248 can inspect the
contents of database tratfic and block certain content or data-
base requests. The database firewall 248 can work on the SQL
application level atop the TCP/IP stack, managing applica-
tions’ connection to the database or SQL management inter-
faces as well as intercepting and enforcing packets traveling
to or from a database network or application interface.

[0061] In some implementations, commumnication with the
database storage 256 1s conducted via the database switch
252. The multi-tenant database storage 256 can include more
than one hardware or software components for handling data-
base queries. Accordingly, the database switch 252 can direct
database queries transmitted by other components of the on-
demand database service environment (for example, the pods
240 and 244) to the correct components within the database
storage 256. In some implementations, the database storage
256 1s an on-demand database system shared by many differ-

ent organizations as described above with reference to FIGS.
1A and 1B.

[0062] FIG. 2B shows a system diagram further illustrating
example architectural components of an on-demand database
service environment according to some implementations.
The pod 244 can be used to render services to a user of the
on-demand database service environment 200. In some
implementations, each pod includes a variety of servers or
other systems. The pod 244 includes one or more content
batch servers 264, content search servers 268, query servers
282, file force servers 286, access control system (ACS) serv-
ers 280, batch servers 284, and app servers 288. The pod 244
also can include database instances 290, quick file systems
(QFS) 292, and indexers 294. In some implementations, some
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or all communication between the servers 1n the pod 244 can
be transmitted via the switch 236.

[0063] In some implementations, the app servers 288
include a hardware or software framework dedicated to the
execution of procedures (for example, programs, routines,
scripts) for supporting the construction of applications pro-
vided by the on-demand database service environment 200
via the pod 244. In some implementations, the hardware or
soltware framework of an app server 288 1s configured to
execute operations of the services described herein, including
performance of the blocks of various methods or processes
described herein. In some alternative implementations, two or
more app servers 288 can be included and cooperate to per-
form such methods, or one or more other servers described
herein can be configured to perform the disclosed methods.

[0064] The content batch servers 264 can handle requests
internal to the pod. Some such requests can be long-running
or not tied to a particular customer. For example, the content
batch servers 264 can handle requests related to log mining,
cleanup work, and maintenance tasks. The content search
servers 268 can provide query and indexer functions. For
example, the functions provided by the content search servers
268 can allow users to search through content stored 1n the
on-demand database service environment. The file force serv-
ers 286 can manage requests for information stored in the
Fileforce storage 298. The Fileforce storage 298 can store
information such as documents, 1mages, and basic large
objects (BLOBs). By managing requests for information
using the file force servers 286, the 1image footprint on the
database can be reduced. The query servers 282 can be used to
retrieve information from one or more file systems. For
example, the query system 282 can receive requests for infor-
mation from the app servers 288 and transmit information
queries to the NFS 296 located outside the pod.

[0065] The pod 244 can share a database instance 290 con-
figured as a multi-tenant environment in which different orga-
nizations share access to the same database. Additionally,
services rendered by the pod 244 may call upon various
hardware or software resources. In some 1mplementations,
the ACS servers 280 control access to data, hardware
resources, or soltware resources. In some 1mplementations,
the batch servers 284 process batch jobs, which are used to
run tasks at specified times. For example, the batch servers
284 can transmit instructions to other servers, such as the app
servers 288, to trigger the batch jobs.

[0066] In some implementations, the QFS 292 1s an open
source file system available from Sun Microsystems® of
Santa Clara, Calif. The QFS can serve as a rapid-access file
system for storing and accessing information available within
the pod 244. The QFS 292 can support some volume man-
agement capabilities, allowing many disks to be grouped
together 1nto a file system. File system metadata can be kept
on a separate set of disks, which can be useful for streaming
applications where long disk seeks cannot be tolerated. Thus,
the QFS system can communicate with one or more content
search servers 268 or indexers 294 to identily, retrieve, move,
or update data stored in the network file systems 296 or other
storage systems.

[0067] Insomeimplementations, one or more query servers
282 communicate with the NFS 296 to retrieve or update
information stored outside of the pod 244. The NFS 296 can
allow servers located in the pod 244 to access information to
access files over a network 1n a manner similar to how local
storage 15 accessed. In some 1implementations, queries from
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the query servers 282 are transmitted to the NEFS 296 via the
load balancer 228, which can distribute resource requests
over various resources available 1n the on-demand database
service environment. The NFS 296 also can communicate
with the QFS 292 to update the information stored on the NFS
296 or to provide information to the QFS 292 for use by
servers located within the pod 244.

[0068] In some implementations, the pod includes one or
more database instances 290. The database instance 290 can
transmit information to the QFS 292. When information 1s
transmitted to the QFS, 1t can be available for use by servers
within the pod 244 without using an additional database call.
In some 1implementations, database information 1s transmit-
ted to the indexer 294. Indexer 294 can provide an index of
information available in the database 290 or QFS 292. The
index imformation can be provided to file force servers 286 or

the QFS 292.

I1. Extracting and Processing Metrics from System Generated
Events

[0069] Data taken from logged interactions of users with a
multi-tenant information system may be raw event data. The
raw event data may 1nclude data collected by logged interac-
tions of any number of event types. One example of an event
type 1s a login event, which occurs every time a user logs nto
an application of the multi-tenant information system. A login
might produce raw event data indicating an Application Pro-
gram Interface (API) type and version 11 an API1s used for the
login, a browser and client version 1t a User Interface (UI) 1s
used for the login, a time of the login, a platform used for the
login, an IP address from which the login took place, an
identity of the user, whether the login was successtul or not, or
the like, or combinations thereotf.

[0070] The amount of raw event data captured from just the
login event type for a single user of a single tenant may be
significant. For instance, a single user of a single tenant may
login say 10 times 1n an hour, multiple times a week. This 1s
one user ol one tenant—there may be a multitude of other
users of the same tenant plus a multitude of other user of
another tenant all creating login events. And login events may
be only one of more than one event type captured by the
logging system. Manually querying the raw event data or a
login event object, by a tenant (or for the tenant), may con-
sume processing cycles of one or more machines involved
with the query, possibly overwhelming computing resources
or making those resources partially unavailable for other par-
allel tasks.

[0071] In an example, a group by function 1s applied at an
interval to a login event object to create a platform event
metrics object, 1.e. to roll up all of the grouped events for the
interval. The group by function may be applied to all raw
event data available at the mterval, or only to the raw event
data collected since the previous occurrence of the interval.
The platform event metrics object may be exposed to a tenant.
The tenant may query the platform event metric object, which
may consume less processing cycles than querying the login
event object.

[0072] FIG. 3 1s an operational flow diagram illustrating a
process that may be performed by a processing system of a
database system for extracting and processing metrics from
system generated events.

[0073] Inblock301,theprocessing system categorizes data
taken from logged interactions of users with a multi-tenant
information system to provide a metric. The metric may be
used to group events of the raw event data.
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[0074] In an example, the metric may be based on number
of logins, number of logins for a particular user, number of
logins from a particular browser, number of logins 1n a speci-
fled timeframe, login duration, login IP address, login
browser type, or the like, or combinations thereof. In an
example, the processing system may be configured to allow a
metric to be predefined 1n a declarative way with reference to
components or attributes. In an example, components of a
metric include a metric time, €.g. an 1nterval, and a name-
value patr.

[0075] FIG. 4A shows an example of metric definition. The
example eXtensible Markup Language (XML) code defines a
metric “Number of Distinct Applications By User”. The
XML code defines a Metric Name 401 (also referred to as
Metric Type), as well as other attributes of the metric, e.g. 1n
this case function, function input field, event name, and
aggregation field.

[0076] Referring againto FIG. 3, in block 302 the process-
ing system may associate a plurality of attributes with the
metric. In one example, all of the attributes are associated
with the metric 1 order to predefine the metric before, 1.€. not
responsively, to recewving a query from a tenant. The
attributes may include timeframe, source object, database
table, target field, or the like, or combinations thereof.

[0077] FIG. 4B 1s an example of raw event data. FIG. 4B
shows an example of a Salesforce Object Query Language
(SOQL) query 401 of the login event object selecting an
application attribute equal to “CloudLock Compliance For
Salesforce”. The login event in FIG. 4B represents raw log
data where each reference to the CloudLock Compliance for
Salesiorce represents an individual login. This raw event data

may be rolled up 1nto a variety of aggregates or metrics as
illustrated 1n FIG. 4C.

[0078] Referring again to FIG. 3, in block 303 the process-
ing system periodically calculates the metric for a particular
one of the tenants according to the associated attributes. In
one example, the metric may be calculated every hour. In one
example, a query by a tenant may be performed on a result of
one of the periodic calculations, e.g. on the most recent peri-
odic calculation results. In other words, the result may be
pre-calculated without beforehand knowledge that a query
will be received.

[0079] FIG. 4C shows an example of an SOQL query of the
platform event metric object. The query results 421 apply an
attribute for a particular user to the result of pre-calculating
the metric at the interval. Rows of the table of query results
421 corresponds to events, and columns correspond to fields.
Each field may correspond to one of the attributes of the
metric.

[0080] FIG. 4C shows an example of performing a SOQL
query over rolled-up aggregate information taken from the
raw event data. That information may be rolled-up based on
any number of attributes or fields from the raw event data. For
instance, the ability to determine how many distinct applica-
tions were used 1n the past hour versus the total number of
times a particular user logged in. Here, the query results 421
show that for the time 1nterval, €.g. one hour, a metric value

for the metric number of distinct applications by user 1s equal
to one. The metric value for this time 1nterval can be com-
bined with metric values from other time 1ntervals to deter-
mine a trend over time for the metric number of distinct
applications by user. If a different metric was checked for the
same raw data, e.g. the metric number of logins by user, a
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metric value may have a different count, say four, despite the
fact that a user may have only logged into one application, e.g.
CloudLock for Compliance.

[0081] The tool illustrated 1 FIG. 4C allows a tenant to
select a metric or a combination of metrics, optionally select
any number of attributes, and receive a resultresponsive to the
selection (the result may be used for forensic analysis, for
example). The result may be a list of relevant data from
relevant logged events, or the result may be an 1mage from a
visualization tool. FIG. 4D shows an example of the query
results 421 mapped to a visualization tool.

[0082] In an example, the processing system may be con-
figured to, responsive to receiving a query selecting an
attribute value from a particular one of the tenants, applying
the attribute value to a result of a pre-calculation of the metric
tor the particular one of the tenants. The pre-calculation may
be performed prior to recerving the query without beforehand
knowledge of the query. The processing system may provide,
to the particular one of the tenants, a result of the application
of the attribute value to the result of the pre-calculation of the
metric for the particular one of the tenants.

[0083] In an example, the processing system may be con-
figured to generate a profile for a user indicated by event data
taken from logged user interactions with a multi-tenant infor-
mation system. The profile may be based on a result of peri-
odic calculations of the metric. The processing system may
clectronically store the generated profile 1n a data store. The
processing system may compare mformation taken from a
most recently logged interaction to the generated profile. The
processing system may determine whether to transmit an alert
response to a result of the comparison.

[0084] In an example, the categorization by the processing
system may 1nclude selecting an event type, such as login
event. The processing system may be configured to filter
events of the event data according to the selected event type.

[0085] In an example, the processing system may be con-
figured to 1dentily an average number of logins for a duration
using a result of one of the periodic calculations, e.g. accord-
ing to a most recent one of the period calculations. The pro-
cessing system may be configured to identity a threshold
according to the average. The processing system may be
configured to count a number of logins during a time period
corresponding to the duration. The processing system may be
configured to determine whether the count 1s greater than the
determined threshold, and transmait an alert responsive to the
determination.

[0086] In an example, the processing system may be con-
figured to 1dentily a first trend for a time of day logged 1n for
a group of users of the tenant. The processing system may be
configured to identify a second trend for a time of day logged
in for a user of the group of users. The processing system may
be configured to determine whether to transmait an alert using,
the first and second trends.

[0087] In an example, the processing system may be con-
figured to detect a change 1n IP address between successive
logins for a user. The processing system may be configured to
determine whether a first duration between logins associated
with the detected change 1s less than a second duration, and
transmit an alert response to the determination.

[0088] In an example, the processing system may be con-
figured to detect a change 1n browser type or browser version
between successive logins for a user, determining whether to
transmit an alert according to the detected change.
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[0089] In an example, the processing system may be con-
figured to provide a declarative ability to define system gen-
crated events that can be rolled-up into an aggregated metric,
which may ensure that 1t 1s easy to both create and maintain
metrics over time by declaring a series of attributes about the
metric. In an example, the attributes include metric name,
source object or database table, aggregate function, target
field, aggregation clause, interval, timeframe, or the like, or
combinations thereof. In an example, a series of system gen-
erated metrics may be defined declaratively based on com-
mon and repeatable characteristics.

[0090] Co-pending U.S. patent application Ser. No. 14/688,
917 entitled EXTRACTION AND CAPTURE OF INFOR-
MATION FROM CUSTOMIZABLE HEADER describes
teatures for collecting data, which 1n an example may include
unstructured data. In an example, any of the processes/opera-
tions described herein may be combined with any of the
processes/operations described i the co-pending applica-
tion. For instance, 1n an example, a processing system peri-
odically calculates a metric based on structured data, e.g.
event data, and unstructured data collected using features
described 1n the co-pending application. A query may be
received from a particular one of the tenants, the query apply-
ing a selected attribute value to a result of a pre-calculation of
the metric based on the structured and unstructured data. The
pre-calculation may be performed prior to recerving the query
without beforehand knowledge of the query. The processing
system may provide a result of the application of the attribute
value to the particular tenant.

[0091] The system and apparatus described above may use
dedicated processor systems, micro controllers, program-
mable logic devices, microprocessors, or any combination
thereol, to perform some or all of the operations described
herein. Some of the operations described above may be
implemented 1n software and other operations may be imple-
mented 1n hardware. Any of the operations, processes, and/or
methods described herein may be performed by an apparatus,
a device, and/or a system substantially similar to those as
described herein and with reference to the illustrated figures.

[0092] The processing system may execute instructions or
“code” stored 1n memory. The memory may store data as
well. The processing system may include, but may not be
limited to, an analog processor, a digital processor, a micro-
processor, a multi-core processor, a processor array, a net-
work processor, or the like. The processing system may be
part of an integrated control system or system manager, or
may be provided as a portable electronic device configured to
interface with a networked system either locally or remotely
via wireless transmission.

[0093] The processor memory may be integrated together
with the processing system, for example RAM or FLASH
memory disposed within an integrated circuit microprocessor
or the like. In other examples, the memory may comprise an
independent device, such as an external disk drive, a storage
array, a portable FLASH key fob, or the like. The memory and
processing system may be operatively coupled together, or in
communication with each other, for example by an 1/0 port,
a network connection, or the like, and the processing system
may read a file stored on the memory. Associated memory
may be “read only” by design (ROM) by virtue of permission
settings, or not. Other examples of memory may include, but
may not be limited to, WORM, EPROM, EEPROM, FLLASH,
or the like, which may be implemented 1n solid state semi-
conductor devices. Other memories may comprise moving
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parts, such as a known rotating disk drive. All such memories
may be “machine-readable” and may be readable by a pro-
cessing system.

[0094] Operating instructions or commands may be imple-
mented or embodied 1n tangible forms of stored computer
software (also known as “computer program” or “code”).
Programs, or code, may be stored in a digital memory and
may be read by the processing system. “Computer-readable
storage medium™ (or alternatively, “machine-readable stor-
age medium”) may include all of the foregoing types of
memory, as well as new technologies of the future, as long as
the memory may be capable of storing digital information in
the nature of a computer program or other data, at least
temporarily, and as long as the stored information may be
“read” by an appropriate processing system. The term “com-
puter-readable” may not be limited to the historical usage of
“computer” to imply a complete mainirame, mini-computer,
desktop or even laptop computer. Rather, “computer-read-
able” may comprise storage medium that may be readable by
a processor, a processing system, or any computing system.
Such media may be any available media that may be locally
and/or remotely accessible by a computer or a processor, and
may include volatile and non-volatile media, and removable
and non-removable media, or any combination thereof.

[0095] A program stored in a computer-readable storage
medium may comprise a computer program product. For
example, a storage medium may be used as a convenient
means to store or transport a computer program. For the sake
ol convemience, the operations may be described as various
interconnected or coupled functional blocks or diagrams.
However, there may be cases where these functional blocks or
diagrams may be equivalently aggregated into a single logic
device, program or operation with unclear boundaries.

[0096] While one or more implementations have been
described by way of example and 1n terms of the specific
embodiments, it 1s to be understood that one or more 1imple-
mentations are not limited to the disclosed embodiments. To
the contrary, it 1s intended to cover various modifications and
similar arrangements as would be apparent to those skilled 1n
the art. Theretfore, the scope of the appended claims should be
accorded the broadest mterpretation so as to encompass all
such modifications and similar arrangements.

1. A database system, comprising:

a processing system; and

a memory device coupled to the processing system, the
memory device having mstructions stored thereon that,
in response to execution by the processing system, cause
the processing system to perform operations compris-
ng:

categorizing event data taken from logged interactions of
users with a multi-tenant information system to provide
a metric;

associating a plurality of attributes with the metric,
wherein the plurality of attributes include interval and at
least one of aggregation function, aggregation clause, or
aggregation filter;

periodically calculating the metric for a particular one of
the tenants according to the associated attributes; and

clectronically storing the periodically calculated metrics.

2. The database system of claim 1, wherein the operations
turther comprising:

responsive to receiving a query from the particular one of
the tenants, the query selecting an attribute value, apply-
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ing the selected attribute value to a result of a pre-calcu-
lation of the metric for the particular one of the tenants;

wherein the pre-calculation 1s performed prior to receiving
the query without beforechand knowledge of the query;
and
providing, to the particular one of the tenants, aresult of the
application of the attribute value.
3. The database system of claim 1, wherein the operations
further comprise:
generating a profile for one of the users based on the peri-
odic calculations; and
clectronically storing the generated profile.
4. The database system of claim 3, wherein the operations
further comprise:
comparing information taken from a most recent logged
interaction to the generated profile; and
determining whether to transmit an alert responsive to a
result of the comparison.

5. The database system of claim 1, wherein the categoriza-
tion comprises:

selecting an event type; and

filtering events of the event data according to the selected
event type.

6. The database system of claim 5, wherein the event type
comprises login event.

7. The database system of claam 1, wherein the metric
corresponds to at least one event attribute including at least
one of number of logins, login duration, login IP address, or
login browser type.

8. The database system of claim 7, wherein the operations
further comprise:

identifying an average number of logins for a duration
using a most recent one of the periodic calculations;

identifying a threshold according to the average;

counting a number of logins during a time period corre-
sponding to the duration using a most recent one of the
periodic calculations;

determining whether the count 1s greater than the deter-

mined threshold; and
transmitting an alert responsive to the determination.

9. The database system of claim 7, wherein the operations
further comprise:

identifying a first trend for a time of day logged 1n for a
group of users of the tenant;

identifying a second trend for a time of day logged 1n for a
user of the group of users; and

determining whether to transmit an alert using the first and
second trends.

10. The database system of claim 7, wherein the operations
further comprise:

detecting a change 1n IP address between successive logins
for a user;

determiming whether a first duration between logins asso-
ciated with the detected change 1s less than a second
duration; and

transmitting an alert response to the determination.

11. The database system of claim 7, wherein the operations
further comprise:

detecting a change 1n browser type or browser version
between successive logins for a user; and

determining whether to transmit an alert according to the
detected change.
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12. The database system of claim 1, wherein the plurality of
attributes 1nclude at least one of timeframe, source object,
database table, or target field.

13. A method, comprising:

in a first phase:

categorizing event data taken from logged interactions
of users with a multi-tenant information system to
provide a metric;

associating a plurality of attributes with the metric,
wherein the plurality of attributes include interval and
at least one of aggregation function, aggregation
clause, or aggregation filter;

periodically calculating, using a processing system of a
database system, the metric for a particular one of the
tenants according to the associated attributes;

clectronically storing the periodically calculated met-
rics; and

in a second phase that 1s after the first phase, the second

phase mitiated by receipt of a query from the particular

one of the tenants;

applying, using the processing system of the database
system, a selected attribute value of the recerved
query to one of the stored metrics; and

providing a result of the application of the selected
attribute value of the recerved query to the one of the
stored metrics.

14. The method of claim 13, further comprising;:

generating a profile for one of the users based on the peri-

odic calculations; and

clectronically storing the generated profile.

15. The method of claim 14, turther comprising;:

comparing information taken from a most recent logged

interaction to the generated profile; and
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determining whether to transmit an alert responsive to a
result of the comparison.

16. The method of claim 13, wherein the categorization
COmMprises:

selecting an event type; and

filtering events of the event data according to the selected
event type.

17. The method of claim 16, wherein the event type com-
prises login event.

18. The method of claim 13, wherein the metric corre-
sponds to at least one event attribute including at least one of
number of logins, login duration, login IP address, or login
browser type.

19. The method of claim 18, further comprising:

identilying an average number of logins for a duration
using a most recent one of the periodic calculations;

identifying a threshold according to the average;

counting a number of logins during a time period corre-
sponding to the duration using a most recent one of the
periodic calculations;

determiming whether the count 1s greater than the deter-
mined threshold; and

transmitting an alert responsive to the determination.
20. The method of claim 18, further comprising:

identifying a first trend for a time of day logged 1n for a
group of users of the tenant;

identifying a second trend for a time of day logged in for a
user of the group of users; and

determining whether to transmit an alert using the first and
second trends.
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