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CONSTRUCTING AND CALIBRATING
ENTHALPY BASED PREDICTIVE MODEL
FOR BUILDING ENERGY CONSUMPTION

RELATED APPLICATIONS

[0001] This application 1s a continuation of U.S. Ser. No.
13/930,536, filed Jun. 28, 2013, the entire content and disclo-

sure of which 1s incorporated herein by reference.

FIELD

[0002] The present application relates generally to building
energy, and more particularly to constructing and calibrating
enthalpy based predictive model for building energy con-
sumption.

BACKGROUND

[0003] Buildings consume energy. Different buildings con-
sume different amounts of energy. In the present disclosure, a
model 1s developed that may be calibrated for each of ditter-
ent buildings, to accurately predict energy usage in those
buildings.

BRIEF SUMMARY

[0004] A method of constructing a predictive model for
building energy consumption, 1n one aspect, may comprise
receiving historic energy consumption data associated with
energy consumed 1n a building. The method may also com-
prise determining enthalpy of air outside the building. The
method may further comprise calibrating an energy con-
sumption model that predicts the building energy consump-
tion, the energy consumption model incorporating enthalpy
difference between a balance enthalpy and the enthalpy of air
outside the building, the calibrating performed based on the
historic energy consumption data and the enthalpy of air
outside the building.

[0005] A system for constructing a predictive model for
building energy consumption, 1in one aspect, may comprise a
module operable to execute on a processor and further oper-
able to recerve historic energy consumption data associated
with energy consumed in a building. The module may be
turther operable to determine enthalpy of air outside the
building. The module may be further operable to calibrate an
energy consumption model based on the historic energy con-
sumption data and the enthalpy of air outside the building.
The energy consumption model may incorporate enthalpy
difference between a balance enthalpy and the enthalpy of air
outside the building. The calibrated energy consumption
model may be operable to predict future energy consumption
associated with the building based on forecasted weather
data, and may be further operable to detect anomaly 1n energy
usage 1n the building.

[0006] A computer readable storage medium or a device
storing a program of istructions executable by a machine to
perform one or more methods described herein also may be
provided.

[0007] Further features as well as the structure and opera-
tion of various embodiments are described 1n detail below
with reference to the accompanying drawings. In the draw-
ings, like reference numbers indicate identical or functionally
similar elements.
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BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

[0008] FIG. 1 1satlow diagram illustrating a method of the
present disclosure 1n one embodiment.

[0009] FIG. 2 1s a diagram showing the anomaly detected
using a control bound methodology 1n one embodiment of the
present disclosure.

[0010] FIG. 3 15 a diagram that illustrates a drifting condi-
tion that occurs in actual measurement data, in which the
drifting data may be within or outside the upper control
bound.

[0011] FIG. 4 shows an example drifting trend detected
using a CUSUM method.

[0012] FIG. 5 1llustrates a schematic of an example com-
puter or processing system that may implement the energy
consumption predictor system in one embodiment of the
present disclosure.

DETAILED DESCRIPTION

[0013] FEnergy consumption prediction in a building has
many benefits. For example, forecasted energy consumption
information can be used to distribute the energy load 1n dii-
terent ways so that the peak energy consumption 1s reduced or
shifted to a different time. Energy pricing structure can be
also planned etlectively based on the prediction. In addition,
predicted energy consumption can be compared with actual
measured energy consumption to detect any anomaly, e.g.,
out of control bound and drifting trends, of energy consump-
tion.

[0014] A building, generally, 1s a construction or a structure
that may have a roof, walls and windows that at least partially
encloses an area, and may have more than one level.
Examples of buildings include but are not limited to houses,
office buildings, school buildings, and others. Buildings such
as commercial buildings currently have a number of meters
and sub-meters that measure energy consumption 1n various
zones of a building and for various equipment (chillers, boil-
ers, pumps, air handling unit (AHU), lighting, plug load, etc.).
High resolution meter data (e.g., by 1-minute, 15-minutes,
¢tc.) are also available through a BMS (Building Manage-
ment System).

[0015] Building energy consumption 1s highly correlated
with heating energy load and cooling energy load. Therefore,
a regression model that correlates energy consumption with
heating load, cooling load and other weather independent
load (base load) 1s usetul 1n predicting energy consumption
for a building in various situations.

[0016] The energy required for heating or cooling 1s 1nflu-
enced by moisture contents and latent heat (e.g., heat vapor-
ization and condensation). Thus, heating energy load and
cooling energy load can be more accurately estimated based
on the enthalpy difference between the outside air and a
balance (reference) enthalpy. Balance enthalpy refers to
enthalpy of outside air below or above which energy con-
sumption for heating (below the balance enthalpy) or for
cooling (above the balance enthalpy) occurs 1n a building.
There may be a balance enthalpy for heating and a balance
enthalpy for cooling, e.g., associated with a building, an area
of a building, or an area of a building controlled by a meter.

[0017] In the present disclosure in one embodiment, a
method 1s presented for constructing an energy consumption
prediction model that predicts energy consumption in a build-
ing. The energy consumption prediction model may take a




US 2015/0006127 Al

form of a regression model with enthalpy load and calibrated
with historic energy consumption data and weather data. The
resulting model may be used for forecasting future energy
consumption and for detecting anomaly of energy consump-
tion 1n the building, e.g., control bound anomaly and drifting,
anomaly. The method may be used to construct energy con-
sumption prediction models for different buildings.

[0018] Generally, a building may need to be heated or
cooled on a continual or continuous basis to maintain a given
level of occupant comiort, e.g., because of the heat transfer
conduction that occurs over time through the building’s enve-
lope (e.g., the wall, window, root); infiltration, and ventilation
air entering into the room with certain temperature and mois-
ture content; and because of the heat generated inside the
building by internally located entities such as people, lighting
and equipments, that might change the temperature and mois-
ture inside the building.

[0019] Airi1s amixture of dry air and water vapor. In atmo-
spheric air, water vapor content varies from 0-3% by mass.
The enthalpy of moist and humid air includes: enthalpy of the
dry air—the sensible heat; and enthalpy of the evaporated
water—the latent heat.

[0020] The latent content incorporated 1n the model of the
present disclosure may accurately predict cooling and/or
heating requirement (load). Enthalpy difference between
weather condition and a base enthalpy value captures both the
sensible load and latent load.

[0021] A building energy consumption model 1s shown 1n
equation (1) below, as a regression model with heating load,
cooling load and base load in one embodiment of the present
disclosure. The model comprises an enthalpy load model (EL
model), e.g., HED (heating enthalpy day) which models a
monthly sum of daily heating enthalpy day, and a CED (cool-
ing enthalpy day) which models a monthly sum of daily
cooling enthalpy day. The enthalpy load model may be
expressed 1n different period terms, e.g., heating or cooling
enthalpy hour (HEH or CEH), heating or cooling enthalpy
minute (HEM or CEM), etc. In a variable base enthalpy load
(VBEL) model shown in equation (1), 1n one embodiment of
the present disclosure, h,, , ,; (balance enthalpy for heating) 1s
determined optimally, and h_, ; (balance enthalpy for cool-
ing) 1s determined optimally.

EU = bj + i"lj' . HELU (hh,ba.!,j) +C;- CELH(hﬂ,bm{,j) + &y (1)

N

HEL;(hppar ;) = Z max(fip par ;i — > 0),
=1

Nj

CEL;j(hcpat j) = Z max(fy — Acpat, j» O),
=1

wherein,
[0022] 1=time period (e.g., a day);
[0023] j1=a meter (sensor);

[0024] k=meterreading intervals (e.g., 15 minutes, wherein
k may be a number of consecutive 15 minute intervals);

[0025] N ~=number of meter readings in j;

[0026] E,=energy consumption recorded by meter j in time
period 1;

[0027] b=coeflicient for base enthalpy load for meter j:

[0028] h~=coetlicient for heating enthalpy load tor meter j;

[0029] ¢ =coetlicient for cooling enthalpy load for meter j.
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[0030] hy,,,, ~balance enthalpy for heating associated
meter j;

[0031] h_,, ~balance enthalpy for cooling associated
meter j;

[0032] h,=enthalpy of the outside air at time interval k.

[0033] €, =prediction error in energy consumption.

[0034] In the above equation, k 1s less than 1.

[0035] In one embodiment of the present disclosure,

enthalpy (e.g., h,) 1s computed from weather data:

[0036] Outdoor dry bulb temperature T ,, ;

[0037] Outdoor dew point temperature T, ; and

[0038] Atmospheric pressure P.

[0039] Thetollowing describes an enthalpy calculation that

may be used 1n one embodiment of the present disclosure.

[0040] Saturation pressure P over ice for the temperature
range of —100 to 0 degrees Celsius 1s given by:

In Py=Cy/T o ACoHCy Ty AC T, 2+CsT, 2+
Cel;.,2+CIn T,

[0041] Saturation pressure P over liquid water for the tem-
perature range of 0 to 200 degrees Celsius 1s given by:

In Pp=Co/T, +Cot+C T3, 4C T3 +C 5T, 2+

CIn?T,
where,
[0042] C,=-0.56745359
[0043] (C,=6.3925247
[0044] C;=-9.677843¢-03
[0045] C,=6.2215701e-07
[0046] C.=2.0747825e-09
[0047] (C=9.4840240¢-13
[0048] C,=4.1635019
[0049] (C,=-5.8002206¢+03
[0050] C,=1.3914993
[0051] C,,=-4.8640239e-02
[0052] C,,=4.1764768e-05
[0053] C,,=-1.4452093e-08
[0054] C,,=6.54596773
[0055] Humadity ratio W 1s given by:
W = 0.62108—"
P - Py

[0056] Enthalpy of the moist air h 1s given by:

h=1.006T,+W(2501+1.8057,,)
[0057] Inone embodiment of the present disclosure, fitting

the variable base enthalpy load model (VBEL) 1s considered
as a constrained optimization problem due to the non-nega-
tive constrain on the coeflicients. In the present disclosure in
one embodiment, a two step analysis 1s presented for uncer-
tainty quantification. A model selection procedure 1s first
performed, which selects the correct model. Then an infer-
ence 1s drawn based on the selected model. In the first step of
the analysis, a model selection procedure may be performed
as follows. Depending on whether one or more of b, ¢;, h; are
zeroes, the model space may include the following eight
different models:

EI"-;-:EI"-;-

Ey :hj HEL{;(}ZFE ,E?afzj)_l_Ezj
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E,=c CEL (A por ) +E,

E i =b+hHEL (), par)+€;;

E =b+cCEL; (R, par )€

E =h:HEL;(hy, pas J+C;"CEL (B par )€

EU:bj-l-kj HELIj(kh,E?JEJ)+C_,F'.CELI_';'(;IC,E?JEJ)-FEI}'

[0058] All the eight models may be tried, and the one with
the smallest residual sum of squares among the models whose
coellicient estimates are all non-negative may be selected.
(iven the selected model, in the second step, the uncertainty
quantification for regression coellicients and forecast energy
tollows the standard ordinary least squares method. Letting p
be the number of parameters of the selected model, 1, be the
fitted value at time 1, and SE, be the corresponding standard
error of the prediction, t, _,» ,,_, be the 1-0/2 percentile ot a
student t distribution with degree of freedom n—p, the uncer-
tainty of the forecast energy can be quantified by the 1-a level
prediction interval (o may be user specified, e.g., 0.05):

(Mt com S B Uty oo, ,SE)).

[0059] FIG. 1 1saflow diagram illustrating a method of the
present disclosure in one embodiment. At 102, a periodic

analysis of energy consumption takes place, e.g., daily. At

104, a variable base enthalpy load (VBEL) model 1s con-
structed as an energy consumption model. The model com-
putes energy consumption at least as a sum of a base enthalpy
load over a time period, heating enthalpy load over the time
period, and cooling enthalpy load over the time period. A load
refers to usage or requirement. The model, for example, has a
mathematical form shown in equation (1).

[0060] At 106, the constructed energy consumption model
1s calibrated based on energy data 108 and the outside tem-
perature, dew point, and pressure measurement data 110. For
example, the energy data 108 may comprise historic energy
consumption data associated with a building. The data at 110
may comprise historic weather data outside the building.
Those data may be received or retrieved from a database.
Enthalpy of air outside the building may be determined based
on this historic weather data. Then energy consumption
model may be calibrated based on the historic energy con-
sumption data and the enthalpy of air outside the building.
[0061] For example, energy data 108 may provide E,; in
equation (1), e.g., data measuring energy consumption of a
building. The outside temperature, dew point, and pressure
measurement data 110 may be used to compute enthalpy of
air outside the building, h,, as described above. Using those
known E,; and h; values, b, h, ¢,, HEL, (h,, ,,,; ) and CEL,,
(b, 4.:,;) values may be determined.
[0062] At 114, the calibrated VBEL model may be used
with weather forecast data 112 at future time, to predict
energy consumption in a building at that future time. For
instance, the weather forecast data 112 may be used to com-
pute enthalpy (e.g., h,) forecast. Using the calibrated model
with the computed enthalpy forecast value, energy consump-
tion (e.g., E,;) corresponding to that future time can be com-
puted.

[0063] At 116, anomaly may be detected. Anomaly detec-
tion may comprise control bound or drifting or a combination
of both control bound and drifting. For example, let :jy rep-
resent energy consumption predicted by the VBEL model of
the present disclosure over a period of time. Let E;; represent

actual energy consumption measured over the same period of

Jan. 1, 2015

time. In control bound anomaly detection, an upper control
bound (UCL) and a lower control bound (LCL) may be com-
puted for example, with 95% confidence nterval (2 standard
deviation). Equation (2), for instance, may be used to com-
pute the control bounds.

¢~(E~E )0 (2)

where z, represents standardized residual.

[0064] FIG. 2 1s a diagram showing the anomaly detected
using a control bound methodology 1n one embodiment of the
present disclosure. In this figure, the actual measurements
(shown as solid squares) 202 are consistent with the forecast
or predicted data (shown in solid line) 204 until the data
shown at 206. Upper control bound 208 and lower control
bound 210 are also shown. The data 206 that 1s outside the
control bounds i1s detected as anomalous data, e.g., warrant-
ing an alert, e.g., for an action to be taken.

[0065] Anomaly may be also detected by cumulative sum
of difference (CUSUM) method. In this method, lower
CUSUM may be computed as C,"=max(0, (E,-k)-E,+C, ._
1~), and upper CUSUM may be computed as C, "=max(0,
E, —(E,+k)+C, 7). A user may specity a drifting level, k.
Alert for detected drifting may be generated if the lower
CUSUM or the upper CUSUM reaches an alert level H. H
may be a parameter specified by a user.

[0066] FIG. 3 15 a diagram that illustrates a drifting condi-
tion that occurs 1n actual measurement data, in which the
drifting data may be within or outside the upper control
bound. FIG. 4 shows the same measurement data, in which
the drifting trend i1s detected using the CUSUM method
described above. The solid circles 402 represent data that 1s
determined to be normal, the solid circles at 408 represent
abnormal data, e.g., that produces a drifting trend. Lower

CUSUM 1s shown by solid line 404. Upper CUSUM 1s shown
in solid line 406.

[0067] Alerts may be triggered based on the detection of
anomaly, for example, for turther investigation and/or a cor-
rective action such as checking the working conditions of
building equipments (e.g., boilers, chillers and air handling
units), replacing one or more building equipments, and oth-
ers

[0068] At 118, uncertainty quantification may be per-
formed.

[0069] Inone aspect, a user interface (e.g., a graphical user
interface) may be provided that allows a user to interact with
soltware or like tool that performs the methods described
above, for example, according to FIG. 1. The user may input
data, invoke energy consumption prediction module, e.g., to
forecast or predict energy consumption of a building and
detect anomaly 1n energy consumption in the building.

[0070] The energy consumption model of the present dis-
closure 1n one embodiment may apply to an entire building,
one or more zones or areas of a building, or an area associated
with a particular meter (e.g., an area or zone 1n a building
whose energy consumption 1s measured by a particular
meter).

[0071] FIG. 5 1llustrates a schematic of an example com-
puter or processing system that may implement the energy
consumption predictor system in one embodiment of the
present disclosure. The computer system 1s only one example
of a suitable processing system and 1s not intended to suggest
any limitation as to the scope of use or functionality of
embodiments of the methodology described herein. The pro-
cessing system shown may be operational with numerous
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other general purpose or special purpose computing system
environments or configurations. Examples of well-known
computing systems, environments, and/or configurations that
may be suitable for use with the processing system shown in
FIG. 5 may include, but are not limited to, personal computer
systems, server computer systems, thin clients, thick clients,
handheld or laptop devices, multiprocessor systems, micro-
processor-based systems, set top boxes, programmable con-
sumer electronics, network PCs, minicomputer systems,
mainiframe computer systems, and distributed cloud comput-
ing environments that include any of the above systems or
devices, and the like.

[0072] The computer system may be described in the gen-
eral context of computer system executable instructions, such
as program modules, being executed by a computer system.
Generally, program modules may include routines, programs,
objects, components, logic, data structures, and so on that
perform particular tasks or implement particular abstract data
types. The computer system may be practiced 1n distributed
cloud computing environments where tasks are performed by
remote processing devices that are linked through a commu-
nications network. In a distributed cloud computing environ-
ment, program modules may be located 1n both local and
remote computer system storage media including memory
storage devices.

[0073] The components of computer system may include,
but are not limited to, one or more processors or processing,
units 12, a system memory 16, and a bus 14 that couples
various system components including system memory 16 to
processor 12. The processor 12 may include an energy con-
sumption predictor module 10 that performs the methods
described herein. The module 10 may be programmed 1nto
the integrated circuits of the processor 12, or loaded from
memory 16, storage device 18, or network 24 or combinations
thereol.

[0074] Bus 14 may represent one or more of any of several
types of bus structures, including a memory bus or memory
controller, a peripheral bus, an accelerated graphics port, and
a processor or local bus using any of a variety of bus archi-
tectures. By way of example, and not limitation, such archi-
tectures 1nclude Industry Standard Architecture (ISA) bus,
Micro Channel Architecture (MCA) bus, Enhanced ISA
(EISA) bus, Video Electronics Standards Association

(VESA) local bus, and Peripheral Component Interconnects
(PCI) bus.

[0075] Computer system may include a variety of computer
system readable media. Such media may be any available
media that 1s accessible by computer system, and it may
include both volatile and non-volatile media, removable and
non-removable media.

[0076] System memory 16 can include computer system
readable media in the form of volatile memory, such as ran-
dom access memory (RAM) and/or cache memory or others.
Computer system may further include other removable/non-
removable, volatile/non-volatile computer system storage
media. By way of example only, storage system 18 can be
provided for reading from and writing to a non-removable,
non-volatile magnetic media (e.g., a “hard drive”). Although
not shown, a magnetic disk drive for reading from and writing,
to a removable, non-volatile magnetic disk (e.g., a “tloppy
disk™), and an optical disk drive for reading from or writing to
a removable, non-volatile optical disk such as a CD-ROM,
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DVD-ROM or other optical media can be provided. In such
instances, each can be connected to bus 14 by one or more
data media interfaces.

[0077] Computer system may also communicate with one
or more external devices 26 such as a keyboard, a pointing
device, a display 28, etc.; one or more devices that enable a
user to interact with computer system; and/or any devices
(e.g., network card, modem, etc.) that enable computer sys-
tem to communicate with one or more other computing

devices. Such communication can occur via Input/Output
(I/0) interfaces 20.

[0078] Stll yet, computer system can communicate with
one or more networks 24 such as a local area network (LAN),
a general wide area network (WAN), and/or a public network
(e.g., the Internet) via network adapter 22. As depicted, net-
work adapter 22 commumnicates with the other components of
computer system via bus 14. It should be understood that
although not shown, other hardware and/or software compo-
nents could be used 1n conjunction with computer system.
Examples include, but are not limited to: microcode, device
drivers, redundant processing umts, external disk drive
arrays, RAID systems, tape drives, and data archival storage
systems, etc.

[0079] As will be appreciated by one skilled 1n the art,
aspects of the present invention may be embodied as a system,
method or computer program product. Accordingly, aspects
of the present invention may take the form of an entirely
hardware embodiment, an entirely software embodiment (in-
cluding firmware, resident soitware, micro-code, etc.) or an
embodiment combining software and hardware aspects that
may all generally be referred to herein as a “circuit,” “mod-
ule” or “system.” Furthermore, aspects of the present inven-
tion may take the form of a computer program product
embodied 1n one or more computer readable medium(s) hav-
ing computer readable program code embodied thereon.

[0080] Any combination of one or more computer readable
medium(s) may be utilized. The computer readable medium
may be a computer readable signal medium or a computer
readable storage medium. A computer readable storage
medium may be, for example, but not limited to, an elec-
tronic, magnetic, optical, electromagnetic, infrared, or semi-
conductor system, apparatus, or device, or any suitable com-
bination of the foregoing. More specific examples (a non-
exhaustive list) of the computer readable storage medium
would include the following: a portable computer diskette, a
hard disk, a random access memory (RAM), a read-only
memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), a portable compact disc
read-only memory (CD-ROM), an optical storage device, a
magnetic storage device, or any suitable combination of the
foregoing. In the context of this document, a computer read-
able storage medium may be any tangible medium that can
contain, or store a program for use by or 1n connection with an
instruction execution system, apparatus, or device.

[0081] A computer readable signal medium may include a
propagated data signal with computer readable program code
embodied therein, for example, 1n baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that 1s not a computer readable storage medium and
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that can communicate, propagate, or transport a program for
use by or 1n connection with an 1nstruction execution system,
apparatus, or device.

[0082] Program code embodied on a computer readable
medium may be transmitted using any appropriate medium,
including but not limited to wireless, wireline, optical fiber
cable, RF, etc., or any suitable combination of the foregoing.

[0083] Computer program code for carrying out operations
for aspects of the present invention may be written 1n any
combination of one or more programming languages, includ-
ing an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages, a scripting language such
as Perl, VBS or similar languages, and/or functional lan-
guages such as Lisp and ML and logic-oriented languages
such as Prolog. The program code may execute entirely on the
user’s computer, partly on the user’s computer, as a stand-
alone software package, partly on the user’s computer and
partly on a remote computer or entirely on the remote com-
puter or server. In the latter scenario, the remote computer
may be connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide area
network (WAN), or the connection may be made to an exter-
nal computer (for example, through the Internet using an
Internet Service Provider).

[0084] Aspects of the present invention are described with
reference to flowchart i1llustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the tlow-
chart illustrations and/or block diagrams, can be imple-
mented by computer program instructions. These computer
program 1nstructions may be provided to a processor of a
general purpose computer, special purpose computer, or other
programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-
cessing apparatus, create means for implementing the func-

tions/acts specified in the flowchart and/or block diagram
block or blocks.

[0085] These computer program instructions may also be
stored 1n a computer readable medium that can direct a com-
puter, other programmable data processing apparatus, or
other devices to function 1n a particular manner, such that the
instructions stored 1in the computer readable medium produce
an article of manufacture including instructions which imple-
ment the function/act specified 1n the flowchart and/or block
diagram block or blocks.

[0086] The computer program instructions may also be
loaded onto a computer, other programmable data processing
apparatus, or other devices to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other devices to produce a computer 1imple-
mented process such that the instructions which execute on
the computer or other programmable apparatus provide pro-
cesses for implementing the functions/acts specified 1n the
flowchart and/or block diagram block or blocks.

[0087] The tflowchart and block diagrams in the figures
illustrate the architecture, functionality, and operation of pos-
sible implementations of systems, methods and computer
program products according to various embodiments of the
present invention. In this regard, each block 1n the tlowchart
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or block diagrams may represent a module, segment, or por-
tion of code, which comprises one or more executable
instructions for implementing the specified logical function
(s). It should also be noted that, 1n some alternative imple-
mentations, the functions noted in the block may occur out of
the order noted 1n the figures. For example, two blocks shown
1n succession may, in fact, be executed substantially concur-
rently, or the blocks may sometimes be executed 1in the reverse
order, depending upon the functionality involved. It will also
be noted that each block of the block diagrams and/or flow-
chart illustration, and combinations of blocks in the block
diagrams and/or flowchart illustration, can be implemented
by special purpose hardware-based systems that perform the
specified functions or acts, or combinations of special pur-
pose hardware and computer instructions.

[0088] The computer program product may comprise all
the respective features enabling the implementation of the
methodology described herein, and which—when loaded imn a
computer system—1is able to carry out the methods. Com-
puter program, software program, program, or software, in
the present context means any expression, 1n any language,
code or notation, of a set of instructions intended to cause a
system having an information processing capability to per-
form a particular function either directly or after either or both
of the following: (a) conversion to another language, code or
notation; and/or (b) reproduction in a different material form.

[0089] The terminology used herein 1s for the purpose of
describing particular embodiments only and 1s not intended to
be limiting of the invention. As used herein, the singular
forms “a”, “an” and “the” are intended to include the plural
forms as well, unless the context clearly indicates otherwise.
It will be further understood that the terms “comprises’™ and/
or “comprising,” when used in this specification, specily the
presence of stated features, integers, steps, operations, ¢le-
ments, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps,

operations, elements, components, and/or groups thereof.

[0090] The corresponding structures, materials, acts, and
equivalents of all means or step plus function elements, 1f any,
in the claims below are intended to include any structure,
matenal, or act for performing the function in combination
with other claimed elements as specifically claimed. The
description of the present invention has been presented for
purposes of 1llustration and description, but 1s not intended to
be exhaustive or limited to the invention in the form disclosed.
Many modifications and variations will be apparent to those
of ordinary skill in the art without departing from the scope
and spirit of the mvention. The embodiment was chosen and
described 1n order to best explain the principles of the mnven-
tion and the practical application, and to enable others of
ordinary skill 1n the art to understand the invention for various
embodiments with various modifications as are suited to the
particular use contemplated.

[0091] Various aspects of the present disclosure may be
embodied as a program, software, or computer instructions
embodied 1n a computer or machine usable or readable
medium, which causes the computer or machine to perform
the steps of the method when executed on the computer,
processor, and/or machine. A program storage device read-
able by a machine, tangibly embodying a program of instruc-
tions executable by the machine to perform various function-
alities and methods described 1n the present disclosure 1s also
provided.
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[0092] The system and method of the present disclosure
may be implemented and run on a general-purpose computer
or special-purpose computer system. The terms “computer
system” and “computer network™ as may be used in the
present application may include a variety of combinations of
fixed and/or portable computer hardware, software, periph-
erals, and storage devices. The computer system may 1nclude
a plurality of individual components that are networked or
otherwise linked to perform collaboratively, or may include
one or more stand-alone components. The hardware and sofit-
ware components of the computer system ol the present appli-
cation may include and may be included within fixed and
portable devices such as desktop, laptop, and/or server. A
module may be a component of a device, soltware, program,
or system that implements some “functionality”, which can
be embodied as software, hardware, firmware, electronic cir-
cuitry, or etc.

[0093] The embodiments described above are illustrative
examples and 1t should not be construed that the present
invention 1s limited to these particular embodiments. Thus,
various changes and modifications may be effected by one
skilled 1n the art without departing from the spirit or scope of
the invention as defined 1n the appended claims.

We claim:

1. A system for constructing a predictive model for build-
Ing energy consumption, comprising:
a Processor;

a module operable to execute on the processor and further
operable to recetve historic energy consumption data
associated with energy consumed 1n a building, the mod-
ule turther operable to determine enthalpy of air outside
the building, and the module further operable to cali-
brate an energy consumption model based on the his-
toric energy consumption data and the enthalpy of air
outside the building, the energy consumption model
incorporating enthalpy difference between a balance
enthalpy and the enthalpy of air outside the building,

wherein the calibrated energy consumption model 1s oper-
able to predict future energy consumption associated
with the building based on forecasted weather data, and
further operable to detect anomaly 1n energy usage 1n the
building.
2. The system of claim 1, wherein the enthalpy of air
outside the building 1s determined based on historic weather
data.

3. The system of claim 1, wherein the energy model 1s
calibrated to determine values associated with balance
enthalpy for heating, balance enthalpy for cooling, coellicient
tor base enthalpy, coellicient for heating enthalpy, coetficient
for cooling enthalpy terms incorporated in the energy con-
sumption model.

4. The system of claim 1, wherein the energy consumption
model 1s calibrated for different buildings using historic
energy consumption data and historic weather data respec-
tively associated with the different buildings.

5. The system of claim 1, wherein the energy consumption
model 1s run to predict energy consumption associated with
the building in a future time, based on forecasted weather of
the future time.

6. The system of claim 1, wherein the energy consumption
model 1s run to detect anomaly 1n energy consumption asso-
ciated with the building.
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7. The system of claim 1, wherein the energy consumption
model comprises an enthalpy based regression model 1n a
mathematical form of

Egj = bj 4+ hj' - HELH (hh,ba.{,j) 4+ Cj- CELj(hﬂpbag,j) 4+ Eij

N

HEL;(hypar ;) = Z max(fip par ;j — i, 0),
=1

N .
)

CEL;(hepor,j) = ) max(hy — hepa s 0).
k=1

wherein,

1=time period;

j=a meter;

k=meter reading interval;

Nj:number of meter readings 1n §;

ngenergy consumption recorded by meter 1 in time period
1,

bj:coefﬁcient for base enthalpy load for meter ;

h =coetlicient for heating enthalpy load tor meter j:

¢~coeflficient for cooling enthalpy load tor meter j;

h;, ,.; ~balance enthalpy tor heating associated with meter

J;
c.bal,j
J;

h,=enthalpy of the outside air at time 1nterval k;

€, ~prediction error.

8. A computer readable storage device storing a program of
instructions executable by a machine to perform a method of
constructing a predictive model for building energy con-
sumption, the method comprising;:

recerving historic energy consumption data associated

with energy consumed 1n a building;

determining enthalpy of air outside the building; and

calibrating, by a processor, an energy consumption model

that predicts the building energy consumption, the
energy consumption model incorporating enthalpy dii-
ference between a balance enthalpy and the enthalpy of
air outside the building, the calibrating performed based
on the historic energy consumption data and the
enthalpy of air outside the building.

9. The computer readable storage device of claim 8,
wherein the determining enthalpy of air outside the building
comprises recerving historic weather data, and computing the
enthalpy of air outside the building based on the historic
weather data.

10. The computer readable storage device of claim 8,
wherein the calibrating determines values associated with
balance enthalpy for heating, balance enthalpy for cooling,
coellicient for base enthalpy, coellicient for heating enthalpy,
coellicient for cooling enthalpy terms incorporated in the
energy consumption model.

11. The computer readable storage device of claim 8,
wherein the energy consumption model 1s run to predict
energy consumption associated with the building 1n a future
time, based on forecasted weather of the future time, or to
detect anomaly 1n energy consumption associated with the
building, or combinations thereof.

12. The computer readable storage device of claim 8,
wherein the energy consumption model comprises an
enthalpy based regression model in a mathematical form of

h

=balance enthalpy for cooling associated with meter
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EU = bj + hj' - HELU (hh,ba.f,j) + Cij- CEL@'(;’lﬂ’bﬂgJ) + Eij

N

HEL;(hppar ;) = Z maxX(fip par ;j — > U),
k=1
Ny

CELji(hcpatj) = Z max(fy — fcpat,j» 0),
=1

wherein,

1=time period;

j=a meter;

k=meter reading interval;

sznumber ol meter readings 1n j;

E, =energy consumption recorded by meter j in time period
1,

bj:coefﬁcient for base enthalpy load for meter j;

h =coetficient for heating enthalpy load for meter j.

¢ ~coetficient for cooling enthalpy load for meter j:

hy, ,.; ~balance enthalpy for heating associated with meter

Js
.-::*,.ibafzj

J;
h,=enthalpy of the outside air at time 1nterval k;
€, ~prediction error.

h

=balance enthalpy for cooling associated with meter
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