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A system and method for monitoring one or more physiologi-
cal parameters of a subject under free-living conditions 1s
provided. The system includes a camera configured to capture
and record a video sequence including at least one 1mage
frame of at least one region of interest (ROI) of the subject’s
body. A computer 1n signal communication with the camera
to recerve signals transmitted by the camera representative of
the video sequence includes a processor configured to process
the signals associated with the video sequence recorded by
the camera and a display configured to display data associated

with the signals.
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SYSTEM AND METHOD FOR NON-CONTACT
MONITORING OF PHYSIOLOGICAL
PARAMETERS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of U.S. provi-

sional Application No. 61/784,646 filed on Mar. 14, 2013,
which 1s incorporated by reference herein in 1ts entirety.

BACKGROUND

[0002] The subject matter disclosed herein relates gener-
ally to non-contact and non-invasive monitoring of physi-
ological signals, such as heart rate, pulse transit time and
breathing pattern, and/or other physiological parameters of a
subject, such as a person.

[0003] Monitoring vital physiological signals, such as heart
rate, pulse transit time and breathing pattern, are basic
requirements in the diagnosis and management of various
diseases. Traditionally, these signals are measured only 1n
hospital and clinical settings. An important recent trend 1s the
development of portable devices for tracking the vital physi-
ological signals non-invasively based on optical methods
known as photoplethysmography (PPG). These portable
devices, when combined with cell phones, tablets or other
mobile devices, provide a new opportunity for everyone to
monitor one’s vital signs any time and any where. These
mobile device based efforts can be divided into the following,
two approaches.

[0004] The first approach is optical detection of a person’s
finger pressed on the portable device or a camera built 1n the
mobile device to perform PPG. While useful, the results are
alfected by how hard the person presses on the camera, and
also by the ambient lighting condition. Further, the need of
steady physical contact of person’s finger with the portable
device makes 1t impractical for continuously monitoring
physiological signals under free-living conditions. The sec-
ond optical approach 1s based on a non-contact mode. For
example, heart and breathing rates are obtained from 1mages
ol a person’s face, upper arms, and palms recorded with a
digital camera, such as a smartphone camera and a webcam.
In addition to heart and breathing rates, heart rate variability
(HRV) has been analyzed from facial video images. More
recently, a near-IR enhanced camera has been used to obtain
heart rate from a person’s facial area and breathing rate from
the person’s chest area.

[0005] The signals extracted from the images obtained or
captured using these 1maging-based non-contact approaches
contain noise from various sources. To combat the noise
1ssue, at least one conventional method used an independent
component analysis (ICA) to separate a multivariate signal
into additive subcomponents supposing the mutual statistical
independence of the non-Gaussian source signals. Using
ICA, heart rate, which typically varies between 0.8-3 Hertz
(Hz), has been detected. Further, at least one conventional
method determined a movement artifact map by averaging
the powers at bandwidths around the heart rate. These efforts
helped to mimimize unwanted noise 1n the measured heart rate
signals. However, 1t 1s much more challenging to track breath-
ing pattern, especially breath-by-breath, because breathing
frequency 1s much lower than the heart rate. In a typical
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ambient environment, low frequency noise, particularly noise
associated with body movement, 1s much greater than noise at
high frequencies.

SUMMARY

[0006] In one aspect, a system for monitoring one or more
physiological parameters of a subject under free-living con-
ditions includes a camera configured to capture and record a
video sequence including at least one image frame of at least
one region of interest (ROI) of the subject’s body. A computer
1s 1n signal communication with the camera to receive signals
transmitted by the camera representative of the wvideo
sequence. The computer includes a processor configured to
process the signals associated with the video sequence
recorded by the camera and a display configured to display
data associated with the signals.

[0007] Inanother aspect, a method for monmitoring a breath-
ing pattern of a subject includes selecting a region of pixels
around an edge of each shoulder of the subject to be the
regions of interest (ROIs), determining a derivative of the
ROIs along a vertical direction to obtained two differential
images of the ROIs, determining a position of each shoulder
by dividing a differential 1mage of each selected ROI mto a
top portion and an equal bottom portion along the edge of the
shoulder, wherein an 1intensity of the top portion 1s dA and an
intensity ol the bottom portion 1s dB, and determining a
vertical movement of each shoulder for every frame of the
video sequence.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 1s a schematic view of an exemplary system
configured for non-contact and non-invasive monitoring of
physiological parameters of a subject;

[0009] FIG. 2(a) shows an original image with a region of
interest (ROI) (blue rectangle) near a mouth of the subject
(shown on the left portion of FIG. 2(a)) and a Fast Fourier
Transtorm (FFT) spectrum of the ROI (shown on the right
portion of FIG. 2(a)) illustrating red, green and blue lines
representing the R, G and B color channels, respectively;

[0010] FIG. 2(b) shows a colormap of an FFT peak ampli-
tude in each pixel at a heart beating frequency (heart rate)
illustrating a color scale from blue to red indicating the FFT
peak amplitude at heart rate;

[0011] FIG. 2(c) shows a signal-to-noise ratio (SNR) col-
ormap at heart rate;

[0012] FIG. 2(d) shows a heart beat wavelorm obtained
with an exemplary method;

[0013] FIG. 2{e) 1s a heart beat detection validation 1llus-
trating a heart beat waveform obtained from a commercial
device;

[0014] FIG. 3(a) illustrates tracking shoulder movement of
the subject to detect a breathing pattern, wherein the left panel
ol F1G. 3(a) shows a selected ROI on each shoulder (red box),
and each ROI 1s divided 1nto two sub-regions, sub-region A
and sub-region B, along a vertical direction and the right
panel of FIG. 3(a) shows corresponding breathing cycles
from the ROIs using a detection method;

[0015] FIG. 3(h) shows a zoomed-in 1mage showing the
subject’s left shoulder 1n the left panel of FIG. 3(b) and the
right panel of F1G. 3(b) shows a dertvative image with respect
to the vertical direction, wherein the shoulder edge 1s shown
as a bright line;
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[0016] FIG. 4 shows different breathing patterns obtained
by an exemplary differential method;

[0017] FIG. 5 shows a worktlow for a method of tracking
body movement using a motion tracking algorithm;

[0018] FIG. 6(a) illustrates the effectiveness of an exem-
plary motion tracking algorithm for detecting a breathing
pattern detection, wherein the left panel shows an 1mage of a
subject with a selected ROI on the subject’s left shoulder and
the right panel shows breathing patterns with the motion-
tracking algorithm (blue curve) and without the motion-
tracking algorithm (red curve);

[0019] FIG. 6(b) illustrates a comparison of breathing pat-
terns obtained with an exemplary method as described herein
(red line) and with a Zephyr device (black line);

[0020] FIG. 6(c) illustrates a comparison of breathing pat-
terns obtained with an exemplary method as described herein
(red line) and an Oxycon device (black line);

[0021] FIG. 7 shows a correlation between exhaled breath
volumes obtained from an exemplary differential detection
method and an Oxycon device;

[0022] FIG. 8(a) shows a PTT definition for three sites of
the subject’s body;

[0023] FIG. 8(b) shows corresponding ROIs of the three
sites shown 1n FIG. 8(a);

[0024] FIG. 8(c) shows PPG signals obtained from the
ROIs shown in FIG. 8(b), with a time delay of about 30
milliseconds (ms) between PPG signals obtained from the
mouth and the palm:;

[0025] FIG. 9(a) shows an estimate peak location for a
single cycle of a PPG signal by using a linear curve fitting
method, wherein one cycle from the PPG signal 1s taken and
2 linear curves (black dash lines) are used to fit the original
signal from a left part (red) and a right part (blue), indepen-
dently;

[0026] FIG. 9(b) shows a point of intersection of 2 linear
curves (green arrow) at the estimated peak location 1n that
particular heart beat cycle;

[0027] FIG. 10 1llustrates Bland-Altman plots showing an
average ol a heart rate measured by a commercial pulse oxim-
etry and an exemplary method as described herein, plotted
against a difference between them; and

[0028] FIG. 11 1llustrates Bland-Altman plots showing an
average ol a breathing rate measured by a commercial Zephyr
device and an exemplary method as described herein, plotted
against a difference between them.

[0029] Other aspects and advantages of certain embodi-
ments will become apparent upon consideration of the fol-
lowing detailed description, wherein similar structures have
similar reference numerals.

DETAILED DESCRIPTION

[0030] Theembodiments described herein relate to an opti-
cal imaging-based system and associated methods for mea-
suring one or more vital physiological signals of a subject,
such as a human patient, including, without limitation, a
breathing frequency, an exhalation tlow rate, a heart rate,
and/or a pulse transit time. In one embodiment, a breathing
pattern 1s tracked based on detection of body movement asso-
ciated with breathing using a differential signal processing
approach. A motion-tracking algorithm 1s implemented to
correct random body movements that are unrelated to breath-
ing. In a particular embodiment, a heart beat pattern is
obtained from a color change 1n selected regions of 1nterest
(“ROI”) near the subject’s mouth, and a pulse transit time 1s
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[

determined by analyzing pulse patterns at different locations
of the subject. The embodiments of the imaging-based meth-
ods described herein are suitable for tracking vital physi-
ological parameters under a {free-living condition. For
example, a user can measure his/her vital signs during regular
or routine activity, such as working on a computer, or check-
ing a message using a mobile device, such as a cell phone or
a tablet. The applications on the computer or mobile device
run in the background with no or minimal attention from the
user. Additionally, the user does not have to purchase, carry
and/or maintain additional devices.

[0031] The embodiments described herein provide a
method for non-contact monitoring of several physiological
signals 1n real-time by maximizing the signals while mini-
mizing noise due to unwanted body movement. In addition to
heart rate and breathing frequency, the exhalation volume
flow rate and cardiac pulse transit time (PTT) 1s obtained 1n
certain embodiments. In one embodiment, movement of one
or more selected regions of interest (referred to herein as an
“ROI”) of the body 1s detected and used to determine and
track a breathing pattern, including a breathing frequency and
an amplitude, for example, from which an exhaled volume
flow rate 1s obtained. In a particular embodiment, one or more
color changes of one or more selected regions of interest are
used to determine heart rate and face paleness. Exhalation
flow rate may be an important physiological parameter and 1s
proportional to a subject’s metabolic rate. PTT 1s related to
blood pressure pulse wave velocity (PW V), retlecting cardio-
vascular parameters, such as arterial elasticity and stifiness.
Traditionally, PWV has been measured using a galvanometer
and ultrasound techniques. Recently, PT'T was determined by
performing simultaneous ECG and PPG. For example, in
certain conventional techniques a contact pulse oximetry 1s
used to determine a difference 1 PTT of a left index finger
and a left second toe. The PTT difference 1s related to a
change 1n arterial distensibility due to epidurally induced
sympathetic block. Conversely, 1 the embodiments
described herein a non-contact optical imaging method 1s
used to determine a PTT difference, along with a breath-by-
breath breathing pattern, and an exhalation flow rate.

[0032] Referring to FIGS. 1-11, and particularly to FIG. 1,
a system 20 1s configured to monitor one or more physiologi-
cal parameters of a subject 22, including, for example, a heart
rate (HR), a breathing frequency (BF), an exhalation tlow rate
and/or a pulse transit time (PTT), by processing images cap-
tured with one or more digital cameras using one or more
algorithms. In the embodiment shown, the HR and the PTT
are detected by tracking an 1mage intensity change of the
subject’s skin, and the BF and the VE are detected by tracking
subtle body movements of the subject associated with breath-
ing

[0033] Referring turther to FIG. 1, system 20 includes one
or more digital cameras, such as one or more digital cameras
24, 1n signal communication with a computer 26 having a
display 28 configured to display data and parameters associ-
ated with signals received from camera 22, such as optical
images captured by and acquired from camera 24. Cameras
24 are configured to capture video 1mages and process the
video 1mages mnto associated signals that are then transmitted
to computer 26 for further processing before the video images
are displayed on display 28. In a certain embodiment, system
20 includes a Logitech colored Webcam (HD 720p), a Pike
black and white camera (F-032B), and a Pike color camera
(F-032C), used to capture video sequences or images ol sub-
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ject 22, such as video 1images of the subject’s face, palms, and
upper body, respectively. Different cameras (colored or black
and white) have different inherent noise, but suitable cameras
produce satisfactory results i terms of determining the
physiological parameters.

[0034] In alternative embodiments, a mobile device, such
as a cell phone or a tablet, 1s used by an individual to monitor
his or her vital signs at any time and/or any where. These
mobile devices are not only equipped with wireless commu-
nication capabilities, but also other functions and compo-
nents, such as a camera, a microphone, an accelerator, and/or
a global positioning system (GPS) navigation device, as well
as computational power for signal processing.

[0035] For example, a face color index can be determined
with a mobile device. The color of a human face provides
important health information. For example, 1f someone 1s
sick, his/her face 1s often pale. Sleep deprivation often shows
up as black eyes, and liver, kidney, or thyroid disease may
cause chronic black eyes. Further, a person’s blood sugar
level also has an impact on the color or blackness of the
person’s eyes. However, accurately capturing the color
change under a free-living environment 1s difficult because of
the variability 1n the lighting condition 1n most ambient envi-
ronments. In one embodiment, the method overcomes this
difficulty by using light emitted from the mobile device
screen (1.€., a cell phone display screen). In one embodiment,
an application 1s downloaded on the mobile device to activate
the video recorder to capture and record the video sequence.
From the video sequence, a red component from selected
regions of interest of the person’s face are analyzed. To mini-
mize the effect of ambient light, an 1mage 1s captured before
turning on the screen so that the signals from the uncontrolled
ambient light can be removed from the analysis.

[0036] Computer 26 includes one or more processors 30
configured to process the signals associated with the video
images captured by cameras 24. In one embodiment, each
processor 30 receives programmed instructions from soft-
ware, irmware and data from memory 32 and performs vari-
ous operations using the data and instructions. Each processor
30 may include an arithmetic logic unit (ALU) that performs
arithmetic and logical operations and a control umt that
extracts 1nstructions from memory 32 and decodes and
executes the istructions, calling on the ALU when necessary.
Memory 32 generally includes a random-access memory
(RAM) and aread-only memory (ROM). However, there may
be other types of memory such as programmable read-only
memory (PROM), erasable programmable read-only
memory (EPROM) and electrically erasable programmable
read-only memory (EEPROM). In addition, memory 32 may
include an operating system, which executes on processor 30.
The operating system performs basic tasks that include rec-
ognmzing input, sending output to output devices, such as
display 28, keeping track of files and directories and control-
ling various peripheral devices.

[0037] As used herein, references to “processor” are to be
understood to refer to central processing units, miCroproces-
sors, microcontrollers, reduced instruction set circuits
(RISC), application speciific integrated circuits (ASIC), logic
circuits and any other circuit or processor capable of execut-
ing the functions described herein. Memory 32 may include
storage locations for the preset macro instructions that may be
accessible using a preset switch, for example.

[0038] As used herein, references to “software” and “firm-
ware” are interchangeable, and are to be understood to refer to
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and include any computer program stored in memory for
execution by processor 30, including RAM memory, ROM
memory, EPROM memory, EEPROM memory, and non-
volatile RAM (NVRAM) memory. The above memory types
are exemplary only, and are thus not limiting as to the types of
memory usable for storage of a computer program. In various
embodiments, processor 30 and memory 32 are located exter-
nal to camera 24 such as in computer 26 or another suitable
standalone or mainframe computer system capable of per-
forming the functions described herein. In one embodiment,
video 1mages are transierred to memory 32 or digitized. In an
alternative embodiment, processor 30 1s located within cam-
cra 24. In this embodiment, processor 30 may be 1n signal
communication with a display of the camera 24 or mobile
device 1n which the camera 1s housed or 1n signal communi-
cation with an external computer having a display configured
to display data associated with the signals generated by cam-

era 24 and processed by processor 30.

[0039] In one embodiment, the video sequences or images
are taken under ambient light condition. In a particular
embodiment, one or more controlled light sources 34, such as
one or more light emitting diode (LED) source and/or a suit-
able desk lamp, are used. Subject 22 sits at a distance of 30
centimeters (cm) to 80 centimeters, and, more particularly, 50
cm from a lens of camera 24 to ensure a good quality and clear
focus for the captured 1images and associated signals. In one
embodiment, the imaging method uses only ambient light of
low-cost CMOS 1magers (e.g., webcam), which 1s suitable for
tracking physiological parameters under free-living condi-
tions. The method can be readily adapted to the mobile plat-
form, such as cell phones, tablets, etc. with a built-in camera
as described above. The use of personal mobile devices
reduces the privacy concern of imaging-based detection.
Because the approach 1s nominvasive, an additional benefit 1s
that the results truly retlect the person’s health status, without
the known “white coat effect,” a phenomenon in which
patients exhibit elevated blood pressure in a clinical setting.

[0040] A user interface 36, such as a Matlab-based user

interface or other suitable user interface, analyzes the cap-
tured video sequences and data. In one embodiment, user
interface 36 1s capable of showing a live or real time video
sequence of subject 22, which allows a selection of regions of
interest (ROI), and for processor 30 to perform signal pro-
cessing of the data in the ROIs to determine the heart beat and
breathing signals independently, and display the results in
real time on display 28.

[0041] Heart Beat Monitoring. In one embodiment, camera
22 captures and records a video sequence or video 1images of
a subject’s face for a suitable time period, such as 30 seconds.
Processor 30 1s configured to perform a Fast Fourier Trans-
torm (FFT) on the intensity signal averaged over all the pixels
in each selected ROI to determine the frequency components
of the video signal within a noisy time domain signal. In
certain embodiments, a longer recording time may produce a
better signal, but 1s less user friendly as 1t requires a longer
testing time. The FFT spectrum of the ROI clearly reveals the
heart beat signal as a peak at a frequency corresponding to the
heart rate. In order to optimize the signal-to-noise ratio
(SNR), the results of a red channel 200, a blue channel 202,
and a green channel 204 are compared, and green channel 204
has been found to give the strongest heart beat signal, or the
largest peak amplitude in the FF'T spectrum, as shown 1n FIG.
2(a). One possible reason 1s that oxygenated hemoglobin
absorbs green light more than red light and penetrates deeper
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into the subject’s skin when compared to blue light. Because
the SNR may also depend on the selection of ROI, 1n one
embodiment the peak amplitude 1n each pixel 1s extracted and
plotted on a colormap to analyze the variation of the heart beat
signal in different areas of the face as shown 1n the signal
colormap of FIG. 2(b). The areas around the subject’s lips and
nose regions have larger heart beat amplitudes, which 1s con-
sistent with the fact that these regions have more blood ves-
sels. Referring to FI1G. 2(b), the eyeregions and the face edges
also appear to have large heart beat amplitudes, which 1s due
to body movement, rather than real heart beat signals. This
conclusion 1s supported by the SNR colormap shown 1n FIG.
2(c), obtained by normalizing the peak amplitude 1n the FFT
spectrum of each pixel with the noise level near the peak. As
shown 1n FIG. 2(c), the SNR colormap shows that the regions
around the eyes and the edges of the subject’s face have rather

low SNR values.

[0042] The signal analysis described herein leads to a con-
clusion that the region around the lips gives the strongest and
most stable heart beat signal. For real time determination of
heart rate, the region around the lips 1s selected with an ROI
s1ze ol 40x80 pixels, and green channel 204 of the ROI 1s
analyzed for heart beat detection. In one embodiment, the
green channel signal 1s first averaged within the ROI, and then
processed by a low-pass filter with a cut-oif frequency of 2 Hz
to remove background noise at a high frequency. FIG. 2(d)
shows a heart beat signal 206 obtained by such process. As
described herein and referring to FIG. 2(e), a Zephyr wear-
able device or other suitable device can be used to obtain heart
beat wavelorms 208 as a reference to validate the results
herein. The heart rate calculated from the ECG measured by
the Zephyr wearable device, as shown 1n FIG. 2(e), 1s com-
parable to the heart rate obtained with methods as described
herein.

[0043] Breathing Pattern Monitoring. Unlike heart rate
monitoring, the breathing pattern can be determined accord-
ing to one embodiment by detecting and analyzing the body
movement associated with breathing. Ditlerent parts of the
body move with breathing differently. For example, the chest
and the abdomen will expand and contract, the shoulder and
the head will move, such as 1n a vertical direction up and down
Additionally, a person’s facial features will change or move
with the associated movement of the shoulder and the head.
Conventional methods for measuring the body movement
associated with breathing use a device worn by the user. This
approach, as discussed above, 1s inconvenient.

[0044] The subject’s chest and abdomen may have the larg-
est movement with breath, but these regions are not easily
accessible to camera 22 for imaging under natural and free-
living conditions. For this reason, movement of the subject’s
face, neck and upper body 1s detected and analyzed to deter-
mine the breathing pattern. In this embodiment, the body
movement 1s measured via a sequence of 1mages or a video
including a plurality of images, which does not involve direct,
physical contact with the subject, and 1s thus less invasive, and
tracks the breathing pattern with a suitable device, such as a
built-in camera of a computer or a built-in camera of a mobile
device. In one embodiment, a region of 40x40 pixels around
an edge of each shoulder of subject 22 1s selected to be the
ROIs for breathing detection, as shown in FIG. 3(a)(left
panel). A denivative of the ROIs 1s taken along a vertical
direction to obtained two differential images of the ROIs. The
edges of the shoulders in the differential images are revealed

as bright lines in FIG. 3(b).
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[0045] The locations of the bright lines shown 1n FI1G. 3(b)
indicate the respective positions of the edges of the subject’s
lett shoulder and right shoulder. To accurately determine the
shoulder positions, the differential 1mage of each selected
ROI 1s divided into two equal portions along the shoulder
edge. An mtensity of a top portion is referred to as dA, and an
intensity of a bottom portion is referred to as dB. When the
shoulders move up and down with breathing, dA increases (or
decreases) and dB decreases (or increases). The vertical
movement of shoulders can be determined by:

dA — db Eq. (1)
A= Avas
[0046] A difference, dA-dB , 1n Eq. 1 1s sensitive to the

vertical movement, and also immune of common noise in dA
and dB. Dividing dA-dB by dA+dB further reduces noise
associated with intensity fluctuations of light source 34. dI 1s
calculated for every frame of the video sequence, and plotted
against time after applying a low-pass filter with a cut-off
frequency of 2 Hz, as shown 1n FIG. 3(a)(right panel).

[0047] Shown in FIG. 3(a)(right panel) 1s an example of
breathing wavetforms obtained with the method described
above, wherein the downhill cycles correspond to exhalation
periods when the thoracic cavity 1s shrinking and the shoul-
ders move downwards, and the uphill cycles correspond to
inhalation periods when the thoracic cavity 1s expanding and
the shoulders move upwards. The breathing pattern obtained
from both the leit shoulder 300 and the right shoulder 302 are

shown 1n FIG. 3(a)(right panel), which are 1n good agreement
with each other.

[0048] To further demonstrate the reliability of the method
for real-time monitoring of a breathing pattern, the subject 1s
istructed to change his/her breathing pattern intentionally.
Initially, the subject breathed normally for 6 cycles, as indi-
cated by reference number 400, followed by 4 cycles of deep
breathing, as indicated by reference number 402, and then 8
cycles of rapid breathing, as indicated by reference number
404. The results shown i FIG. 4 demonstrate that the
described method successtully captures the breathing pattern
variations.

[0049] The accuracy of a breathing pattern measurement
may be affected by large body movements unrelated to
breathing during these measurements. In one embodiment, a
method 500 implements a motion-tracking algorithm to cor-
rect such motion artifacts based on a phase correlation
method. The motion-tracking algorithm checks a shift of the
ROIs due to the body movement at a suitable time 1nterval, for
example, every two seconds, and corrects the shift of each
ROI by updating a new location of the ROI. Referring to FIG.
5, an RO 1s selected 502 to begin method 500. A differential
method 1s used to detect an edge at a shoulder of the subject
504 and region dA and region dB are defined 506. Body
movement 1s calculated every 100 frames of the video
sequence, for example, by a phase correlation method 508. In
this embodiment, the body movement 1s calculated based on
a shift 1n an x direction, indicated as shift_x, and ashiftinay
direction, indicated as shift_y. Region dA and region dB are
updated 510 with shuft_x and shift_y. dI as calculated using
Eqg. 1 above 1s plotted 512 to generate a breathing curve.
[0050] The eflectiveness of this method implementing the
motion-tracking algorithm 1s shown in FIG. 6(a), which com-
pares the results with and without the motion-tracking algo-
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rithm. The left panel of FIG. 6(a) shows an 1image of subject
22 with a selected ROI on the subject’s left shoulder. When

the exemplary motion-tracking algorithm as described herein
1s enabled, the ROI follows the body movement (blue box
600). In contrast, when the motion-tracking algorithm 1s dis-
abled, the ROI 1s fixed 1n the image and the shoulder may
move out of the ROI (red box 602). The right panel of FIG.
6(a) shows breathing patterns with the motion-tracking algo-
rithm (blue curve 604) and without the motion-tracking algo-
rithm (red curve 606). Without applying the motion-tracking,
algorithm, the measured breathing signal was overwhelmed

by the body movement. In contrast, the breathing pattern 1s
clearly observed with the implementation of the motion-
tracking algorithm. The algorithm worked effectively at least
in part because the breathing-related body movement of the
shoulders has a small amplitude and 1s primarily 1n the verti-

cal direction, which 1s different from the relatively large body
movement that may occur 1n all directions and at time scales
different from the regular breathing.

[0051] Referring to FIGS. 6(b) and 6(c¢), the breathing pat-
tern detection method as described herein 1s validated by
comparing the results of a breathing pattern obtained with the
exemplary method (red line 610) and a breathing pattern
obtained with a Zephyr device (black line 612), as shown 1n
FIG. 6(b), and a breathing pattern obtained with an Oxycon
device (black line 614), as shown 1n FIG. 6(c). The results
obtained with the image processing method described herein
are 1n excellent agreement with the two different reference

technologies, not only 1n a breathing frequency but also 1n a
relative breathing amplitude.

[0052] Determination of Exhalation Flow Rate. The ampli-
tude of the breathing-related shoulder movement 1s associ-
ated with an exhalation volume per breathing cycle, or an
exhalation flow rate. The relationship was examined by plot-
ting the amplitude vs. exhalation tlow rate obtained with the
Oxycon mnstrument. Six tests were carried out, and 1n each
test, the subject changed the exhalation flow rate. FIG. 7
shows a plot of a breathing amplitude (from the differential
signal, dI, (peak to peak)) of the tests vs. an exhaled breath
volume obtained with the Oxycon mstrument (Oxycon vol-
ume (L)), which shows a linear relationship (R*=0.81)
between dI and the exhaled breath volume. This observation
demonstrates a method to remotely determine exhalation flow
rate under a free-living condition. FIG. 7 shows the correla-
tion between the exhaled breath volume obtained from the
differential detection method and the commercially available
Oxycon 1nstrument. In the differential detection method, the
exhaled breath volume 1s taken from the shoulder movement,
or dl. Data from 6 tests can be fit with a linear curve. For every
unit of dI, the volume change 1s about 0.15 Liters (L).

[0053] Inoneembodiment, an energy expenditure based on
the breathing frequency and amplitude 1s determined. One
suitable equation for determining the energy expenditure 1s
indirect calorimetry, which measures consumed oxygen and
produced carbon dioxide rate using the Weir equation. The
equation takes the form of:

EE (kCal/day)=[3.9 (VO,)+1.1 (VCO,)|x1.44, Eq. (2)
where VO, 1s oxygen consumption rate (ml/min.), and VCQO,
1s carbon dioxide production rate (ml/min.), respectively.
VO, and VCO, can be further expressed 1n terms of V., and
given by:
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VO, =V,x(0.2093-FO0,) and Eg. (3)

VCO,=Vex(FCO5-0.0003), Eq. (4)

where FO,, and FCQO, are a fraction of oxygen and a fraction
of carbon dioxide, respectively, 1n an exhaled breath. For
most people, FO, and FCO, tend to be constant, at least under
the same conditions. This means that the energy expenditure
1s stmply proportional to V-, which 1s given by:

Ve=Vi ™1, Eq. (5)

where V, 1s a volume of exhaled air per breathing cycle, and
f, denotes a breathing frequency. Alternatively, V. can be
expressed as a total exhaled volume for a period over time.

[0054] In one embodiment, V, 1s linearly correlated to a
breathing amplitude determined with the methods disclosed
above as shown 1 FIG. 12. From this relationship, V, and,
thus, V., 1s determined and the energy expenditure 1s deter-
mined from Equation 2.

[0055] Pulse Transit Time. In one embodiment, a non-con-
tact optical imaging method 1s also used to determine pulse
transit time (PTT) related information. The vanations in PT'T
of different body sites are obtained by analyzing a time dii-
terence of PPG signals. In FIG. 8(a), the P1T from the sub-
ject’s heart to the subject’s mouth, and from the subject’s
heart to the subject’s left palm and right palm were indicated
by t1, 12, and t3, respectively. The corresponding ROI selec-
tions of three locations from the video sample are shown in

FIG. 8(b) as three rectangles having different colors, namely
RO selection 800, ROI selection 802, and ROI selection 804.

The PPG signals obtained from the ROIs were plotted 1n FIG.
8(c). Time differences were found between PPG signals from
different regions of the subject’s body in every heart cycle.
The PPG signal detected from the mouth area (blue curve
806) arrtved earlier than the PPG signals detected from the
left palm area (red curve 808) and the right palm area (green
curve 810). A sample of the delay 1s shown 1n FIG. 8(c¢) to
illustrate a PTT difference between the mouth and the palms
from signals obtained from the ROIs. The time delay 1s about
30 milliseconds (ms) between the PPG signals obtained form
the mouth and the palms. The PT'T difference was not obvious
between left and right palms.

[0056] Several signal processing algorithms can be utilized
to determine the time differences in PT'T among the different
body sites. In one embodiment, a first algorithm 1s based on
comparing peak locations of different PPG signals using a
linear curve fitting method. FIGS. 9(a) and 9(b) show an
estimated peak location for a single cycle of a PPG signal
using a linear curve fitting method. FIG. 9(a) shows an origi-
nal PPG signal sample including one heart beat cycle from a
PPG signal obtained from one subject. The heart beat cycle 1s
selected by a dash red rectangle 900 for further analysis. The
peak location of the selected signal 1s estimated by fitting two
linear curves L1 and L2 (black dashed lines). L1 1s positioned
on a rising edge (left portion of the peak) and L2 1s positioned
on a falling edge (right portion of the peak) of the signal as
shown in F1G. 9(b). The point of intersection (1indicated by the
green arrow 902) of the two linear curves L1 and L2 is the
estimated peak location in the selected heart beat cycle. PT
differences were determined by comparing the peak locations
of PPG signals obtained at different body locations (e.g., the
subject’s mouth and the subject’s fingers).

[0057] To validate the results, simultaneous measurements
of the physiological signals were carried out with different
reference technologies. For heart rate measurement, a Zephyr
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ECG was used. For breathing pattern measurement, two ret-
erence technologies, viz., a Zephyr wearable device and an
Oxycon metabolic analysis instrument, were used. The
Zephyr device used a movement sensor integrated 1n a belt
wrapped around the subject’s chest. Because the Zephyr
device does not provide exhaled tlow rate, the Oxycon 1nstru-
ment 1s used to measure both the breathing frequency and the
exhalation volume flow rate via a turbine flow meter attached
to a mask worn by the subject. To validate PTT results, several

feature extraction algorithms can be used, and EPIC Motion
Sensors (PS25451).

[0058] Asshownin TableI below, nine tests taken from one
subject were analyzed to obtain the average value of PTT
difference between the subject’s mouth area and the subject’s
palm areas. Each test lasted for 30 seconds. The PTT differ-
ence for each test 1s an average result from all the available
heart beat cycles 1n that time period. Table I shows PPG delay
estimation results among different sites. The values are cal-
culated based on a linear curve fitting method. The estimated
delay values obtained form a facial area to two palm areas are
similar, about 30-31 milliseconds (ms).

TABLE 1

PTT Ditference PTT Ditterence

Test Heart Rate from Left Palm from Right Palm
No. (bpm) to Mouth (ms) to Mouth (ms)

1 72 22.50 22.28
2 78 34.50 32.37
3 78 28.36 29.35
4 72 30.39 32.23
5 72 23.35 277.82
6 71 33.97 35.64
7 106 25.99 28.26
8 96 34.56 36.04
9 96 34.13 35.61
Average 29.75 31.07
SD/Average 16% 15%

Matlab functions, findpeaks and xcorr, were also used to
estimate the value of PI'T difference. Function findpeaks
provides the peak location of the mput data by searching for
the local maximum value of the sequence. Function xcorr
realizes phase shift estimation between two signals by taking,
their convolution and searching for the delay that gives the
largest convoluted result. However, the standard deviations of
the calculated PTT differences obtained from these two meth-
ods were higher than the standard deviation obtained from the
first one (linear curve fitting method). Theretfore, the first
method was used to estimate the PTT differences among
different body sites. Test results 1n Table I show that the
difference in PTT between the palm and the mouth 1s about 30
ms. The results are consistent with the values of PTT differ-
ence between ears and fingers reported by other researchers.

[0059] Small-Scale Pilot Study. To demonstrate the robust-
ness of the developed methods to monitor physiological sig-
nals, a small-scale pilot study was conducted for statistical
analyses. Ten participants were enrolled 1n the Institutional
Review Board (IRB) study, which was approved by Arizona
State University. The participants were of different genders (6
males, 4 females), age (27.3+4.5 years old, mean+S.D.), eth-
nic profiles, and skin colors. Informed consents were
obtained from all participants following approved protocol.

[0060] Bland-Altman plots were used to analyze the agree-
ments between presented physiological signal detection
methods and reference technologies. FIG. 10 shows the
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Bland-Altman plot for heart rate detection. The differences
between the breathing rate measured by the non-contact
method described herein and the breathing rate measured by
a commercial pulse oximetry (y-axis) were plotted against the
average breathing rate measured by the two methods (x-axis).
The mean difference was 0.86 beats per minute (bpm) with
95% limits of agreement (x1.96 standard deviation) at —2.47
bpm and 4.19 bpm. The root-mean-square error (RMSE) was
1.87 bpm and r was 0.98 (p<t0.001). FIG. 11 shows the Bland-
Altman plot for breathing rate detection. The differences
between the breathing rate measured by the non-contact

method described herein and the breathing rate measured by
a Zephyr device (y-axis) were plotted against the average
breathing rate measured by the two methods (x-axis). The
mean difference was 0.02 breaths/minute (min.) with 95%

limits of agreement (x1.96 standard deviation) at -2.40
breaths/min. and 2.45 breaths/min. RMSE was 1.20 breaths/

min. and r was 0.93 (p<<0.001).

[0061] Both the method described herein and the reference

technologies can introduce error to the test results. For statis-
tical analyses, p<<0.05 1s considered to be a significant corre-
lation between two compared methods. So the overall error
rates were acceptable. A pilot study was also conducted for
PTT difference calculation. Ten tests were taken from 4 sub-
jects. The average P1T difference between the mouth area
and the palm areas was about 30-40 ms, as shown 1n Table II.
Table II shows PTT difference estimate results among four
subjects. The values were calculated based on a linear curve
fitting method. The average PTT difference between the
mouth area and the palm areas was about 35 ms from the left
palm area to the mouth area and 37 ms from the right palm
area to the mouth area.

TABLE II

PTT Ditference PTT Ditference

Test from Left Palm from Right Palm
No. Gender to Mouth (ms) to Mouth (ms)

1 Female 29.75 31.07
2 Female 35.02 32.06
3 Male 32.96 41.67
4 Male 42.03 43.29
Average 34.94 37.02
SD/Average 15% 17%

[0062] The embodiments described herein demonstrate
exemplary optical imaging-based methods for non-contact
monitoring of physiological signals, including, for example,
breathing frequency, exhalation tflow rate, heart rate, and
pulse transit time, by detecting facial color changes associ-
ated with blood circulation and body movement associated
with breathing. By implementing differential detection and
motion-tracking algorithms, the breathing frequency and the
exhalation volume flow rate are accurately tracked, which 1s
robust against moderate body movements unrelated to breath-
ing. The physiological signals measured by the imaging
methods are in excellent agreement with those obtained using
reference technologies. As demonstrated herein, the differ-
ence 1n pulse transit time can be determined by the non-
contact imaging method and the results are comparable to the
related values reported by other literature. Furthermore,
results of a small-scale pilot study 1nvolving participants of
different ethnic profiles, sex and ages demonstrate the basic
principle of the optical imaging methods.
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[0063] Thedescribed system and methods are not limited to
the specific embodiments described herein. In addition, com-
ponents of each system and/or steps of each method may be
practiced independent and separate from other components
and method steps, respectively, described herein. Each com-
ponent and method also can be used in combination with
other systems and methods.

[0064] The foregoing description of embodiments and
examples has been presented for purposes of 1llustration and
description. It 1s not intended to be exhaustive or limiting to
the forms described. Numerous modifications are possible in
light of the above teachings. Some of those modifications
have been discussed and others will be understood by those
skilled 1n the art. The embodiments were chosen and
described for illustration of various embodiments. The scope
1s, of course, not limited to the examples or embodiments set
forth herein, but can be employed 1n any number of applica-
tions and equivalent devices by those of ordinary skill 1n the
art. Rather, 1t 1s hereby intended the scope be defined by the
claims appended hereto. Additionally, the features of various
implementing embodiments may be combined to form fur-
ther embodiments.

What 1s claimed 1s:

1. A system for monitoring one or more physiological
parameters of a subject under free-living conditions, the sys-
tem comprising:

a camera configured to capture and record a video
sequence including at least one 1mage frame of at least
one region of interest (ROI) of the subject’s body; and

a computer i signal communication with the camera to
receive signals transmitted by the camera representative
of the video sequence, the computer including a proces-
sor configured to process the signals associated with the
video sequence recorded by the camera, and a display
configured to display data associated with the signals.

2. The system of claim 1 wherein the computer 1s external
to the camera.

3. The system of claim 1 wherein the system 1s configured
to monitor one or more of the following physiological param-
cters: a heart beat; a heart rate (HR), a breathing pattern, a
breathing amplitude, a breathing frequency (BF), an exhala-
tion flow rate and/or a pulse transit time (P1T).

4. The system of claim 3 wherein the HR and the PTT are
detected by tracking an 1image intensity change of the sub-
ject’s skin.

5. The system of claim 3 wherein the BF and the exhalation
flow rate are detected by tracking subtle body movements of
the subject associated with breathing.

6. The system of claim 1 wherein the processor 1s config-
ured to:

select the at least one ROI of the subject’s body;

detect body movement of the at least one ROI 1n the video
sequence; and

determine a breathing pattern based on the detected body
movement.

7. The system of claim 6 wherein the processor 1s config-
ured to:

select a region of pixels around an edge of each shoulder of
the subject to be the regions of interest (ROIs);

determine a derivative of the ROIs along a vertical direc-
tion to obtained two differential images of the ROIs;

divide the differential 1mage of each selected ROI of the
ROIs 1nto a top portion and an equal bottom portion
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along the edge of a respective shoulder to define an
intensity of the top portion as dA, and an intensity of the
bottom portion as dB; and

determine a vertical movement of the shoulders by:

dA — dB

df = .
dA +dB

8. The system of claim 7 wherein the processor 1s config-
ured to:

calculate dI for every frame of the video sequence; and

plot dI against time after applying a low-pass filter with a
cut-oil frequency of 2 Hz.

9. The system of claim 1 wherein the camera comprises a
plurality of cameras configured to capture video sequences of
a plurality of regions of 1nterest of the subject’s body.

10. The system of claim 1 wherein the camera 1s housed
within a mobile device.

11. The system of claim 1 further comprising a light source
configured to 1lluminate the at least one ROI of the subject’s

body.

12. The system of claim 1 further comprising a user inter-
face configured to select at least one ROI and perform signal
processing of data associated with the at least one ROI to
determine a heart beat and a breathing signal, and display
results in real time on the display.

13. The system of claim 1 wherein the camera records the
video sequence of the subject’s face, and the processor 1s
configured to perform a Fast Fourier Transtorm (FFT) on an
intensity signal averaged over a plurality of pixels 1n the at
least one ROI, an FFT spectrum of the at least one ROI
representing a heart beat signal as a peak at a frequency
corresponding to the heart rate.

14. The system of claim 13 wherein the processor 1s con-
figured to extract a peak amplitude 1n each pixel of the plu-
rality of pixels and plot a peak amplitude on a colormap to
analyze a variation of the heart beat signal in different areas of
the subject’s face.

15. The system of claim 1 wherein the processor 1s config-
ured to:

determine a volume flow rate of the exhaled air trom the
breathing pattern; and

determinming an energy expenditure based on the deter-
mined volume flow rate of the exhaled atr.

16. A method for monitoring a breathing pattern of a sub-
ject, the method comprising:

selecting a region of pixels around an edge of each shoulder
of the subject to be the regions of interest (ROIs);

determinming a derivative of the ROIs along a vertical direc-
tion to obtained two differential images of the ROIs;

determining a position of each shoulder by dividing a dii-
ferential 1mage of each selected ROI into a top portion
and an equal bottom portion along the edge of the shoul-
der, wherein an intensity of the top portion 1s dA and an
intensity of the bottom portion 1s dB; and

determining a vertical movement of each shoulder for
every frame of the video sequence.



US 2014/0276104 Al

17. The method of claim 16 further comprising implement-
ing a motion-tracking algorithm to correct motion artifacts,
comprising;

selecting at least one region of interest (ROI);

calculating body movement every 100 frames of the video

sequence within the top portion and the bottom portion
based on a shift 1n an x direction and a shift in a vy
direction;

updating each of the top portion and the bottom portion

with the shift x and the shift_y; and

plotting dI to generate a breathing curve.

18. The method of claim 17 further comprising determin-
ing an exhalation tlow rate, wherein an exhaled breath volume
1s calculated from dlI.

19. The method of claim 16 further comprising determin-
ing a pulse transit time comprising:

analyzing a time difference of a plurality of PPG signals

including a first PTT associated with transit time from
the subject’s heart to the subject’s mouth (t1), a second
PTT associated with transit time from the subject’s heart
to the subject’s lett palm (12), and a third P'T'T associated
with transit time from the subject’s heart to the subject’s

right palm (t3);

Sep. 13, 2014

selecting a corresponding ROI selection for each of the first
PTT, the second P11, and the third PTT from the video
sequence; and

plotting the plurality of PPG signals obtained from the ROI
selection to find the time differences of the plurality of

PPG signals from different regions of the subject’s body
in every heart cycle.

20. The method of claim 19 further comprising determin-
ing time differences in PT'T among the different regions based
on comparing peak locations of the plurality of PPG signals
using a linear curve fitting method, comprising:

selecting a heart beat cycle signal for analysis, wherein a

peak location of the selected heart beat cycle signal 1s
estimated by fitting two linear curves L1 and L2, L1
positioned on arising edge of the peak location and 1.2 1s
positioned on a falling edge of the peak location;

determining an estimated peak location as a point of inter-
section of the two linear curves L1 and [.2; and

determining time differences 1n PTT by comparing peak
locations of the plurality of PPG signals obtained at
different body locations.
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