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(57) ABSTRACT

A method for controlling unmanned vehicles to maintain
line-of-sight between a predetermined target and at least one
unmanned vehicle. The method comprises: providing an
unmanned air vehicle including sensors configured to locate
a target and an unmanned ground vehicle including sensors
configured to locate and track the target; communicating and
exchanging data to and among the unmanned ground
vehicles; controlling the unmanned air vehicle and the
unmanned ground vehicle to maintain line-of-sight between a
predetermined target and at least one of the unmanned air
vehicles; geolocating the predetermined target with the
unmanned air vehicle using information regarding a position
of the unmanned air vehicle and 1nformation regarding a
position of the target relative to the unmanned air vehicle; and
transmitting information defining the geolocation of the pre-
determined target to the unmanned ground vehicle so that the
unmanned ground vehicle can perform path planming based
on the geolocation.
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COLLABORATIVE ENGAGEMENT FOR
TARGET IDENTIFICATION AND TRACKING

[0001] This s acontinuation of U.S. patent application Ser.
No. 12/405,207, filed Mar. 16, 2009, titled Collaborative
Engagement for Target Identification and Tracking, which
claimed priority to U.S. Provisional Patent Application No.
61/036,988, filed Mar. 16, 2008, the entire disclosure of

which 1s incorporated herein by reference in 1ts entirety.

INTRODUCTION

[0002] The present teachings relate to collaborative
engagement of unmanned vehicles to i1dentify, detect, and
track a target. The present teachings relate, more particularly,
to collaboratively utilizing unmanned air and ground vehicles
to 1dentily, detect, and track a target 1n a variety of urban and
non-urban environments.

BACKGROUND

[0003] There exists a need to search for, detect, track, and
identily human and non-human targets, particularly 1n urban
settings where targets can use their setting, e.g., buildings,
narrow alleyways, and/or blending with civilians, to escapeor
decrease chances of being discovered. In an urban environ-
ment, 1t may not be enough to command an unmanned air
vehicle (UAV) to fly over a target and assume that the target
will be seen. It may be necessary for the UAV, in an urban
environment, to fly at low altitudes and parallel to an alleyway
rather than perpendicular to 1t; or to make an orbit that avoids
a tall building. A large risk during urban surveillance 1s losing
a target due to occlusion by buildings. Even with this
increased intelligence, the UAV may not be unable to
adequately search for, detect, track, and 1dentify a target.

SUMMARY

[0004] The present teachings provide a method for control-
ling unmanned vehicles to maintain line-of-sight between a
predetermined target and at least one unmanned vehicle. The
method comprises: providing an unmanned air vehicle
including sensors configured to locate a target and an
unmanned ground vehicle including sensors configured to
locate and track the target; communicating and exchanging
data to and among the unmanned ground vehicles; controlling
the unmanned air vehicle and the unmanned ground vehicle to
maintain line-of-sight between a predetermined target and at
least one of the unmanned air vehicles; geolocating the pre-
determined target with the unmanned air vehicle using infor-
mation regarding a position of the unmanned air vehicle and
information regarding a position of the target relative to the
unmanned air vehicle; and transmitting information defining
the geolocation of the predetermined target to the unmanned
ground vehicle so that the unmanned ground vehicle can
perform path planning based on the geolocation.

[0005] The present teachings also provide a collaborative
engagement system comprising: at least one unmanned air
vehicle including sensors configured to locate a target and at
least one unmanned ground vehicle including sensors config-
ured to locate and track a target; and a controller facilitating,
control of, and communication and exchange of data to and
among the unmanned vehicles, the controller facilitating data
exchanged via a common protocol. The collaborative engage-
ment system controls the unmanned vehicles to maintain
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line-of-sight between a predetermined target and at least one
of the unmanned vehicles, geolocating the predetermined
target with the unmanned air vehicle and transmitting infor-
mation defining the geolocation of the predetermined target
to the unmanned ground vehicle so that the unmanned ground
vehicle can perform path planning based on the geolocation.
[0006] Additional objects and advantages of the present
teachings will be set forth 1 part i the description which
tollows, and 1n part will be obvious from the description, or
may be learned by practice of the present teachings. Such
objects and advantages may be realized and attained by
means of the elements and combinations particularly pointed
out in the appended claims.

[0007] Itisto beunderstood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory only and are not restrictive of the
present teachings or claims.

[0008] The accompanying drawings, which are incorpo-
rated 1in and constitute a part of thus specification, illustrate
exemplary embodiments and, together with the description,
serve to explain certain principles of the present teachings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG. 1 illustrates an exemplary visibility map.
[0010] FIG. 21illustrates exemplary visibility codes from a
variety of directions for the location 1llustrated 1n the visibil-
ity map of FIG. 1.

[0011] FIG. 3 illustrates an exemplary visibility likelihood
map for a umiform distribution of targets, cumulative of the
directional visibility illustrated in FIG. 2.

[0012] FIG. 4 1llustrates an exemplary visibility likelihood
map for a non-uniform distribution of targets.

[0013] FIG. 51llustrates an exemplary visibility likelihood
map generated when a non-uniform distribution of possible
target positions 1s known.

[0014] FIG. 6 1llustrates an exemplary grey-scale visibility
map showing a likelihood that a target (dot at left side) can be
viewed from any direction.

[0015] FIG. 7 illustrates an exemplary navigation cost map
based on the values of FIG. 6.

[0016] FIG. 8 illustrates an exemplary UGV {for use 1n a
system 1n accordance with the present teachings.

[0017] FIG. 9 illustrates an exemplary UAV for use 1n a
system 1n accordance with the present teachings.

[0018] FIG. 10 1llustrates exemplary functional blocks that
can be utilized to plan mission execution.

[0019] FIG. 11 illustrates an exemplary Search Area Mis-
s1ion Task Component.

[0020] FIG. 12 illustrates an exemplary Pursue Target Mis-
s1on Task Component.

[0021] FIG. 13 illustrates an exemplary Geolocate Target
Mission Task Component.

[0022] FIG. 14 1illustrates an exemplary Collaborate Path
task.
[0023] FIG. 15 illustrates an exemplary network fusion by

propagating inter-node differences.

[0024] FIG. 16 illustrates functional blocks required to
implement fusion.

[0025] FIG. 17 illustrates an exemplary embodiment of an
overall system for collaborative unmanned vehicle target
detection and tracking.

[0026] FIG. 18 illustrates an exemplary embodiment of a
decentralized fusion node for an unmanned vehicle agent.
[0027] FIG. 19 illustrates an exemplary embodiment of a
Supervisor OCU interface.
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DESCRIPTION OF THE EMBODIMENTS

[0028] Reterence will now be made 1n detail to exemplary
embodiments of the present teachings, examples of which are
illustrated 1n the accompanying drawings. Wherever pos-
sible, the same reference numbers will be used throughout the
drawings to refer to the same or like parts.

[0029] Inaccordance with the present teachings, more than
one unmanned vehicle (including one or more UAV's and/or
UGVs)1s utilized, collaboratively, to search for, detect, track,
and 1dentily a target. The unmanned vehicles collaborate to
best ensure that at least one unmanned covers the target while
the sights of the other vehicle(s) are blocked by, for example,
and urban obstruction such as a building. The present teach-
ings contemplate giving unmanned vehicles the intelligence
to decide which positions will maximize potential sight lines,
to predict (in certain embodiments of the present teachings
with operator assistance and guidance) where a target will go,
and to allow teams of vehicles to collaborate 1n achieving full
coverage of a target. An exemplary embodiment of an overall
system for collaborative unmanned vehicle target detection
and tracking 1s illustrated 1n FI1G. 17. As shown, a Supervisor
operator control unit (OCU) commumnicates with and controls
at least one UGV and at least one UAV via, for example radio
frequency (RF) and/other Ethernet. In the 1llustrated embodi-
ment, a ground control station for the UAV 1s used in addition
to the Supervisor OCU for UAV communication and control.
This exemplary hardware architecture integrates at least one
UGV and at least one UAV with a single common controller,
the Supervisor OCU. Communication to and among the
unmanned vehicles enables the desired collaboration. As an
example, for collaborative target tracking, the required infor-
mation to be shared includes the target’s state estimate and its
covariance matrix, as well as the uncertainty of the target’s
state. As this data 1s shared through the network, the target
data gets fused as described below regarding DDF architec-
ture. Collaboration occurs when the fused target estimate 1s
updated among the unmanned vehicles. The Supervisor OCU
can provide the fused track estimate to a system operator.
[0030] Inembodiments employing a Raven as the UAYV, the
Raven communication and control hardware, commonly
referred to as 1ts Ground Control Station (GCS), can comprise
a hand controller, a hub unit, an RF unit, and an antenna(e)
post. The GCS hub unit can process and convert the message,
telemetry, and hand controls to Cursor-on-Target (CoT) mes-
sages to be received by the UAV platform. The GCS hub and
the illustrated FreeWave radio can interface with the Super-
visor OCU via an Ethernet hub for computationally intensive
tasks.

[0031] The present teachings contemplate developing a
system allowing a team of unmanned vehicles to search urban
terrain for an elusive human dismount target or non-human
target, track the target even 11 1t attempts to avoid detection,
and pursue and engage the target on command from an opera-
tor.

[0032] Incertain embodiments as described hereinbelow 1n
more detail, the present teachings are implemented on a Pack-
Bot as the UGV and an AeroVironment Raven or AirRobot
quad-rotor platform as a UAV. However, one skilled 1n the art
will appreciate that a variety of known UGVs and UAVs may
be utilized collaboratively 1n accordance with the present
teachings.

[0033] Certain embodiments of the present teachings con-
template integrating existing or developing visual tracking
algorithms (such as, for example, those being developed by
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the Air Force Research Laboratory (AFRL)) with existing
situational awareness frameworks (such as, for example, the
AFRL Layered Sensing model), which can be augmented by
human assistance from an operator (using, for example, and
operator control unit such as that provided for an 1Robot
PackBot) in the area of, for example, 1dentifying the most
likely targets. In accordance with certain embodiments, 1den-
tified targets can be provided to the unmanned vehicle teams
in terms of global positioning system (GPS) coordinates.

[0034] The present teachings further contemplate utilizing,
for example, an a prior1 digital terrain elevation data (DTED)
map of the urban terrain, from which target paths can be
predicted (1n some embodiments with operator assistance),
and motion of the unmanned vehicles can be planned to
maximize probability of keeping a target 1n view despite the
presence of occluding obstacles. Certain embodiments of the
present teachings provide such tracking and predicting a loca-
tion of a target i the presence of occlusions (such as those
that exist in urban environments) using certain predefined
algorithms, and integration of those algorithms with semi-
autonomous or autonomous behaviors such as navigation and
obstacle avoidance behaviors suitable for real-world urban
terrain.

[0035] In certain embodiments, the present teachings pro-
vide a UGV that 1s equipped with an orientation sensor such
as a GPS or INS/GPS system (such as, for example, and
Athena Micro Guidestar INS/GPS or a MicroStrain 3DM-
(G X1 orientation sensor) for navigation based on both GPS
and INS, including navigation 1n occluded spaces such as
urban canyons that may intermittently block GPS signals.
The UGV can be equipped with a payload such as a Navigator
Payload (which can include, for example, a stereo vision
system, GPS, LIDAR (e.g., SICK LIDAR) integrated with
GPS, an IMU, a gyro, a radio and a dedicated processor (for
example running 1Robot’s proprietary Aware 2.0 software
architecture)). The Navigator payload can provide, for
example, on-board 1ntegrated obstacle avoidance and way-
point following behaviors through complex terrain. The UGV
can additionally be equipped with a camera (e.g., a Sony
zoom camera) on a pan/tilt (e.g., a TRACIabs Biclops pan/
t1lt) mount to keep a target 1n view from the ground.

[0036] The present teachings provide a UAV and UGV
team that can track and potentially engage a human or non-
human target. In certain embodiments, a single operator can
control one or more unmanned vehicles to perform the opera-
tions necessary to search for, track, monitor, and/or destroy
selected targets. This functionality can be implemented 1n
accordance with the present teachings by utilizing a Layered
Sensing shared situational awareness system that can deter-
mine the location of targets using combined machine percep-
tion and human feedback. The Layered Sensing system has
been defined (by AFRL) as a providing “military and home-
land security decision makers at all levels with timely, action-
able, trusted, and relevant information necessary for situ-
ational awareness to ensure their decisions achieve the
desired military/humanitarian effects. Layered Sensing is
characterized by the appropriate sensor or combination of
sensors/platforms, 1nfrastructure and exploitation capabili-
ties to generate that situational awareness and directly support
delivery of “tailored effects.” In accordance with various
embodiments, the Layered Sensing system can direct an
unmanned vehicle team to 1nvestigate a target and determine
an optimal path to fly to view the target. It can also return
views of the target from the air and the ground for operator
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(and other personnel) review. In conjunction with an a priori
map and based on terrain data such as DTED terrain data, 1t
can predict the target’s location or assist an operator in pre-
dicting the targets location and, based on such prediction,
determine an optimal path to fly to view the target.

[0037] In certain embodiments, 11 one of the unmanned
vehicle team members flies to the predicted target location
and cannot view the target, one or more of the unmanned
vehicles in the team can utilize predictive algorithms 1n accor-
dance with the present teachings to fly a search pattern to
attempt to find the target. If the target 1s spotted by a team
member, that team member—using 1ts own GPS coordinates
to determine GPS coordinates of the target—can send the
target location to other team members. The UAV has mounted
thereon one or more cameras that can, for example, be
mounted in gimbals (e.g., a Cloud Cap Technology TASE
gimbal) for optimal range of motion. If more than one camera
1s used, one camera can face forward and one camera can face
to the side to keep the target 1n view. The cameras allow the
UAV to keep the target in view. Another team member, such as
an unmanned ground vehicle (UGV), can then navigate
autonomously (or semi-autonomously with operator assis-
tance) to the target location using, for example, GPS, INS,
compass, and odometry for localization and LIDAR {for
obstacle avoidance. The LIDAR obstacle sensing can be inte-
grated with terrain data from maps of from another source
such as a team member. A path planning algorithm such as A*
or a Rapidly-exploring Random Tree (RRT) can be utilized to
plan a path to the target based on an a prior1 map. An RRT 1s
a data structure and algorithm, widely used in robot path
planning, designed for eiliciently searching non-convex,
high-dimensional search spaces. Simply put, the tree 1s con-
structed 1n such a way that any sample in the space 1s added by

connecting 1t to the closest sample already 1n the tree.

[0038] When a team member arrives in a proximity of the
target, the team member can use 1ts camera to attain a close-up
view of the target. Then, as the target moves, the unmanned
vehicle team 1s controlled to best maintain a view of the target
despite occluding obstacle, using a combination of the target
prediction algorithms and local navigation behaviors such as
obstacle avoidance.

[0039] Path Planning to Search for Target

[0040] When searching for a target, UAV team members
that comprise fixed wing aircraft (such as, for example, an
AeroVironment Raven or Dragon Eye (with autopilot as nec-
essary)) cannot remain stationary and must orbit, and there-
fore should be capable of planning for occlusions and mini-
mizing them. In accordance with certain embodiments of the
present teachings occlusion planning and minimization can
be accomplished as follows:

[0041] First, the system attempts to evaluate or predict
where the target 1s likely to be within a short time horizon
(e.g., one to two minutes) by computing a distribution p (X)
that gives a probability that the target 1s at x at time t. This can
be accomplished, for example, by sampling from past obser-
vations of target tracks, a goal-oriented walking or running,
model for a target, and/or a model selection algorithm that
chooses the best among these and other known models. The
distribution can be represented and updated efficiently using
particle filters, which 1s an extension of a Kalman-type filter
to multi-modal distributions.

[0042] Once the system has evaluated or predicted where
the target 1s likely to be within the short time horizon, 1t can
then attempt to predict where unmanned vehicle team mem-
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bers can be positioned to best “see’ a target. This computation
can be based on a pre-computed visibility map and a distri-
bution of where the target 1s likely to be. Given a distribution
of the target position p, (x) and a visibility map p, (yIx)
giving a probability that a target at x 1s visible from an
unmanned vehicle (e.g., a UAV) at position v, the system
calculates the probability p,, (y) that the target 1s visible from
an unmanned vehicle at position y. These calculations or
algorithms can be implemented on a graphic processor unit
(GPU) such as Quantum3D’s COTS GPU {for real-time com-
putation. A GPU i1s a dedicated graphics rendering device that
1s very elficient at manipulating and displaying computer
graphics. Its highly parallel structure makes 1t more effective
than general-purpose CPUs for a range ol complex algo-
rithms. The visibility map 1s computed ahead of time, so that
atevery position P, (yIx) can be represented for constant X as
a polygon that 1s fast to compute. The GPU can be used to
accumulate the polygons 1n a bufler to generate a visibility
map, an example of which 1s illustrated in FIG. 1 and dis-
cussed 1mn more detail below. The 1llustrated polygons are
equally spaced on a grid, and each polygon represents the
visibility at 1ts center point. A full circle means that the area 1s
unoccluded (1n this map by the 1llustrated buildings). Other-
wise, the polygon 1s effectively a radial plot representing the
clevation angles from which the point 1s visible. Therefore,
the smaller the polygon, the less its area 1s visible from the arr.

[0043] Visibility codes are then generated for the area 1llus-
trated 1n FIG. 1. These visibility codes can be illustrated, for
example, 1n eight different directions for which visibility can
be evaluated. The visibility codes are illustrated 1n FIG. 2 for
the eight different directions. Shades of gray determine the
level of occlusion in the illustrated direction, darker areas
representing more occlusion. Thus, darker areas are less vis-
ible from the given direction; 1.e., the minimum elevation
angle at which the sky 1s visible 1s higher the darker the area
1s. FI1G. 3 represents a map that 1s cumulative of the direc-
tional visibility illustrated in FIG. 2. FIG. 3’s visibility like-
lithood map assumes that the target could be anywhere 1n the
map (1.e., assuming a uniform distribution of the position of
the dismount on the ground). Lighter areas are positions from
which one 1s less likely to see the target. Notice that the center
area 1s lighter because of the greater number of occlusions
caused by the buildings.

[0044] FIG. S illustrates a visibility likelihood map gener-
ated when a non-uniform distribution of possible target posi-
tions 1s known, as illustrated in FIG. 4. When a non-uniform
distribution of possible target positions can be used, the area
where the target 1s likely to be visible from can be understand-
able much more concentrated than in the map of FIG. 3.

[0045] The system next calculates a path for one or more
unmanned vehicle team members that minimizes loss of the
target. Paths are generated by the RRT and evaluated by the
system and/or one or more operators to determine a path that
minimizes a given criteria (e.g., the amount of time a target 1s
lost). In certain embodiments of the present teachings, the
system chooses a path y(t) that maximizes Jp,[y(t)]dt, where
the integral 1s performed over the time horizon.

[0046] Framework for Collaborative Unmanned Vehicle
Planning
[0047] Choosing where an unmanned vehicle should go to

find a target 1s a complicated decision that depends on where
one believes the target 1s, and where it might go during the
time 1t takes a team member to get to a viewing position. The
present teachings provide the capability to evaluate a number
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of paths and choose a path or accept instructions from an
operator regarding path choice. Once the path 1s selected, one
or more unmanned vehicle team members are directed 1n
accordance with those paths to execute autonomous naviga-
tion.

[0048] As stated above, the present teachings can combine
RRTs to represent possible trajectories of the unmanned
vehicles and Monte Carlo methods to represent the uncer-
tainty about where the target 1s. Possible target trajectories are
constructed over a finite time horizon and, during RRT tra-
versal, the system tracks how many times it has seen a particle
tor each RRT node. This 1s because 1t can be disadvantageous
to continue following a particle that has already been seen,
and so a cost function can discount particles that have been
seen more than once. This method can generate one or more
paths that sweep out and attempt to consume the probability
mass of where the target may be. Monte Carlo methods, with
which those skilled in the art are familiar, are a class of
computational algorithms that rely on repeated random sam-
pling to compute their results. Monte Carlo methods are often
used when simulating physical and mathematical systems,
and when 1t 1s 1nfeasible or impossible to compute an exact
result. The present teachings contemplate, for example,
evaluating more than 64,000 trajectories, and at each of the

128,000 RRT nodes, evaluating the visibility of particles, all
at a rate of 1 Hz.

[0049] Visibility Map Generation Using GPUs

[0050] For map generation (in a timely manner), various
embodiments of the present teachings perform visibility com-
putations using DTED data (e.g., Level 4 data or higher (/4™
or V27" arc second spacing)) to create a map representing the
visibility at each location. Performing these computations on
a GPU allows rapid map generation and real-time calculation
of visibility by rendering polygons representing visibility
(see FIG. 1) and obtaining a map (e.g., a color-coded map)
therefrom whose values (colors) tell the system and/or an
operator how likely an unmanned vehicle team member, and
particularly a UAYV, 1s to be able to view a target from a given
point.

[0051] Inacolor-coded visibility map that can be generated
in accordance with the present teachings, the different colors
utilized in the map can represent the direction from which the
target 1s visible. For example, a red-colored area on the map
can represent an area from which a target 1s visible to the east.
Light blue, on the other hand, can indicate an area from which
the target 1s visible to the west. Brighter color can, for
example, indicate an area where an unmanned vehicle 1s more
likely to see a target (from the color-indicated direction).
Further, a mixture of colors can be used to indicate more than
one direction from which the target may be visible. Such a
map can be calculated for either a concentrated (there 1s some
idea where the target 1s) or umiform (target could be any-
where) distribution of target position. Thus, 11 a potential
target location 1s unknown, the system (e.g., the GPU) can
nevertheless compute a best location by accumulating poly-
gons over all possible positions. If the target location 1is
known, the system (e.g., the GPU) can compute visibility
maps several times per second.

[0052] As an alternative to, or 1n addition to such color-
coded maps, a grey-scale visibility map can be generated and
utilized, such as that illustrated 1n FIG. 6, which shows a
likelihood that a target (dot at left side) can be viewed from
any direction. A marginal probability of viewing the target
from any direction from a given point 1s shown. Lighter
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indicates an increased chance of viewing the target. Thus,
white areas correspond to viewpoints from which the target 1s
likely to be viewed, and dark areas correspond to viewpoints
from which the target 1s unlikely to be viewed. Such amap can
be used for computing an A* or RRT path.

[0053] FIG. 7 illustrates a navigation cost map based on the
values of FIG. 6, with equal cost contours. Thus, the visibility
map 1s used as a cost map for computing an unmanned vehicle
survelllance path, such as an A* path. The grayscale back-
ground of FIG. 7 shows the costto come from any place onthe
map to the peak of the cost function. Contours of equal cost
emanate from the starting position (the red dot in FIG. 6).
White (lighter) areas correspond to a lower total travel cost (or
higher likelihood of detection) and darker areas correspond to
a higher total travel cost (lower likelihood of detection). The
two paths traverse to the peak of the cost function, visiting the
most likely areas for finding the target. Regarding the lower
path, the planner could decide that, because of the large high
probability area 1n the lower right corner where the target 1s
likely to be seen, the unmanned vehicle should follow this
path through the high probability area instead of taking the
upper path, although the upper path may be shorter.

10054]

[0055] Certain embodiments of the present teachings addi-
tionally utilize thermal vision target tracking. Thermal vision
target tracking can be accomplished, for example, by equip-
ping one or more of the unmanned vehicle team members
(e.g., a UGV) with a thermal infrared camera. The thermal
infrared camera can comprise, for example, an FLIR Photon
thermal 1imager. Thermal 1maging 1s particularly usetul for
tracking human targets when the ambient temperature 1s less
about 90 degrees. Presently, an effective imaging range for a
thermal 1mager can be extended to about 30 meters.

[0056] When atargethas been located via thermal imaging.
Tracking software can apply thresholding to the thermal
image to eliminate 1solated pixels to filter noise. The centroid
of the remaining points can then be used to determine a
bearing to the target within the 1mage plane. A following
behavior can turn the UGV to face the target based on a
horizontal coordinate of the centroid, and can maintain a
desired distance from the target based on a vertical coordinate
of the centroid (1.¢., 1f the target 1s higher (father) 1n the image
than desired, the UGV moves forward, and if the target 1s
lower (nearer) 1n the 1image than desired, the UGV halts or
moves backward. In this way, the UGV {ollows the target
while maintaining a desired separation.

Thermal Vision Target Tracking

[0057] Certain embodiments of the present teachings can
additionally or alternatively utilize thermal 1maging with a
UAV.

[0058] The Control Architecture

[0059] In accordance with certain embodiments of the

present teachings, the control architecture comprised the fol-
lowing three primary parts: (1) a fully integrated architecture
fusing the U.S. Army’s Armament Research, Development
and Engineering Center multi-platform controller (ARDEC
MPC) architecture, a Mission Planner with collaborative
engagement capabilities, and local Decentralized Data
Fusion nodes on the unmanned vehicles; (2) a populated
Mission Planner with target engagement-specific Mission
Task Components, associated agents and defined interface(s)
to 1ntegrate with the MPC architecture; and (3) a functional
architecture decomposition of specific Mission Task Compo-
nents to clarify how high level tasks are executed at the low
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level by the respective unmanned platforms. These parts are
described 1n detail hereinbelow.

[0060] The present teachings contemplate many or all of
the following functions being performed by the operator and/
or members of the unmanned vehicle team. Hereinafter, the
operator and members of the unmanned vehicle team are
referred to as mission agents.

Agents to
Engagement Perform
Functions Function OCU/UAV/UGYV Behaviors
Maneuver to UGV, UAV  Read in terrain/road network map
get target Path plan from pt Ato pt B
N VIEW Register self to map
Maneuver map
Update location on path plan
Avoid obstacles to conduct path plan
Detect Operator, Identify target of interest in image
uGv
Threat Operator Operator determines target thread in
evaluation image
OCU calculates target geo-position from
sensor platform location, pointing and
geo-referenced map
Acquisition Operator, Track features of background image and
UGV, UAV  difference with target of interest
Track UGV, UAV  Reverse kinematics background features
with vehicle motion model
Generate estimated target position
measurement
Generate target track and uncertainty
Correlate UGV, UAV  Coalesce platform feature data

track Register localized platform
Match local platform tracks

Fuse track UGV, UAV  Update global track with respective tracks
and uncertainty
[0061] In accordance with certain embodiments of the

present teachings, simultaneous control of at least one UAV
and at least one UGV 1s achieved from a single operator
control unit (OCU), which can be achieved using waypoint
navigation for both the UAV and UGYV. Because the UAV and
UGV may handle waypoints in different ways, the system can
provide integration of waypoint control. For example, way-
point paths generated by the Supervisor OCU can be trans-
lated to appropriate UAV waypoint paths. Software tools can
be employed for task allocation to support coordinated
search, pursuit, and tracking of a target with unmanned
vehicles.

[0062] Theoverall systeminaccordance with an exemplary
embodiment of the present teachings comprises an 1Robot
PackBot UGV with, for example, a Navigator payload and
sensor suite. The PackBot and 1ts Navigator Payload sensor
suite can operate using the Aware 2.0 robot control architec-
ture. The PackBot, as illustrated 1n FIG. 8, 1s equipped with
two main treads used for locomotion, and two articulated
tlippers having treads that are used to climb over obstacles. A
PackBot can typically travel at sustained speeds of up to 4.5
mph. A PackBot’s electronics are typically enclosed in a
compact, hardened enclosure, and can comprise a 700 MHz
mobile Pentium III with 256 MB SDRAM, a 300 MB com-
pact tlash memory storage device, and a 2.4 GHz 802.11b
radio Ethernet.

[0063] The system can also comprise an AeroVironment
Raven UAV that 1s back-packable and hand-launchable. A
Raven 1s illustrated in FIG. 9. The Raven typically has a
90-minute flight duration and features EO/IR payloads and
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GPS. The Raven can be operated manually or programmed
for autonomous operation using, for example, a laptop mis-
s1on planner for processing and the Raven’s advanced avion-
ics and precise GPS navigation. The Raven has a wingspan of
4.5 feet and can weigh just over 4 1bs. It can be assembled 1n
less than 30 seconds and supports aerial surveillance up to 10
km 1n line-of-sight range. The raven can travel at speeds of up
to 50 knots. It can be equipped with forward-looking and
side-looking camera ports.

[0064] FIG. 9 illustrates an architecture supporting an inte-
grated system 1n accordance with various embodiments of the
present teachings. The OCU Supervisor includes a Mission
Planner with a collaborative engagement (CE) node. Combat
Decision Aid Software (CDAS) and CDAS/C2 nodes (bottom
lett) provide mission-level commands to the Mission Planner
CE node and can recetve mission status, target information
and event data from the Mission Planner. Mission-relevant
image data, target data and unmanned vehicle data can be
provided to the Situational Awareness (SA) server. The Mis-
sion Planner CE node 1s the central node that manages the
overall unmanned system and decomposes the CDAS/C2
high level mission commands to appropriate unmanned sys-
tem agents. The Mission Planner CE node functions are
described 1n more detail hereinbelow. CDAS 1s a high-level
mission planning, decision support tool providing simulta-
neous situational awareness, data sharing, and mission analy-
s1s for multiple combat units. CDAS provides libraries, func-
tions, and capabilities that minimize redundant efforts and
contlicting capabilities or efforts, and can assist 1n providing
relevant, timely, and critical information to the operator.

[0065] In certain embodiments, a CDAS Col component
can be utilized to translate Aware 2.0 interface calls from the
Supervisor OCU to Cot messages that are sent to CDAS, and
to receive CoT messages from TCP and/or UDP and translate
them to Aware 2.0 events/interface calls.

[0066] The Mission Planner conducts discrete manage-
ment of tasks and assigns those tasks to the unmanned
vehicles while the Decentralized Data Fusion (DDF) nodes
manage, 1n a distributed fashion, low-level continuous execu-
tion of the tasks and coordinate shared data and discrete
maneuvers. DDF function 1s described 1n detail hereinbelow.
The illustrated architecture allows for the Mission Planner to
handle contingency operations as they arise and respond to
them by updating tasks to the team agents while the DDF
nodes support tight collaboration and coordinated maneuvers
to pursue and geo-locate the target.

[0067] The Mission Planner CE node can be separate from
the OCUs from a functional and interface perspective. The
software modules can be designed to be plug and play. There-
fore, the Mission Planner module can have interfaces allow-
ing it to be located 1n the OCU Supervisor or separated onto
another piece of hardware. In fact, the Mission Planner node
and the OCUs for both UAV(s) and UGV(s) are envisioned to
be located 1n the same hardware unit, referred to herein as the
“OCU Supervisor.” The architecture design can allow a single
operator to monitor and control the mission through the OCU
Supervisor. The collaborative software system can be quickly
responsive to mission changes and replanning, while also
reducing the complexity 1n the number of components and
their respective interfaces. This 1s facilitated by the UAV and
UGV systems supporting waypoint navigation.

[0068] In accordance with certain embodiments, the OCU
Supervisor can display both video and telemetry data of each
unmanned vehicle to the operator. It can also allow the opera-
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tor to manually control each unmanned vehicle. In certain
embodiments, while the OCU Supervisor includes the hard-
ware typically used to manually operate the UGV, a separate
hand controller can be utilized for manual control of the UAV.
The exemplary architecture illustrated 1n FIG. 9 includes two
UGVs, one UAV, one UGV OCU and one UAV OCU. The
number of unmanned vehicles and OCUs may vary 1n accor-
dance with the present teachings.

[0069] Tactical UAVs are typically designed for optimal
endurance and hence mimimized for weight. As a result, com-
puting on the UAV platform 1s typically minimal. Most of the
required collaborative DDF processing and coordinated navi-
gation software will therefore be located on the UAV OCU,
rather than on the UAV platiorm itself. On the other hand,
tactical UGVs are typically not as constrained for weight and
endurance and have significantly higher on-board processing
capacity. In such a case, most all of the required collaborative
DDF processing can occur on the UGV platiorm.

[0070] The exemplary architecture illustrated in FIG. 9
supports not only imndividual and coordinated control of the
UAV and UGV, but 1t also supports the UAV to act as a data
relay. Joint Architecture for Unmanned System (JAUS) mes-
sages sent to the UAV can be passed through to the UGV for
processing. Hence, a UAV data relay can significantly extend
the control range of the UGV by at least an order of magni-
tude.

[0071] Mission  Planner—Collaborative  Engagement
Architecture
[0072] In certain embodiments, the Mission Planner speci-

fies the high-level mission to be executed, and the architecture
in FIG. 10 illustrates the functional blocks that can be utilized
to plan mission execution. The definition of the 1illustrated
architecture 1s based on a defined mission planner framework
that can be a modified version of the Overseer SBIR project,
which can provide localization, path planning, waypoint
navigation, an object avoidance for at least unmanned ground
vehicles. This architecture can manage resources of the mis-
s10n to optimize execution from a centralized planner at the
system level. Mission Task Components (MTC) are tasks
over which the Mission Planner has purview and are assigned
to agents through a decision step 1n the Task Allocation Mod-
ule.

[0073] The illustrated mission thread contains four agents:
an operator; a UAV; and two UGVs. The capabilities and
status of the operator and unmanned vehicles are recorded
and continually updated 1n the Agent Capabilities Database.
In accordance with various embodiments, 1f an unmanned
vehicle has low battery power or has been damaged, the Agent
Capabilities Database stored such information and can pro-
vide appropriate weighting to the agent’s ability to perform a
grven task which will impact the Task Allocation decision.

[0074] MTC tasks are intended to manage the highest level
of tasks for executing the collaborative engagement mission.
These high-level tasks can be executed by individual agents
or a combination of agents. In all cases, specific software
modules will support each high-level MTC. As 1llustrated in
FIG. 10, the primary MTCs to conduct a collaborative target
engagement can be:

10075]

[0076] This task allows the Mission Planner to identify

available agents, monitor the status of current agents,
and acknowledge disabled agents in the mission. If
agents are disabled or additional agents become avail-

Manage Agent Resources
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able, the Mission Planner can either automatically
update agent allocation or notify the human supervisor
for further mstruction.

[0077] Manage Communications

[0078] This task monitors the “health” of the communi-
cations structure given different RF environments and
monitors the communications traific between agents. I
an agent arrives at a target for which more information 1s
desired, this MTC may allocate increased bandwidth to
that agent to transmit more data about that target. IT
another agent maneuvers into an area of increased multi-
path interference, the Mission Planner can modily the
channel allocation to improve signal power from the
agent.

[0079] Search Area

[0080] 'This task 1s applies to the surveillance aspect of
conducting a target engagement mission. The Search
Area MTC can task an agent to conduct a defined search
path through a predefined area of interest concurrent
with that agent’s capabilities as defined in the Agent
Capabilities Database.

[0081] Pursue larget

[0082] This task applies to an agent that 1s not in the
vicinity of the target but the target’s location relative to
the agent 1s known. The Pursue Target MTC can task an
agent to direct 1ts course toward the target’s estimated
location and navigate to the location.

[0083] Geolocate Target

[0084] This task applies to an agent that 1s in the vicinity
of the target and 1s able to collect data on the target. The
agent can apply onboard sensors to the target to collect
positioning, state, or feature data for the target and pro-
vide the collected data to other agents and the Mission
Planner.

[0085] In accordance with certain embodiments, the Task
Allocation Module manages the execution of the collabora-
tive engagement mission and assigns MTCs to appropriate
agents given their capabilities. The Task Allocation Module
can also allocate a sequence of multiple MTC tasks, as long as
the assigned agent’s capabilities support those tasks. The
DDF algorithms, which can include a state machine on each
agent, can support sequential execution of tasks with gating
criteria to execute subsequent tasks. The Task Allocation
Module can provide data to the MPC SA server, which can
then provide information to the ARDEC architecture nodes as
described above. This allows feedback to the ARDEC system
for momitoring, situational awareness, and display.

[0086] Mission Task Component Functional Architecture

[0087] While the Mission Planner architecture provides a
high-level view of the management of the overall collabora-
tive engagement mission, functional state diagrams and a
description of each MTC are provided below regarding sofit-
ware module design. The set of functions to accomplish a
mission encompass the execution of simultaneous tasks as
well as sequential tasks. While some tasks are executed inde-
pendently, other tasks require collaboration with other
unmanned vehicle agents. Tasks requiring collaboration
among the unmanned vehicle agents are highlighted.

[0088] The Manage Agent Resources MTC and the Man-
age Communications MTC have common aspects relevant to
the management of the overall system, independent of the
specific mission to be executed. The functional architecture 1s
primarily defined by the Mission Planner. The remaining
three MTCs are specific for performing a target engagement
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mission and can therefore be more complex. The illustrated
functional flow block architectures for these tasks define
required functions among the unmanned vehicles and super-
visory operator.

[0089] A Search Area MTC embodiment illustrated 1n FIG.
11 begins with selection of an area of interest from the super-
visory operator. Depending on the positions and capabilities
of the unmanned vehicles, either one type of unmanned
vehicle or both types of unmanned vehicles can be assigned
by the Mission Planner to search the area. The upper block
specifies the Search Area MTC functions to be performed by
a UAV, and the lower block specifies the Search Area MTC
functions to be performed by a UGV. There can be significant
functional similarities between the air and ground unmanned
vehicles. One exception 1s that the UGV will more often
encounter unanticipated obstacles. Thus, while the UGV will
navigate with an on-board road network map, live conditions
may include additional obstacles such as road tratfic, crowds,
rubble piles, etc., which the UGV will have to circumnavi-
gate. This may not occur 1n every mission, and therefore the
circumnavigation function 1s represented by a non-solid line.
The follow-on task for circumnavigation 1s a collaborative
task, Collaborate Path. This task has a bolded border to 1indi-
cate that 1t has a separate functional block architecture,
described below, which involves other agents aiding the UGV
to navigate and re-route 1ts path. In addition, the supervisory
operator will monitor the unmanned agents” actions as they
maneuver through their search patterns. The supervisor can,
at any time, imput waypoints to update the search pattern for
any of the unmanned vehicles.

[0090] A Pursue Target MTC embodiment 1s illustrated 1n
FIG. 12 and has a layout that 1s similar to the Search Area
MTC. Imtially, either (1) the target location 1s known by
intelligence and the operator manually provides the target
coordinates, or (2) the target 1s detected by the operator when
viewing available image data and the operator selects the
target to pursue. To pursue a target, each assigned unmanned
vehicle (UAV functions are depicted 1n the upper box and
UGYV functions are depicted 1n the lower box) does not need
to have the target of interest 1n 1ts field of view. Rather, 11 the
target 1s not 1n 1ts field of view, 1t can find a path from its
position to the target’s estimated position, which can be pro-
vided by the tused DDF target track position from its neigh-
boring DDF nodes. The fused DDF track can be generated by
all available sensor measurements and intelligence on the
target.

[0091] A Geolocate Target M'TC embodiment 1s 1llustrated
in FIG. 13 and has the highest number of tasks requiring
collaboration and, theretfore, the highest number of DDF soft-
ware modules. The task of target selection 1s executed by the
supervisory operator, denoted by the human icon. Target
detection can occur 1n a different M TC, such as Pursue Target,
but this function 1s addressed here for completeness in the
event that other MTCs were not executed beforechand. The
Mission Planner can assign available unmanned vehicles to
geolocate a target if the target of interest 1s 1n the unmanned
vehicle’s camera view. I the Mission Planner designates a
UAYV to execute this MTC, then the sequence of tasks 1n the
upper box 1s followed. The UGV sequence of tasks for geolo-
cating a target are set forth 1n the lower box. Once the target
ol interest 1s specified 1n an 1mage, the UGV can maintain
track on the image 1n the 2D camera coordinate frame using,
tor example, Hough transforms, hysteresis and time-averaged
correlation.
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[0092] Incertain embodiments of the present teachings, the
UGV comes to a stop to eliminate noise before 1ts on-board
laser ranger or other functionality 1s able to accurately mea-
sure the range to the target. This range measurement 1s cor-
related with angle measurements from the image to estimate
the target’s position. A transformation to geocoordinates 1s
calculated, and the target’s track state can be erther initialized
or updated with this estimate. The UGV can then transmit
information to the other DDF nodes, including to the opera-
tor’s Supervisor OCU for displaying the target’s updated
track state. A fusion step can occur across all DDF nodes and
the updated and integrated DDF fused track state can update
the UGV ’s local track. The UGV can then rely on this updated
fused track for directing the camera’s pointing angle, for
example via a pan/tilt mechanism, to ensure camera coverage
of the target. If necessary, the UGV can navigate and pursue
the target to maintain target ranging and observations. It the
UGV, while 1n pursuit of the target, arrives at an obstacle that
its obstacle detection/obstacle avoidance (ODOA) algorithm
1s unable to circumnavigate, the UGV can initiate the Col-
laborate Path DDF task to elicit aid from neighboring
unmanned vehicle agents.

[0093] The Collaborate Path task, an embodiment of which
1s 1llustrated in FIG. 14, can be instantiated when a UGV
automatically determines that 1t cannot execute a planned
path due to an unanticipated blockage that 1t cannot circum-
navigate. The UGV transmits a coded message to other DDF
node agents seeking assistance. The other DDF nodes are able
to determine which agent 1s best positioned to provide aid.
This assisting agent can either be a UAV or UGV, which
maneuvers toward the agent needing assistance. Assistance
can 1nclude, for example, providing additional information
regarding the size and location of the blockage, as well as
alternative navigation routes. The present teachings contem-
plate a varniety of techniques for detecting obstacles 1n the
UGV’s path. For example, imagery can be used by the opera-
tor to select obstacles that the blocked UGV should take into
account. Alternatively or additionally, more sophisticated
sensors and obstacle discrimination algorithms can automati-
cally detect and recogmize obstacles and provide blockage
information, including geo-coordinates of the blockage, the
type of blockage, the size of the blockage, etc.

[0094] When available, operator-selected obstacles from
the 1mage data can be converted to geo-coordinates. The
geo-coordinates allow the obstructed UGV to recalculate 1ts
path plan. If the UGV 1is unable to reach a viable path plan
solution, 1t can transmit a correction message to an assisting
agent which can then continue maneuvers to provide addi-
tional blockage information. If the obstructed UGV 1s able to
navigate with the revised path plan, 1t can transmit a message
to the assisting agent indicating that it has successtiully deter-
mined a revised route or cleared the obstruction.

[0095] Because the system architecture embodiment
described herein provides the Mission Planner CE node at a
high level—at the local nodes—the unmanned vehicle agents
may take on low-level tasks 1n a decentralized fashion. The
DDF nodes support autonomous collaboration for targeting,
and can provide significant performance for target localiza-
tion while keeping processing and bandwidth utilization at
casily manageable levels.

[0096] Decentralized Data Fusion (DDF)

[0097] A decentralized data fusion network consists of a
network of sensing nodes, each with 1ts own processing facil-
ity, which do not require any central fusion or central com-
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munication facility. In various embodiments of the present
teachings, the sensing nodes are all components containing,
DDF nodes, which include the OCUs and the unmanned
vehicle platforms. In such a network, fusion occurs locally at
cach node on the basis of local observations and the informa-
tion communicated from neighboring nodes. A decentralized
data fusion network 1s characterized by three constraints:

[0098] 1. No onenode should be central to the successiul
operation of the network.

[0099] 2. Nodes cannot broadcast results and communi-
cation must be kept on a strictly node-to-node basis,

[0100] 3. Sensor nodes do not have any global knowl-
edge of sensor network topology, and nodes should only
know about connections in their own neighborhood.

[0101] The constraints mmposed provide a number of
important characteristics for decentralized data fusion sys-
tems. Eliminating a central node and any common commu-
nication facility ensures that the system1s scalable as there are
no limits imposed by centralized computational bottlenecks
or lack of communication bandwidth. Ensuring that no node
1s central and that no global knowledge of the network topol-
ogy can allow fusion results 1n the system to survive the loss
or addition of sensing nodes. The constraints also make the
system highly resilient to dynamic changes in network struc-
ture. Because all fusion processes must take place locally at
cach sensor site through a common interface and no global
knowledge of the network 1s required, nodes can be con-
structed and programmed 1n a modular reconfigurable fash-
ion. Decentralized network are typically characterized as
being modular, scalable, and survivable.

[0102] The DDF fusion architecture implements decentral-
1zed Bayesian estimation to fuse information between DDF
nodes. Decentralized estimation schemes are derived by
reformulating conventional estimators such as Kalman filters
in Information or log-likelihood form. In this form, the fusion
operation reduces to summation of 1ts information sources.
For networked implementations, this summation can be per-
formed 1n an efficient decentralized manner by passing inter-
node state information differences. This concept 1s shown in
FIG. 15, which 1illustrates network fusion by propagating
inter-node differences.

[0103] The higher number of fusion iterations and the more
frequent this synchronization occurs, the more agents that
share a common map with all the known target locations. The
tempo of mission events, namely the speed at which a target
or agents move, will impact the commonality of each plat-
form’s known locations of all participants in the mission.

[0104] In accordance with certain embodiments, the func-
tional blocks required to implement this fusion process con-
s1st o1 sensor pre-processing, local state estimation, and inter-
node DDF communication management. When actuation or
mode selection that affects the sensor measurement quality 1s
available, an additional control block 1s appropnate to direct
sensing resources. These elements and their connections are

shown 1n FIG. 16.

[0105] FEach of the blocks illustrated in FIG. 16 1s imple-
mented as one or more software components that can com-
municate through standard network and inter-process proto-
cols. The result 1s a highly flexible and reconfigurable system
architecture. Component modules can be located and con-
nected 1n a customizable manner that delivers the most appro-
priate system configuration. Examples include small expend-
able UAVs with limited computing power. A DDF structure
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can connect processed sensor and actuation signals wirelessly
to a remote processor for processing, estimation, and control.

[0106] The DDF network integrates multiple estimates
from multiple vehicles 1n a way that 1s simple, efficient, and
decentralized. A decentralized fusion node for an unmanned
vehicle agent 1s 1llustrated 1n FIG. 18. For every sensor, there
1s a DDF node with appropriate functional elements. Each
node maintains a local estimate for the state of the target
vehicle, which can include the target vehicle’s position, its
velocity, and other 1dentifying information. When all nodes
are connected to the network and there are a low number of
nodes, a DDF Communication Manager can follow a stmple
rule: at every time step, each node communicates both
updates to the local estimate state as well as uncertainty to its
neighbors. These changes propagate through the network to
inform all nodes on the connected network using peer-to-peer
communication.

[0107] In general the network may experience changes 1n
connectivity over time. Consistently handling changes in net-
work and node connectivity requires more complex DDF
communication management. Upon establishing a connec-
tion, each node performs an additional operation to determine
estimate information shared 1n common with the new neigh-
bor node. Exchanges in the local node’s estimates are aggre-
gated without double counting.

[0108] Collaborative Target Tracking Applied to Mission
Task Components

[0109] Incertain implementations of the present teachings,
the operator utilizes the Supervisor OCU to manually detect
one or more targets in recerved video data. In such implemen-
tations, the operator 1s relied on for target detection due to the
large variety of adversary types that might need to be
detected, as well as the broad range of backgrounds from
which targets need to be 1dentified. Once detected, the low-
level task of tracking the target can be automated with sofit-
ware. Target tracking in EO and IR 1imagery, from one or more
UAVs and/or one or more UGVs can utilize an algorithm that
maintains an adaptive classifier separating the target from its
background. The classifier decides which pixels belong to
target, and which pixels belong to the background and 1s
updated iteratively using a window around the target’s current
location. If the system 1s 1n danger of losing the target, either
due to a potential for occlusion by known buildings or
because the target becomes harder to distinguish from the
background or other targets, the system can alert the operator
that assistance 1s required. The goal 1s to mimimize the amount
ol operator assistance necessary.

[0110] Approximate geolocation from UGVs can be esti-
mated from heading and position information, as well as
estimated pointing information from Pan-Tilt-Zoom cam-
eras. Due to a dependence on the attitude of the vehicle,
geolocation from UAV video can be more difficult without
certain 1nertial systems or gimbaled cameras. Alternatively,
geolocation for UAVs can be implemented by matching
frames from UAV video to previously acquired aerial imag-
ery, such as from recent satellite imagery. For a given area, a
library of feature descriptors (e.g., large visible landmarks) 1s
constructed. For each received image, feature detection 1s
performed, the library 1s queried, and a location on the ground
best matching the query image 1s chosen.

[0111] Failure detection, image stabilization, and improve-
ments to operator target track mitialization can improve target
tracking performance for the unmanned vehicle agents. If
target tracking 1s initialized by the operator with an over-sized
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image region, the tracker may confuse target characteristics
with image background characteristics, leading to track loss.
An under-sized 1mage region may cause the tracker to reject
or fail to incorporate certain target characteristics, which
could result 1n tracking failure. Properly sizing of the tracker
initialization region can be achieved in a variety of ways,
including by operator training. In certain embodiments, and
particularly for UAV tracking, utilizing both motion-based
tracking and color-based tracking can improve overall track-
ing success for the system.

[0112] In certain embodiments of the present teachings,
during a Pursue Target MTC, a DDF Estimation System uses
measurements from ground and aerial agents to localize the
target and then disseminates the target location information to
be acted upon by the system’s Collaborative Path plannming,
systems. In various embodiments, the operator begins by
designating where to look for targets, for example by drawing
on a map displayed on the Supervisor OCU. The unmanned
vehicle agents can then converge on the area, and the operator
may, for example, choose to detect a target on the UAV video.
The UAV DDF node’s Automatic Target Tracking could then
take over and track the target’s position 1n the video. Several
seconds later, a unique landmark 1n the scene can be found
which uniquely 1dentifies the area, so that the target location
at that time can be geolocated. At this point, an estimate of the
target’s coordinate position 1s known. The Mission Planner
can then initiate pursuit by unmanned vehicle agents (e.g.,
one or more UGVs) using the estimated position. Once 1n
pursuit or when the target 1s 1n view, the one or more UGVs
can provide their own estimates of the target’s position. When
these estimates become available, an ad-hoc network can be
formed among the nodes, and DDF can take over aggregating
the estimates 1nto a single minimum variance estimate. Dur-
ing surveillance, 1f the original UAV loses 1ts video connec-
tion, available UGVs can maintain video surveillance and
continue tracking and updating target position.

[0113] In a Collaborate Path MTC, the responsibilities of
the Distributed Estimation System are largely the same as in
Pursue Target MTC for detection, geolocation and tracking.
The purpose 1s to geolocate obstacles on the ground that are
selected by the operator. This task can be simplified by assum-
ing that the ground obstacles are constrained to be stationary.
The notable difference 1s the indication that these obstacles
are not targets of interest—rather they are “repulsive™ targets
in which the automatic path planning scheme of the UGV will
reroute 1ts path plan to select roads that do not contain those
obstacles.

[0114] Supervisor OCU Interface

[0115] The Supervisor OCU interface facilitates the opera-
tor’s management, command and control, and monitoring of
mission execution. In accordance with certain embodiments
of the present teachings, the Supervisor OCU display inter-
face provides the operator with an intuitive understanding of
mission status and expected execution of future agent actions.
The use of certain mixed mmitiative approaches, such as
dynamically accepting different levels and frequencies of
intervention, self-recognition of needing assistance, and shar-
ing of deciston-making at specific levels, can assist the opera-
tor 1n managing a multi-unmanned vehicle mission.

[0116] Many display components (video data, status bars,
and control buttons) can be configurable and, 1n certain
embodiments, allow “drag and drop” placement for ease of
use. The Supervisor OCU interface, an exemplary embodi-
ment of which 1s illustrated 1n FI1G. 19, can facilitate operator
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waypoint input for the unmanned vehicles to redirect their
routes, selecting a specific unmanned ground vehicle to tele-
operate, “Ifreezing” UGVs, and putting UAVs 1n a holding
pattern. The illustrated interface allows the use of drag strokes
to control aspects of the unmanned vehicles. The mapping of
click-drag strokes 1n specific areas of the display interface can
facilitate controls of different vehicles, injection of way-
points, camera controls, and head-neck controls. The 1cons
below the map view 1n the upper left allow the operator to
inject waypoints simply by selecting a vehicle and then plac-
ing waypoints directly onto the map.

[0117] In accordance with various embodiments, the
Supervisor OCU 1nterface facilitates operator injection of
high-level mission goals through interaction with the Mission
Planner CE 1n the upper left section of the display. For
example, 1n the case of the Search Area MTC, 1t 1s important
to be able to able to quickly specily the area 1n which the
target should be located. This interface can allow the operator
to draw a polygon on a street map designating the area to be
searched. This interface can also allow the operator to cue
targets 1n the video streams emanating from the unmanned
vehicle agents. Once the target has been specified, the
vehicles will track the target autonomously or semi-autono-
mously. The interface can also integrate directives from the
operator that keep the vehicle from going 1nto certain areas.
For example, 1f the operator sees an area that 1s blocked, the
areca can be marked as a NO-GO region by, for example,
drawing on the map. Path planning can then automatically
reroute any plans that might have required navigation through
those areas.

[0118] As can be seen, 1cons representing available
unmanned vehicle agents can be utilized 1n the map (upper
left corner of display) to indicate the appropnate location of
the represented unmanned vehicle agent on the map. In cer-
tain embodiments, updates and track history can be properly
registered to each unmanned vehicle agent.

[0119] In certain embodiments of the present teachings,
when an 1dentified target has entered a building and been
tollowed by a UGV, one or more UAV's can be directed by the
system to orbit the building containing the target and deter-
mine if and when the target exits the building. Additional
UGVs may be patrolling the perimeter of the building on the
ground. IT and when the target exits the building, an orbiting
UAYV that discovers the exit can inform other agents of the
exit. The UGV that followed the target into the building can
then exit the building, attempt to obtain line-of-sight to the
target, and again follow the target. While this 1s occurring,
other unmanned vehicle team members collaborate to main-
tain line-of-sight with the exited target. Alternatively, another
UGV could obtain line-of-sight to the target and begin fol-
lowing the target, in which case the system may or may not
instruct the original UGV to also find and follow the target,
depending on mission parameters and/or operator decision
making.

[0120] Other embodiments of the present teachings will be
apparent to those skilled 1n the art from consideration of the
specification and practice of the present teachings disclosed
herein. For example, the present teachings could be used for
long-term planning (e.g., the horizon for planning spans over
minutes rather than seconds) i addition to short-term plan-
ning. It 1s intended that the specification and examples be
considered as exemplary only.
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What 1s claimed 1s:

1. A method for controlling unmanned vehicles to maintain
line-of-sight between a predetermined target and at least one
of the unmanned vehicles, the method comprising:

providing at least one unmanned air vehicle including sen-

sors configured to locate a target and at least one
unmanned ground vehicle including sensors configured
to locate and track a target;

communicating and exchanging data, using a controller, to

and among the at least one unmanned air vehicle and the
at least one unmanned ground vehicle;
controlling, using a controller, the at least one unmanned
air vehicle and the at least one unmanned ground vehicle
to maintain line-of-sight between the predetermined tar-
get and at least one of the unmanned air vehicles;

geolocating the predetermined target with the unmanned
air vehicle using information regarding a position of the
unmanned air vehicle and information regarding a posi-
tion of the predetermined target relative to the unmanned
air vehicle; and

transmitting information defining the geolocation of the

predetermined target to the unmanned ground vehicle so
that the unmanned ground vehicle can perform path
planning based on the geolocation.

2. The method of claim 1, wherein the controller 1s an
operator control unait.

3. The method of claim 2, wherein an operator identifies the
predetermined target via the operator control unit.

4. The method of claim 1, wherein, when a first unmanned
vehicle has line-of-sight to the predetermined target, another
unmanned vehicle utilizes information regarding the position
of the first unmanned vehicle and mmformation regarding a
position of the predetermined target relative to the first
unmanned vehicle to plan a path to reach a position that has or
will have line-of-sight to the predetermined target.

5. The method of claim 4, wherein the position that has or
will have line-of-sight to the predetermined target takes into
account a projected path of the predetermined target.

6. The method of claim 1, further comprising geolocating
the predetermined target with the unmanned air vehicle and
transmitting information regarding the position of the
unmanned air vehicle and information regarding a position of
the predetermined target relative to the unmanned air vehicle
to the unmanned ground vehicle so that the unmanned ground
vehicle can do path planning based on a geolocation of the
predetermined target.

7. The method of claim 6, further comprising sending
updated information regarding a position of the predeter-
mined target to the unmanned ground vehicle at predeter-
mined intervals.

8. The method of claim 1, wherein the unmanned air
vehicle orbits a building containing the predetermined target
and determines if the predetermined target exits the building.
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9. The method of claim 8, further comprising the
unmanned air vehicle sending mnformation regarding prede-
termined target building entry and exit to one or more
unmanned ground vehicles that can surround and/or enter the
building to follow the predetermined target.

10. The method of claim 1, further comprising controlling
the unmanned vehicles to obtain or maintain line-of-sight
using waypoint navigation.

11. The method of claim 1, further comprising controlling
the unmanned vehicles to obtain or maintain line-of-sight
using path planning.

12. The method of claim 1, further comprising controlling
the unmanned vehicles to obtain or maintain line-of-sight
using an object avoidance behavior.

13. The method of claim 1, further comprising controlling
the unmanned vehicles to obtain or maintain line-of-sight
using.

14. The method of claim 1, further comprising allowing an
operator override to control the unmanned vehicles.

15. The method of claim 14, further comprising allowing
an operator to override waypoint navigation.

16. The method of claim 14, further comprising controlling
the unmanned vehicles to assist the operator in searching for
a target.

17. The method of claim 16, further comprising the opera-
tor designating an area 1n which the unmanned vehicles navi-
gate to assist the operator 1n searching for a target.

18. The method of claim 16, further comprising the opera-
tor designating an area 1n which the unmanned vehicles donot
navigate to assist the operator 1n searching for a target or
maintain line-of-sight with a target.

19. A collaborative engagement system comprising:

at least one unmanned air vehicle including sensors con-
figured to locate a target and at least one unmanned
ground vehicle including sensors configured to locate
and track a target; and

a controller facilitating control of, and commumnication and
exchange of data to and among the unmanned vehicles,

wherein the collaborative engagement system controls the
unmanned vehicles to maintain line-of-sight between a
predetermined target and at least one of the unmanned
vehicles, geolocating the predetermined target with the
unmanned air vehicle and transmitting information
defining the geolocation of the predetermined target to
the unmanned ground vehicle so that the unmanned
ground vehicle can perform path planning based on the
geolocation.

20. The method of claim 19, wherein an operator 1dentifies
the predetermined target via the controller.
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