a9y United States
12y Patent Application Publication o) Pub. No.: US 2012/0230671 Al

Nakada et al.

US 20120230671A1

(43) Pub. Date: Sep. 13, 2012

(54)

(75)

(73)

(21)

(22)

(86)

(30)

Sep. 24, 2009  (JP) ..

COMMUNICATION DATA TRANSMISSION
EQUIPMENT, A COMMUNICATION DATA
TRANSMISSION SYSTEM, A
COMMUNICATION DATA TRANSMISSION
METHOD AND A COMMUNICATION DATA
TRANSMISSION PROGRAM

Inventors: Tatsuhiro Nakada, Tokyo (IP);
Yohei Hasegawa, Tokyo (IP)

Assignee: NEC CORPORATION,
Minato-ku, Tokyo (IP)

Appl. No.:

PCT Filed:

PCT No.:

§ 371 (c)(1),
(2), (4) Date:

13/497,422

Sep. 21, 2010

PCT/JP2010/066751

Mar. 21, 2012

Foreign Application Priority Data

............................... 2009-218752

1 COMMUNICATION DATA
TRANSMISSION EQUIPMENT

A

CONTROL
| UNIT

DATA SENDING AND
RECEIVING
STRUCTURE

CIRCUIT STATUS
MONITORING

MECHANISM -

&

............................................
R s ey TRANSMISSION
LSS0 00 02 00000000 0.0 0 0 S b 0 L AR e

LLLLLLLLLLLLLLL Sl Nt t” ™ e e e e e e e o N B R e ]

Publication Classification
(51) Int. CL.

H04B 10/08 (2006.01)

HO04B 10/12 (2006.01)
(52) US.Cl oo 398/1; 398/25; 398/27
(57) ABSTRACT

Even 1n a network system including a transmission line of
which dominant cause of delay 1s a transmission line delay,
controlling communication speed of the network system as a
whole elliciently and suppressing the delay 1s made possible.

A communication data transmission equipment which per-
forms sending and receiving of data with opposite transmis-
sion equipment connected via a long-distance optical fiber
circuit, includes a data sending and recerving unit which, after
sending a connection establishment request to the opposite
transmission equipment, sends data before arrival of an
acknowledgement reply, a circuit state momtoring umt which
estimates data loss occurrence probability from data loss
occurrence state 1n sending and receiving of data with the
opposite transmission equipment or acquires data loss occur-
rence probability which the opposite transmission equipment
estimated and a unit performing controls which, until the data
loss occurrence probability exceeds a predetermined value,
do not restrict a data si1ze per each sending of data, and in case
the data loss occurrence probability exceeds the predeter-
mined value, reduce the data size per each sending of data
according to an increase of the data loss occurrence probabil-

ty.
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COMMUNICATION DATA TRANSMISSION
EQUIPMENT, A COMMUNICATION DATA
TRANSMISSION SYSTEM, A
COMMUNICATION DATA TRANSMISSION
METHOD AND A COMMUNICATION DATA
TRANSMISSION PROGRAM

TECHNICAL FIELD

[0001] The present mnvention relates to a communication
data transmission system and, 1n particular, relates to a com-
munication data transmission system which 1s used for data
transmission via a long distance transmission line such as a
marine cable system.

BACKGROUND ART

[0002] TCP/IP (Transmission Control Protocol/Internet
Protocol) 1s widely used as a connection oriented communi-
cation protocol between terminals. There 1s a problem 1n a
network with large latency that throughput declines due to a
congestion control function of TCP/IP.

[0003] That 1s, throughput of communication based on
TCP/IP depends on round trip latency (Round Trip Time,
hereinafter referred to as ‘RT17) and a packet loss rate 1n a
network between a sending side of TCP and a recerving side
of TCP, and 1n order to improve the throughput of the TCP/IP
communication, reduction of the packet loss rate 1s indispens-
able. However, 1n a circuit with large RT'T between terminals,
depending on a congestion control method of TCP/IP, 1t could
be a primary factor by itself to deteriorate the throughput of
communication.

[0004] In general, in order to perform high-speed commu-
nication via a circuit with a large delay, TCP sends a large
amount of data continuously, and a sending side stores data
sent 1n a protocol stack temporarily until an acknowledge-
ment reply (ACK: ACKnowledge) 1s received from a receiv-
ing side. By this method, it 1s possible to improve the through-
put of communication while guaranteeing integrity of the
communication data. In particular in recent years, in order to
improve the throughput of TCP/IP, several sending data size
control algorithms with names such as TCP/Tahoe, TCP/
Reno and TCP/Sack are proposed. Moreover, recently, an
algorithm for long-distance high-speed transmission called

High Speed TCP 1s proposed.

[0005] However, for a communication between terminals
in the long distance, it is generally performed to communicate
using a composite communication system which 1s composed
by connecting a plurality of networks mutually. In such a
case, because each network of which the communication
system 1s composed 1s usually completely different 1n fea-
tures and characteristics according to 1ts communication dis-
tance or communication speed, the communication protocol
tor throughput improvement mentioned above cannot neces-
sarily exhibit the communication performance including
communication rate control between terminals. In other
words, because a communication protocol has an aptitude
depending on characteristics of a network, 1n case of a com-
posite system of different networks, there was a problem that
the throughput of the whole system could not be controlled
cificiently.

[0006] An example of a technology to cope with such a
problem 1s disclosed 1n Japanese Patent Application Laid-
Open No. 1995-250100 (heremafter referred to as ‘patent

document 1°). In the technology described in the patent docu-

Sep. 13, 2012

ment 1, 1n case a plurality of LANs (Local Area Network) are
connected via a wide area network, independent TCP/IP pro-
tocols are used on a LAN side and a wide area network side
respectively, and both of them are converted mutually ata part
of connection equipment between the LAN and the wide area
network. Also, flow control of the protocol on the LAN side 1s
terminated at the part of the connection equipment, and a
parameter for tlow control of the protocol on the wide area
network side 1s set to an optimum value with regard to a
transmission rate or a transmission delay of the wide area
network. It 1s claimed that, with this technology, the through-
put of the system as a whole can be held 1n a good state.

SUMMARY OF INVENTION
Technical Problem

[0007] However, by a communication technology which
performs protocol conversion described 1n the patent docu-
ment 1 mentioned above, 1n case 1t 1s applied to a network
system via a communication circuit with a very long commu-
nication distance such as a marine cable system, 1t 15 1mpos-
sible to perform communication control efficiently.

[0008] That 1s, 1n a long-distance transmission system, 1n
particular, 1n a marine cable system, since transmission dis-
tance 1s quite long compared with a land network, a transmis-
sion line delay 1itself by an optical fiber or relay unit 1s very
large. On the other hand, a marine cable system, because
signal transmission 1s generally performed with a powerful
error correction code such as FEC (Forward Error Correc-
tion), has characteristics much different from a usual land
network system that 1t has very few signal errors.

[0009] Here, 1n a protocol control at a TCP layer, 1t 1s not
possible to distinguish whether the cause of loss or delay of a
TCP/IP frame 1s produced by congestion or due to latency
which the transmission line has. For this reason, in a long-
distance transmission system segment such as a marine cable,
even though a dominant cause of delay 1s a transmission line
delay and a signal errors occur only rarely as mentioned
above, controls corresponding to a packet loss will always
continue to be executed. That 1s, there was a problem that,
even though the cause of the delay 1s in most cases simply a
transmission line delay, as far as delay occurs, TCP cannot set
a window size ol data transier large, and the throughput
cannot be improved efficiently. Also, there was a problem
that, 1n order to guarantee integrity of communication data, 1t
was always necessary to store temporarily enormous amount
of data 1n the protocol stack, and 1t was very inetficient to
execute communication control.

[0010] The object of the present invention 1s to provide
communication data transmission equipment, a communica-
tion data transmission system, a communication data trans-
mission method and a communication data transmission pro-
gram which solve the problems mentioned above; even a
network system including a segment where main cause of
delay 1s a transmission line delay, can perform a communi-
cation control by efficient processing and can improve the
throughput.

Solution to Problem

[0011] A communication data transmission equipment of
the present invention 1s a communication data transmission
equipment which performs sending and receiving of data with
opposite transmission equipment connected via a long-dis-
tance optical fiber circuit, including a data sending and



US 2012/0230671 Al

receiving means which, after sending a connection establish-
ment request to the opposite transmission equipment, sends
data before arrival of an acknowledgement reply, a circuit
state monitoring means which estimates data loss occurrence
probability from data loss occurrence state 1n sending and
receiving of data with the opposite transmission equipment or
acquires data loss occurrence probability which the opposite
transmission equipment estimated and a means performing,
controls which, until the data loss occurrence probability
exceeds a predetermined value, do not restrict a data size per
cach sending of data, and in case the data loss occurrence
probability exceeds the predetermined value, reduce the data
s1ze per each sending of data according to an increase of the
data loss occurrence probability.

[0012] A communication data transmission method of the
present invention 1s a communication data transmission
method of communication data transmission equipment
which performs sending and recerving of data via a long-
distance optical fiber circuit, and includes the steps of sending
data before arrival of an acknowledgement reply, after send-
ing a connection establishment request to opposite transmis-
s1ion equipment, acquiring data loss occurrence probability by
estimating from data loss occurrence state in sending and
receiving of data or by obtaining from the opposite transmis-
s1ion equipment and performing control not to restrict a data
s1ze per each sending of data until the data loss occurrence
probability exceeds a predetermined value, and to reduce the
data size per each sending of data according to an increase of
the data loss occurrence probability 1n case the data loss
occurrence probability exceeds the predetermined value.
[0013] A program recording medium of the present mven-
tion 1s a program recording medium recording a communica-
tion data transmission program for a communication data
transmission equipment which sends and receives data to and
from opposite transmission equipment connected via a long-
distance optical fiber circuit, and the program includes the
procedures of sending data before arrival of an acknowledge-
ment reply procedure, alter sending a connection establish-
ment request to the opposite transmission equipment acquir-
ing data loss occurrence probability by estimating from data
loss occurrence state 1 sending and receiving of data or by
obtaining from the opposite transmission equipment and per-
forming control not to restrict a data size per each sending of
data until the data loss occurrence probability exceeds a pre-
determined value, and to reduce the data si1ze per each sending
ol data according to an increase of the data loss occurrence
probability 1n case the data loss occurrence probability
exceeds the predetermined value.

Advantageous Effects of Invention

[0014] According to the present invention, even a network
system 1ncluding a segment where dominant cause of delay 1s
a transmission line delay, can perform a communication con-
trol by efficient processing and can improve the throughput.

BRIEF DESCRIPTION OF THE DRAWINGS

[0015] [FIG.1]1sablock diagram showing communication
data transmission equipment of the embodiment of the
present invention.

[0016] [FIG. 2] 1s a block diagram showing a case when a
temporary storage means for sending data 1s installed in a
communication data transmission system of the present
invention.
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[0017] [FIG. 3]1sablock diagram in case a communication
data transmission system of the present invention 1s applied to
a communication network system including a marine cable
circuit.

[0018] [FIG. 4] 1s a block diagram showing contents of
operation in optical transponder equipment using the present
ivention.

[0019] [FIG. 5] 1s a figure showing an example of a packet
sequence of general TCP/IP communication.

[0020] [FIG. 6] 1s a figure showing an example of a packet
sequence ol TCP/IP communication in the embodiment o the
present invention.

[0021] [FIG. 7] 1s a figure showing an example of a packet
sequence of connection establishment of TCP/IP communi-
cation 1n the embodiment of the present invention.

[0022] [FIG. 8] 1s a figure showing another example of a
packet sequence of connection establishment of TCP/IP com-
munication in the embodiment of the present invention.
[0023] [FIG.9]1sasequence diagram showing an example
to reset TCP connection i TCP/IP communication in the
embodiment of the present invention.

[0024] [FIG. 10]1s a block diagram showing an exemplary
configuration of a case where 40 GbE interface (IEEES02.
3ba) 1s used for land network side interface as optical tran-
sponder equipment using the present mvention and a phase
absorption buifer 1s mstalled.

DESCRIPTION OF EMBODIMENTS

[0025] Next, one embodiment of the present invention will
be described with reference to drawings.

[0026] FIG.11sablockdiagram showing a communication
system which performs data communication via a long-dis-
tance optical fiber circuit using communication data trans-
mission equipment of the present invention. A long-distance
optical fiber circuit 2 1s connected to communication data
transmission equipment 1, and opposite transmission equip-
ment 1s connected on the opposite side. The communication
data transmission equipment 1 1ncludes a data sending and
receiving mechanism 3 to exchange communication data with
the opposite transmission equipment. A control unit 4 con-
trols commumnication for the data sending and recerving
mechanism 3 such that, after a connection establishment
request (SYN: SYNchronize) 1s sent to the communication
data transmission equipment 2 of a sending destination and
betore an acknowledgement reply (ACK) arrives, it 1s pos-
sible to send data, and also sets data size per each sending of
data. A circuit state monitoring mechanism 5 estimates data
loss occurrence probability from data loss occurrence state
during sending and receiving of data and also acquires data
loss occurrence probability which the opposite transmission
equipment estimates. The control umt 4 does not restrict the
data size per each sending of data until a value of data loss
occurrence probability exceeds a predetermined value. On
the other hand, 1n case the data loss occurrence probability
exceeds the predetermined value, and when the data loss
occurrence probability becomes high, corresponding to that,
controls to make the data size per each sending of data small
are performed.

[0027] According to this embodiment, not by monitoring
data loss occurrence such as communication control by usual
TCP, but by detecting data loss occurrence probability 1n the
long-distance optical fiber circuit, states of the circuit are
monitored. And, 1n case state of the circuit 1s good and 1t can
be expected that a data loss will not occur, the data size per
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cach sending of data 1s not restricted, and without waiting for
an arrrval of ACK from a destination, data 1s sent continu-
ously. That 1s, 1n a circuit like a marine cable, 1n which even 1f
there exists delay, whose data loss occurrence probability 1s in
most cases sulficiently small, 1t 1s possible to avoid waste to
restrict the data size per each sending of data simply because
there exists delay and possible to improve the throughput
substantially.

[0028] FIG. 2 1s a block diagram showing the second
embodiment of the present invention. This embodiment con-
nects the communication data transmission equipment 1 of
the first embodiment mentioned above on the side of both
ends of the long-distance optical fiber circuit and sends and
receives data mutually. Also, the communication data trans-
mission equipment 1 further includes data storage equipment
6 for storing temporarily the contents of data which is already
sent. The control unit 4 controls data storage operation and
does not store the contents of data sent in the data storage
equipment 6 until a value of data loss occurrence probability
exceeds a predetermined value. On the other hand, 1n case the
data loss occurrence probability exceeds the predetermined
value, the contents of data sent are stored in the data storage
equipment 6 until ACK arrives.

[0029] In general, 1na circuit of which circuit delay 1s large,
in order to be prepared for data loss occurrence at the worst
and to raise the throughput, it 1s necessary to store temporarily
a large amount of sending data. However, according to this
embodiment, in case 1t 1s expected that the state 1s good and a
data loss does not occur, storing sending data temporarily 1s
not performed. For this reason, it becomes unnecessary to
secure a large amount of temporal data storage area.

[0030] Next, the third embodiment of the present invention
will be described with reference to drawings. FIG. 3 1s a block
diagram showing an exemplary configuration in case the
present invention 1s applied to a case 1n which data commu-
nication 1s performed between communication terminals
belonging to different land network systems respectively and
via a marine cable system as a long-distance optical fiber
circuit. In FIG. 3, communication between a sending terminal
and a receiving terminal 1s performed by TCP. However, a
protocol conversion mechanism 1s 1ncluded 1n optical tran-
sponder equipment 7 and 8 which are communication data
transmission equipment. And the protocol conversion mecha-
nism converts protocol 1n respective segments of a land net-
work segment on a sending terminal side, a marine cable
segment and a land network segment on a recerving terminal
side at the time of relaying of data commumication. Ethernet
(registered trademark) equipments 9 and 10 are communica-
tion equipments such as a router or a bridge 1n a general land
network system. Further, in a marine cable segment, there
may exist an optical fiber amplifier which performs signal
amplification.

[0031] FIG. 4 1s a block diagram showing a structure of the
optical transponder equipment 7 1n FIG. 3. Further, the struc-
ture 1s also the same for the optical transponder equipment 8.
In FI1G. 4, a monitoring unit 11 performs monitoring of warmn-
ing detection state of the whole transponder equipment and
warning transier control. XFP 12 1s a 10 Gigabit Small Form-
factor Pluggable transcerver and accommodates a 10 G Eth-
ernet signal as a land network side interface. SerDes 13 15 a
SERializer/DESenalizer, and converts a 10 G serial signal
from the XFP 12 into a parallel signal. Also, a 10 G parallel
signal mputted from the marine cable side direction 1s con-
verted into serial and sent to the XFP 12. An FEC processing,
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unit 14 imcludes an FEC (Forward Error Correction) coding/
decoding function, performs FEC coding of a 10 G Ethernet
signal inputted from the land network side and sends it to the
marine cable side. Also, 1t decodes an FEC code signal input-
ted from the marine cable side, and sends the decoded 10 G
Ethernet s1gnal to the land network side. An E/O converter 15
performs electric-optical conversion to an electric signal
inputted from the FEC processing unit 14, and outputs it as an
optical signal. An O/E converter 16 performs optical-electric
conversion to an optical signal mputted from outside, and
send 1t to the FEC processing unit 14. A protocol converter 17
1s a part which performs controls of processing required at the
time of data relay including conversion of a communication
protocol between a land network segment and a marine cable
segment, and includes a mechanism to perform a communi-
cation control according to a circuit status of the marine cable
segment and a mechanism to store contents of sending data
temporarily. That 1s, 1n the protocol converter 17, a control
parameter of a TCP/IP signal received from the land network
side interface i1s changed to a parameter suitable for the
marine cable system (hereinafter, this TCP/IP frame 1s
described as an extended TCP/IP frame). Also, the extended
TCP/IP frame recerved from the marine cable side interface 1s
converted 1nto a usual TCP/IP frame, and 1s outputted from
the land network side interface. By arranging this optical
transponder equipment on both ends of the ocean cable sys-
tem which 1s a wavelength-multiplexed transmission system,
it becomes possible to communicate in the marine cable seg-
ment with large latency using the extended TCP/IP frame.

[0032] A TCP/IP frame received from the land network

side interface 1s converted into an extended TCP/IP frame
adjusted to transmission line characteristics of the marine
cable system and outputted from the marine cable side inter-
tace by the protocol converter 17. On the other hand, an
extended TCP/IP frame recerved from the marine cable side
interface 1s converted into a usual TCP/IP frame and output-
ted from the land network side interface.

[0033] By performing conversion control of TCP/IP by the
protocol converter 17, changing operation of a TCP/IP frame
by the protocol converter 17 will be hidden from equipment of
a land network system connected to the land network side
interface, and for external equipment, it operates as commu-
nication by conventional TCP/IP.

[0034] Concrete contents of data processing 1n the optical
transponder equipment mentioned above are as follow. An
Ethernet frame 1mnputted from the land network side interface
1s, after going through the XFP 12 and the SerDes 13, inputted
to the protocol converter 17. In the protocol converter 17, a
packet header stored 1n the frame 1s referred, a TCP/IP header
1s recognized, receiving processing of TCP/IP 1s performed,
and data stored 1n the packet 1s restored. Also, 1n the protocol
converter 17, sending processing of TCP/IP 1s performed to
the data concerned, and the frame 1s sent to the FEC process-
ing unit 14. The FEC processing unit 14 performs FEC coding
of the frame, and sends it to the E/O converter 15. The coded
frame 1s, after E/O conversion 1s performed, outputted from
the marine cable side interface.

[0035] On the other hand, the coded frame 1nputted from
the marine cable side interface 1s, after O/E conversion 1s
performed by the O/E converter 16, sent to the FEC process-
ing unit 14. The FEC processing unit 14 performs FEC decod-
ing of the coded frame and sends the frame to the protocol
converter 17. In the protocol converter 17, the packet header
stored 1n the frame 1s referred, the TCP/IP header 1s recog-
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nized, recerving processing ol TCP/IP 1s performed, and the
data stored 1n the packet 1s restored. In the protocol converter
17, sending processing of TCP/IP 1s performed to the data
concerned, and the Ethernet frame 1s outputted to the SerDes
13. The Ethernet frame 1s outputted from the land network

side interface via the SerDes 13 and the XFP 12.

[0036] Further, 1n the optical transponder equipment 8 on
the receiving side, when the received FEC code 1s decoded, a

bit error rate of transmission in the marine cable segment 1s
detected, and the value 1s notified to the optical transponder
equipment 7 on the sending side. In case the bit error rate 1s
not suificiently small, the protocol converter 17 of the optical
transponder equipment 7 which 1s notified the bit error rate
judges that the transmission characteristics of the marine
cable segment are not good, prepared for occurrence of a
packet loss, stores sending data temporarily until ACK
arrival, and also restricts the window size of sending of data.
On the other hand, 1n case the bit error rate i1s suificiently
small, 1t judges that the transmission characteristics of the
marine cable segment are good and a packet loss may not
occur. And, 1n sending processing of TCP, data 1s not stored
for re-sending of data, and also, without waiting for an ACK
arrival for the data sent, data 1s sent continuously. Also, the
window size 1s set to maximum according to the receiving
capability of the opposite side equipment.

[0037] According to this embodiment, the transmission
characteristics of the marine cable segment are being moni-
tored by referring to the bit error rate, and a communication
control according to the occurrence probability of a packet
loss 1s performed. For this reason, it becomes unnecessary to
secure a large amount of storage area for storing data, and also
the throughput can be improved substantially by efficient data
transier within the marine cable segment.

[0038] Further, packet sequence of data relay 1n the optical
transponder equipment described above will be described
with reference to a sequence diagram.

[0039] FIG. 5 1s a packet sequence diagram showing, for
comparison, an example when communication 1s performed
using a general TCP/IP protocol on the marine cable system
with large latency. In the conventional TCP/IP, after sending,
data with the window size once, ACK arrival from opposite
equipment 1s waited for and next sending of data 1s resumed.
Therefore, 1n a transmission line with large latency, through-
put declines substantially.

[0040] In contrast, FIG. 6 indicates a case where, optical
transponder equipment, considering latency of a transmission
line, returns ACK to the land network side for SYN {from a
land network side, not waiting for ACK arrival from the
optical transponder equipment on the opposite side. And, the
extended TCP/IP 1s being adjusted so that data transfer from
the land network side may be continued. Whereas next data 1s
being sent after ACK arrival from the opposite equipment in
the conventional TCP/IP control, as shown 1n FIG. 6, by the
optical transponder equipment returning ACK to the land
network side before ACK arrival from the opposite equip-
ment, 1t becomes possible to prompt sending of data continu-
ously. Accordingly, the throughput of the marine cable sys-
tem with large latency can be improved.

[0041] Also, it 1s possible to change handshaking method
by TCP/IP as shown in FIG. 7 and FIG. 8. FIG. 7 1s an
example 1 which optical transponder equipment replies
SYN/ACK to a SYN packet of TCP. Also, FIG. 8 15 an

example 1 which optical transponder equipment replies to
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SYN/ACK and waits until ACK which 1s a reply to the SYN/
ACK 1s recerved, and after that, the protocol converter sends
a SYN packet.

[0042] Next, the fourth embodiment of the present mven-
tion will be described with reference to FIGS. 3 and 4. In
optical transponder equipment in this embodiment, the pro-
tocol converter 17 acquires a frame error rate of the circuit at

the time of sending processing of TCP/IP and reflects it to the
control of TCP.

[0043] Thatis,1nanocean cable segment, even 11 a bit error
occurs, as far as it 1s within a range that can be restored by
error correction by FEC, the error bit 1s restored and will not
result 1n frame error occurrence consequently. However, for
example, 1n case a state of a transmission line deteriorated
extremely, and when occurrence of a bit error exceeds repair
capability of the error correction function, a frame error
occurs. Further, when frame errors occur beyond error repair
capability of TCP, a packet loss will occur.

[0044] In the optical transponder equipment 8 on the
receiving side, frame error occurrence 1s counted at the time
when received FEC code 1s decoded, and the value 1s notified
to the optical transponder equipment 7 on the sender side.
Further, the frame error occurrence 1s detected, for example,
by monitoring a code of 10 GBASE-R signal. Also, the moni-
toring units 1n both of the optical transponder equipment
count the frame error occurrence and exchange the value.

[0045] The protocol converter 17 1n the optical transponder
equipment 7 refers to the frame error rate notified from the
optical transponder equipment 8 via the monitoring unit 11.
In case this frame error rate 1s not suificiently small, the
transmission characteristics of the marine cable segment are
judged not to be good, sending data 1s stored temporarily until
ACK arrival 1n preparation for occurrence of a packet loss,
and the window size of sending of data 1s also restricted. On
the other hand, 1n case the frame error rate 1s suificiently
small, 1t 1s judged that the transmission characteristics of the
marine cable segment are good and a packet loss will not
occur. And, 1n sending processing ol TCP, data 1s not stored
for re-sending of data, next data 1s sent continuously without
waiting for ACK reception for the data sent, and the window
s1ze 1s set to maximum according to the reception capability
of the opposite side equipment.

[0046] According to this embodiment, the occurrence
probability of the packet loss 1s monitored by referring to the
frame error rate which occurred actually. For this reason, 1n a
circuit 1n which 1t 1s rare that the transmission characteristics
deteriorate substantially, compared with a case where the bit
error rate which 1s actually connected to a packet loss 1s low
1s referred to, 1t 1s possible to monitor the circuit state eifi-
ciently.

[0047] Further, the fifth embodiment of the present mven-
tion will be described. According to this embodiment, same
as the second embodiment of the present invention mentioned
above, the protocol converter 17 receives notification of the
bit error rate which occurred 1n the marine cable and which 1s
detected at the time of FEC decoding from the opposite opti-
cal transponder equipment, and reflects 1t to the control of
TCP. However, according to the fifth embodiment, occur-
rence of a bit error 1s monmitored based on whether 1t 1s within
a range ol error correcting capability by FEC as a standard,
and as far as the bit error rate 1s within the range of the error
correcting capability, the marine cable 1s handled as an error-
free circuit actually. And, 1n case the bit error rate approaches
a limit of the error correcting capability, it 1s determined that
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a possibility of frame error occurrence rises, controls are
started 1n preparation for data loss occurrence.

[0048] According to this embodiment, before a frame error
occurs, i1ts probability of occurrence 1s detected. For this
reason, compared with a case when a frame error which
occurred actually 1s monitored, 1t 1s possible to perform com-
munication control with less risk.

[0049] Further, 1n the embodiment of the present invention
described above, the data loss occurrence probability which
becomes a threshold for judging that a data loss does not
occur 1s a parameter decided according to the needs of opera-
tion. For example, when the bit error rate is 107", it can be set
as a value which 1s suificiently small and with which a packet
loss 1s assumed not to occur.

[0050] Also, mn preparation for a case when data of TCP
connection of which the data was not stored 1s lost by any
reasons, the protocol converter 17 may send a reset packet for
resetting the TCP connection whose data 1s lost. Also, 1n the
protocol converter 17, 1t 1s possible to reset TCP connection
on a land network side which 1s related to the TCP connection
whose data 1s lost. FIG. 9 15 a sequence diagram showing an
example which, 1n case data of TCP connection of which the
data was not stored 1s lost by any reasons, the protocol con-
verter 17 resets the TCP connection whose data 1s lost and the
TCP connection on the land network side which 1s related to
it.

[0051] Also, as for a bit error and a frame error, 1n order to
improve accuracy ol information, an example 1s possible for
the monitoring unit 11 of two optical transponder equipment
which hold a marine cable between them to exchange bit error
and frame error information which each of them includes. If
there exists discrepancy in information which both of optical
transponder equipment have, a problem which 1s different
from the state of the circuit, such as a failure of equipment on
one side, can be detected.

[0052] Also, when the bit error rate or the frame error rate
of the marine cable circuit are suiliciently low, an example 1s
possible to send by UDP (User Datagram Protocol) in the
marine cable circuit segment and to transier data by TCP in
the land network segment. Compared with TCP, even though
UDP 1s inferior 1n reliability, its transier rate 1s higher, and
UDP can be used effectively in order to perform high-speed
transmission 1n a circuit with no error occurrence.

[0053] FIG. 10 indicates, as the sixth embodiment of the

present invention, an exemplary configuration of optical tran-
sponder equipment which adopted 40 GbE interface
(IEEE802.3ba) as a land network side interface. Same as the
embodiment of the present invention mentioned above, this
optical transponder equipment includes a mechanism, in case
the packet loss occurrence probability reaches a predeter-
mined value, to change a set value of a data transier segment
s1ze ol the marine cable circuit and at the same time to change
a volume of data stored temporarily. Because this embodi-
ment transmits 40 GbE which multiplexes four waves of 10
Gbps signal over long-distance, and 1n this case, since phase
difference appears to each wavelength component by a dii-
ference 1n optical path lengths or polarized wave dispersion,
it 1s necessary to absorb the phase difference 1n a transponder
receiving unit. Therefore, compared with a case where 10 G
Ethernet s1ignal 1s accommodated, as delay time 1n the equip-
ment becomes even larger by the increase of latency, further
clfect of the present mnvention can be expected.

[0054] The structure of this optical transponder equipment
1s as follows. In FIG. 10, a monitoring unit 18 performs

Sep. 13, 2012

monitoring of warning detection state of the whole transpon-
der equipment and warning transier control. An O/E con-
verter 19 accommodates 10 G Ethernet signal as a land net-
work side mterface. A SerDes 20 decodes 10.3 Gb/s x4 signal
outputted from an O/E converter 25 and restores 1t 1nto par-
allel signals. Also, parallel signals which a protocol converter
21 outputs 1s converted into a 40 GbE signal of 10.3 Gb/s x4
and outputted to the side of E/O converter 27. The protocol
converter 21 mcludes a function to change a control param-
cter of a TCP/IP signal recetved from a land network side
interface to a parameter suitable for a marine cable system
and to make 1t an extended TCP/IP frame; and also to convert
an extend TCP/IP frame recetved from the marine cable side
interface into a usual TCP/IP frame, and to output 1t to the
land network side interface. A SerDes 22 converts parallel
signals outputted from the protocol converter 21 nto a 40
GbE signal 01 10.3 Gb/s x4 and delivers 1t to an FEC process-
ing unit 23. Also, parallel signals are restored from a 40 GbE
signal outputted from a phase difference absorption buifer 26.
Further, the FEC processing unit 23 includes an FEC coding/
decoding function, performs FEC coding of the 40 GbE sig-
nal inputted from the land network side and sends 1t to the
marine cable side. Also, an FEC code signal inputted from the
marine cable side 1s decoded, and the decoded 40 GbE signal
1s sent to the land network side. An E/O converter 24 performs
clectric-optical conversion to the electric signal inputted from
the FEC processing unit 23, and outputs 1t as an optical signal.
An O/E converter 25 performs optical-electric conversion to
an optical mgnal inputted from outside, and sends it to the
FEC processing unit 23. The phase absorptlon butfer 26
absorbs a phase difference of each Wavelength of 40 GbE
produced by signal transmission 1in the marine cable segment.
The E/O converter 27 performs electric-optical conversion to
the electric signal inputted from the SerDes 20, and outputs 1t
as an optical signal.

[0055] According to this embodiment, the present mven-
tion 1s applied to a 40 GbE transmission system. In a 40 GbE
transmission system, latency 1s very large compared witha 10
GbE transmission system. For this reason, it 1s usually nec-
essary to secure a large amount of data storage area for storing
sending data temporarily. However, by applying the present
invention, 1t becomes unnecessary to secure such a data stor-
age areca. Also, applying the present invention to a 40 GbE
transmission system with large latency can show a large effect
in particular to the throughput improvement of data transmis-
S1011.

[0056] Whilethe imnventionhas been particularly shown and
described with reference to exemplary embodiments thereof,
the invention 1s not limited to these embodiments. It will be
understood by those of ordinary skill 1n the art that various
changes in form and details may be made therein without
departing from the spirit and scope of the present invention as
defined by the claims.

[0057] This application 1s based upon and claims the ben-
efit of priority from Japanese patent application No. 2009-
218752, filed on Sep. 24, 2009, the disclosure of which 1s

incorporated herein 1n 1ts entirety by reference.

DESCRIPTION OF CODES

[0058] 1 Communication data transmission equipment
[0059] 2 Long-distance optical fiber circuit

[0060] 3 Data sending and recerving mechanism
[0061] 4 Control unit

[0062] 5 Circuit status monitoring mechanism



US 2012/0230671 Al

[0063] 6 Data storage equipment

[0064] 7, 8 Optical transponder equipment

[0065] 9, 10 Ethernet equipment

[0066] 11 Monitoring unit

[0067] 12 XFP (10 Gigabit Small Form-factor Pluggable)
transceiver

[0068] 13 SerDes (Serializer/Deserializer)

[0069] 14 FEC processing unit
[0070] 15 E/O converter

[0071] 16 O/E converter

[0072] 17 Protocol converter

[0073] 18 Monitoring unit

[0074] 19 O/E converter

[0075] 20 SerDes (Serializer/Deserializer)
[0076] 21 Protocol converter

[0077] 22 SerDes (Serializer/Deserializer)

[0078] 23 FEC processing unit
[0079] 24 E/O converter

[0080] 25 O/E converter

[0081] 26 Phase absorption builer
[0082] 27 E/O converter

1. A communication data transmission equipment which
performs sending and receiving of data with opposite trans-
mission equipment connected via a long-distance optical
fiber circuit, comprising;:

a data sending and recerving unit which, after sending a
connection establishment request to said opposite trans-
mission equipment, sends data before arrival of an
acknowledgement reply;

a circuit state monitoring unit which estimates data loss
occurrence probability from data loss occurrence state 1in
sending and receiving of data with said opposite trans-
mission equipment or acquires data loss occurrence
probability which said opposite transmission equipment
estimated; and

a unit performing controls which, until said data loss occur-
rence probability exceeds a predetermined value, do not
restrict a data size per each sending of data, and 1n case
said data loss occurrence probability exceeds the prede-
termined value, reduce the data size per each sending of
data according to an increase of the data loss occurrence
probability.

2. The communication data transmission equipment
according to claim 1, further comprising a unit which, until
said data loss occurrence probability exceeds the predeter-
mined value, does not store contents of the data sent, and 1n
case said data loss occurrence probability exceeds the prede-
termined value, stores the contents of the data sent.

3. The communication data transmission equipment
according to claim 1, wherein said data loss occurrence prob-
ability 1s estimated based on a detected value of a bit error or
a frame error which occurred in said long-distance optical
fiber circuit.

4. The communication data transmission equipment
according to claim 3, further comprising:

a unit which performs error correction of the data sent via

said long-distance optical fiber circuit; and

a unit which detects an occurrence rate of a bit error when
performing said error correction; wherein

estimation of said data loss occurrence probability 1s per-
formed based on the detected value of said bit error.

5. The communication data transmission equipment

according to claim 3, further comprising:
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a unit which performs error correction of the data sent via
said long-distance optical fiber circuit; and

a unit which detects an occurrence rate of a frame error
after performing said error correction; wherein

estimation of said data loss occurrence probability 1s per-
formed based on the detected value of said frame error.

6. The communication data transmission equipment
according to claim 1, further comprising a unit which, in case
sent data 1s not stored and further, also lost by occurrence of
a data loss 1n said long-distance optical fiber circuit, resets
connection between said communication data transmission
equipment.

7. The communication data transmission equipment
according to claim 1, further comprising a unit which, when
data transier between communication terminals belonging to
different communication networks respectively 1s performed
via said long-distance optical fiber circuit, relays data transier
between said communication terminals respectively, and
when relaying the data transfer, converts a communication
protocol of the data transfer.

8. The communication data transmission equipment
according to claim 1, wherein said communication terminal
and said communication data transmission equipment
includes a sending and receiving function of TCP, said com-
munication data transmission equipment further comprising;:

a unit which receives a TCP/IP packet sent from said com-
munication terminal or said communication data trans-
mission equipment on the opposite side, and replies an
acknowledgement reply of TCP for the TCP/IP packetto
a sending source of the TCP/IP packet;

a unit which relays said TCP/IP packet received, and trans-
fers 1t to said communication terminal or said commu-
nication data transmission equipment on the opposite
side; and

a unit which receives an acknowledgement reply of TCP
from a transier destination for said TCP/IP packet trans-
ferred, and terminates a session.

9. The communication data transmission equipment
according to claim 8, further comprising a unit which, 1n case
said data loss occurrence probability does not exceed the
predetermined value, changes the communication protocol in
said long-distance optical fiber circuit to UDP.

10. The communication data transmission equipment
according to claim 7, wherein, 1n case a data loss occurred on
a route between said communication terminal on a sending
side and said commumnication data transmission equipment on
a side of the communication terminal, a route between said
communication terminal on a receiving side and said com-
munication data transmission equipment on a side of the
communication terminal, and a route 1n said long-distance
optical fiber circuit, said data sending and receiving unit
resends data by a communication protocol on the respective
routes.

11. The communication data transmission equipment
according to claim 7, further comprising a unit which, on a
route between said communication terminal on a sending side
and said communication data transmission equipment on a
side of the communication terminal, on a route between said
communication terminal on a receiving side and said com-
munication data transmission equipment on a side of the
communication terminal, and on a route 1n said long-distance
optical fiber circuit, controls a data size per each sending of
data independently by the communication protocol on the
respective routes.
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12. The communication data transmission equipment
according to claim 7, further comprising a unit which, in case
sent data 1s not stored and further, also lost by occurrence of
a data loss 1n said long-distance optical fiber circuit, resets
connection between said communication terminal which sent
the data and said communication data transmission equip-
ment on a side of the communication terminal and connection
between said communication terminal which was to receive
the data and said communication data transmission equip-
ment on a side of the communication terminal.

13. A communication data transmission system, compris-
ing first communication data transmission equipment and
second communication data transmission equipment con-
nected via a long-distance optical fiber circuit; wherein

said first communication data transmission equipment and
said second communication data transmission equip-
ment comprise communication data transmission equip-
ment according to claim 1.

14. A communication data transmission method of com-
munication data transmission equipment which performs
sending and receiving of data via a long-distance optical fiber
circuit, said method comprising the steps of:

sending data before arrival of an acknowledgement reply,
alter sending a connection establishment request to
opposite transmission equipment;

acquiring data loss occurrence probability by estimating
from data loss occurrence state 1n sending and receiving
of data or by obtaining from said opposite transmission
equipment; and

performing control not to restrict a data size per each send-
ing of data until said data loss occurrence probability
exceeds a predetermined value, and to reduce the data
s1ze per each sending of data according to an increase of
the data loss occurrence probability 1n case said data loss
occurrence probability exceeds the predetermined
value.

15. The communication data transmission method accord-
ing to claim 14, further comprising a step of, until said data
loss occurrence probability exceeds the predetermined value,
storing no contents of the data sent, and in case said data loss
occurrence probability exceeds the predetermined value,
storing the contents of the data sent.

16. The communication data transmission method accord-
ing to claim 14, wherein said data loss occurrence probability
1s estimated based on a detected value of a bit error or a frame
error which occurred 1n said long-distance optical fiber cir-
cuit.

17. The communication data transmission method accord-
ing to claim 16, further comprising steps of:

performing error correction of the data sent via said long-
distance optical fiber circuit; and

detecting an occurrence rate of a bit error when performing,
said error correction; wherein

estimation of said data loss occurrence probability 1s per-
formed based on the detected value of said bit error.

18. The communication data transmission method accord-
ing to claim 16, further comprising steps of:

performing error correction of the data sent via said long-
distance optical fiber circuit; and

detecting an occurrence rate of a frame error after perform-
ing said error correction; wherein

estimation of said data loss occurrence probability 1s per-
formed based on the detected value of said frame error.
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19. The communication data transmission method accord-
ing to claim 14, further comprising a step of resetting con-
nection between said communication data transmission
equipment in case sent data 1s not stored and further, also lost
by occurrence of a data loss 1n said long-distance optical fiber
circuit.

20. The communication data transmission method accord-
ing to claim 14, further comprising steps of:

relaying data transier between communication terminals

respectively when data transter between said communi-
cation terminals belonging to different communication
networks 1s performed via said long-distance optical
fiber circuit; and

converting a communication protocol of the data transfer

when said relaying the data transter 1s performed.
21. The communication data transmission method accord-
ing to claim 20, wherein said communication terminal and
said communication data transmission equipment includes a
sending and recerving function of TCP, said method further
comprising steps of:
recewving a TCP/IP packet sent from said communication
terminal or said communication data transmission
equipment on the opposite side, and replying an
acknowledgement reply of TCP for the TCP/IP packetto
a sending source of the TCP/IP packet;

relaying said TCP/IP packet received, and transtferring 1t to
saild communication terminal or said communication
data transmission equipment on the opposite side; and

recerving an acknowledgement reply of TCP from a trans-
fer destination for said TCP/IP packet transferred, and
terminating a session.

22. The communication data transmission method accord-
ing to claim 21, further comprising a step of changing the
communication protocol 1n said long-distance optical fiber
circuit to UDP 1n case said data loss occurrence probability
does not exceed the predetermined value.

23. The communication data transmission method accord-
ing to claim 20, further comprising a step of, 1n case a data loss
occurs on a route between said communication terminal on a
sending side and said communication data transmission
equipment on a side of the communication terminal, a route
between said communication terminal on a recerving side and
said communication data transmission equipment on a side of
the communication terminal, and a route 1n said long-distance
optical fiber circuit, resending data by a communication pro-
tocol on the respective routes.

24. The communication data transmission method accord-
ing to claim 20, further comprising a step of, on a route
between said communication terminal on a sending side and
said communication data transmission equipment on a side of
the communication terminal, on a route between said com-
munication terminal on a receiving side and said communi-
cation data transmission equipment on a side of the commu-
nication terminal, and on a route 1n said long-distance optical
fiber circuit, controlling a data size per each sending of data
independently by the communication protocol on the respec-
tive routes.

25. The communication data transmission method accord-
ing to claim 20, further comprising a step of resetting con-
nection between said communication terminal which sent the
data and said communication data transmission equipment on
a side of the communication terminal and connection
between said communication terminal which was to receive
the data and said communication data transmission equip-
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ment on a side of the communication terminal, 1n case sent
data 1s not stored and further, also lost by occurrence of a data
loss 1n said long-distance optical fiber circuit.
26. A program recording medium recording a communica-
tion data transmission program for a communication data
transmission equipment which sends and receives data to and
from opposite transmission equipment connected via a long-
distance optical fiber circuit, said program comprising proce-
dures of:
sending data before arrival of an acknowledgement reply
procedure, after sending a connection establishment
request to said opposite transmission equipment;

acquiring data loss occurrence probability by estimating
from data loss occurrence state 1n sending and receiving
of data or by obtaining from said opposite transmission
equipment; and

performing control not to restrict a data size per each send-

ing of data until said data loss occurrence probability
exceeds a predetermined value, and to reduce the data
s1ze per each sending of data according to an increase of
the data loss occurrence probability 1n case said data loss
occurrence probability exceeds the predetermined
value.

277. The program recording medium according to claim 26,
wherein said program further comprises a procedure of stor-
ing no contents of the data sent until said data loss occurrence
probability exceeds the predetermined value, and storing the
contents of the data sent 1n case said data loss occurrence
probability exceeds the predetermined value.

28. The program recording medium according to claim 26,
wherein said data loss occurrence probability 1s estimated
based on a detected value of a bit error or a frame error which
occurred 1n said long-distance optical fiber circuit.

29. The program recording medium according to claim 28,
wherein said program further comprises procedures of:

performing error correction of the data sent via said long-

distance optical fiber circuit; and

detecting an occurrence rate of a bit error when performing,

sald error correction; wherein

estimation of said data loss occurrence probability 1s per-

formed based on the detected value of said bit error.

30. The program recording medium according to claim 28,
wherein said program further comprises procedures of:

performing error correction of the data sent via said long-

distance optical fiber circuit; and

detecting an occurrence rate of a frame error after perform-

ing said error correction; wherein

estimation of said data loss occurrence probability 15 per-

formed based on the detected value of said frame error.

31. The program recording medium according to claim 26,
wherein said program further comprises a procedure of reset-
ting connection between said communication data transmis-
s10n equipment 1n case sent data 1s not stored and further, also
lost by occurrence of a data loss 1n said long-distance optical
fiber circuit.

32. The program recording medium according to claim 26,
wherein said program further comprises a procedure of relay-
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ing data transier between said communication terminals
respectively when data transier between communication ter-
minals belonging to different communication networks
respectively 1s performed via said long-distance optical fiber
circuit, and converting a communication protocol of the data
transier when said relaying the data transfer 1s performed.
33. The program recording medium according to claim 32,
wherein said program further comprises procedures of:
recewving a TCP/IP packet sent from said communication
terminal or said communication data transmission

equipment on the opposite side including a sending and
receiving function of TCP, and replying an acknowl-
edgement reply of TCP for the TCP/IP packet to a send-
ing source of the TCP/IP packet;
relaying said TCP/IP packet received, and transtferring 1t to
saild communication terminal or said communication
data transmission equipment on the opposite side; and

recerving an acknowledgement reply of TCP from a trans-
fer destination for said TCP/IP packet transferred, and
terminating a session.

34. The program recording medium according to claim 33,
wherein said program further comprises a procedure of
changing the communication protocol in said long-distance
optical fiber circuit to UDP 1n case said data loss occurrence
probability does not exceed the predetermined value.

35. The program recording medium according to claim 32,
wherein said program further comprises a procedure of, in
case a data loss occurred on a route between said communi-
cation terminal on a sending side and said communication
data transmission equipment on a side of the communication
terminal, a route between said communication terminal on a
receiving side and said communication data transmission
equipment on a side of the communication terminal, and a
route 1n said long-distance optical fiber circuit, resending data
by a communication protocol on the respective routes.

36. The program recording medium according to claim 32,
wherein said program further comprises a procedure of, on a
route between said communication terminal on a sending side
and said communication data transmission equipment on a
side of the communication terminal, on a route between said
communication terminal on a receiving side and said com-
munication data transmission equipment on a side of the
communication terminal, and on a route 1n said long-distance
optical fiber circuit, controlling a data size per each sending of
data independently by the communication protocol on the
respective routes.

377. The program recording medium according to claim 32,
wherein said program further comprises a procedure of reset-
ting connection between said communication terminal which
sent the data and said communication data transmission
equipment on a side of the communication terminal and con-
nection between said communication terminal which was to
receive the data and said communication data transmission
equipment on a side of the commumnication terminal 1n case
sending data 1s not stored and further, also lost by occurrence
of a data loss 1n said long-distance optical fiber circuit.
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