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SYSTEM AND METHOD FOR GENERATING
MUSICAL TRACKS WITHIN A
CONTINUOUSLY LOOPING RECORDING
SESSION

[0001] This application claims priority from U.S. Provi-
sional Patent Application No. 61/182,982, filed on Jun. 1,
2009; U.S. Provisional Patent Application No. 61/248,238,
filed on Oct. 2, 2009; and U.S. Provisional Patent Application
No. 61/266,4772, filed on Dec. 3, 2009.

TECHNICAL FIELD

[0002] The present invention relates generally to the cre-
ation ol music, and more particularly to a system and method
for generating a musical compilation having a plurality of
substantially harmonious tracks.

BACKGROUND

[0003] Music 1s a reputably well-known form of human
self-expression. However, a person’s firsthand appreciation
for this artistic endeavor may be derived 1n different manners.
Often, the person can more easily enjoy music by listening to
the creations of others rather than generating 1t by himself or
herself. For many people, the ability to hear and recognize an
appealing musical composition 1s mnnate, while the ability to
manually create a proper collection of notes remains out of
reach. A person’s ability to create new music may be inhibited
by the time, money, and/or skill necessary to learn an 1nstru-
ment well-enough to accurately reproduce a tune at will. For
most people, their own 1maginations may be the source of
new music, but their ability to hum or chant this same tune
limits the extent to which their tunes can be formally retained
and recreated for the enjoyment of others.

[0004] Recording a session musician’s performance can
also be a laborious process. Multiple takes of the same mate-
rial are recorded and painstakingly scrutinized until a single
take can be assembled with all of the impertections roned
out. A good take often requires a talented artist under the
direction of another to adjust his or her performance accord-
ingly. In the case of an amateur recording, the best take 1s
often the result of serendipity and consequently cannot be
repeated. More often than not, amateur performers produce
takes with both good and bad portions. The recording process
would be much easier and more fun 11 a song could be con-
structed without having to meticulously analyze every por-
tion of every take. Thus, 1t 1s with respect to these consider-
ations and others that the present invention has been made.
[0005] Moreover, the music that a person desires to create
may be complex. For example, an envisioned tune can have
more than one instrument, which may be played concurrently
with other instruments 1n a potential arrangement. This com-
plexity further adds to the time, skill, and/or money required
for a lone person to generate a desired combination of sounds.
The physical configuration of most musical instruments also
requires a person’s full physical attention to manually gener-
ate notes, further requiring additional personnel to play the
additional parts of a desired tune. Additionally, extra review
and management may then be necessary to ensure proper
interaction of the various involved instruments and elements
ol a desired tune.

[0006] Even for people who already enjoy creating their
own music, those listeners may lack the type of expertise that

Dec. 23, 2010

enables proper composition and music creation. As a result,
the music created may contain notes that are not within the
same musical key or chord. In most musical styles, the pres-
ence ol ofl-key or off-chord notes, often referred to as “inhar-
monious’” notes, causes the music to be unpleasing and jar-
ring. Accordingly, because of their lack of experience and
training, music listeners often create music that sounds unde-
sirable and unprofessional.

[0007] For some people, artistic inspiration 1s not bound by
the same time and location limitations that are typically asso-
ciated with the generation and recording of new music. For
example, a person may not be 1n a production studio with a
playable instrument at hand when an i1dea for a new tune
maternalizes. After the moment of inspiration passes, the per-
son may not be able to recall the complete extent of the
original tune, resulting 1n a loss of artistic effort. Moreover,
the person may become frustrated with the time and effort
applied in recreating no more than an inferior and incomplete
version of his or her initial musical revelation.

[0008] Professional music composing and editing software
tools are currently generally available. However, these tools
project an intimidating barrier to entry for a novice user. Such
complex user mterfaces can soon sap the enthusiasm of any
beginner who dares venture their way on an artistic whim.
Being tethered to a suite of pro-audio servers also cramps the
style of the mobile creative, wanting to crait a tune on the
move.

[0009] What 1s needed 1s a system and method of music
creation that can easily interface with a user’s most basic
ability, yet enable the creation of music that 1s as complex as
the user’s 1magination and expectations. There 1s also an
associated need to facilitate the creation of music free from
notes that are inharmonious. In addition, there 1s a need 1n the
art for a music authoring system that can generate a musical
compilation track by aggregating portions of multiple takes
based on automated selection criteria. It 1s also desirable that
such a system further be implemented in a manner that 1s not
limited by the location of a user when nspiration occurs,
thereby enabling capture of the first utterances of a new
musical composition.

[0010] There 1s an associated need in the art for a system
and method that can create a compilation track from multiple
takes by automatically evaluating the quality of previously
recorded tracks and selecting the best of the previously
recorded tracks, recorded via an electronic authoring system.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] Non-limiting and non-exhaustive embodiments are
described in reference to the following drawings. In the draw-
ings, like reference numerals refer to like parts through all the
various figures unless otherwise specified.

[0012] For abetter understanding of the present disclosure,
a reference will be made to the following detailed description,
which 1s to be read 1n association with the accompanying
drawings, wherein:

[0013] FIGS. 1A, 1B, and 1C 1illustrate several embodi-
ments of a system 1n which aspects of the mvention may be
practiced;

[0014] FIG. 2 15 a block diagram of one embodiment of

potential components of the audio converter 140 of the sys-
tem of FIG. 1;

[0015] FIG. 3 illustrates one exemplary embodiment of a
progression for a musical compilation;
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[0016] FIG. 4 15 a block diagram of one embodiment of
potential components of the track partitioner 204 of the sys-
tem of FIG. 2;

[0017] FIG. 31s an exemplary frequency spectrum diagram
illustrating the frequency distribution of an audio mnput hav-
ing a fundamental frequency and multiple harmonics;
[0018] FIG. 6 1s an exemplary pitch versus time plot 1llus-
trating the pitch of a human voice changing between first and
second pitches and subsequently settling around the second
pitch;

[0019] FIG. 7 i1s an exemplary embodiment of a morphol-
ogy plotted as pitch events over time, each having a discrete
duration;

[0020] FIG. 8 1s a block diagram 1llustrating the content of
a data file 1n one embodiment of the invention;

[0021] FIG.91satlow chartillustrating one embodiment of
a method for generating musical tracks within a continuously
looping recording session;

[0022] FIGS.10,10A and 10B together form an illustration
ol one potential user interface for generating musical tracks
within a continuously looping recording session;

[0023] FIG. 11 1s an illustration of one potential user inter-
face for calibrating a recording session;

[0024] FIGS. 12A, 12B, and 12C together illustrate a sec-
ond potential user interface associated with the generation of
musical tracks within a continuously looping recording ses-
s1on at three separate periods of time;

[0025] FIGS. 13A, 13B, and 13C together illustrate one
potential use of the user interface to modily a musical track
input into the system using the user interface of FIG. 12;
[0026] FIGS. 14A, 14B and 14C together illustrate one
potential user interface for creating a rhythm track at three
separate periods of time;

[0027] FIG. 15 1s a block diagram of one embodiment of
potential components of the MTAC module 144 of the system
of FIG. 1;

[0028] FIG. 16 1s a flow diagram illustrating one potential
process for determining the musical key reflected by one or
more notes of audio mput;

[0029] FIGS. 17, 17A, and 17B together form a flow dia-
gram 1llustrating one potential process for scoring a portion of
a musical track based on a chord sequence constraint;
[0030] FIG. 18 1llustrates one embodiment of a process for
determining the centroid of a morphology;

[0031] FIG. 19 illustrates step-responses of a harmonic
oscillator over time having a damped response, an over-
damped response, and an under-damped response;

[0032] FIG. 20 1llustrates a logical flow diagram showing
one embodiment for scoring a portion of a musical iput;
[0033] FIG. 21 illustrates a logical flow diagram for one
embodiment of a process for composing a “best” track from
multiple recorded tracks;

[0034] FIG. 22 1llustrates one embodiment of an exemplary
audio wavelform and a graphical representation of a score
showing the variance of the actual pitch from an 1deal pitch;
[0035] FIG. 23 1llustrates one embodiment of a new track
constructed from partitions of previously recorded tracks;
[0036] FIG. 24 illustrates a data tlow diagram showing one
embodiment of a process for harmonizing an accompaniment
musical mput with a lead musical 1nput;

[0037] FIG. 25 1llustrates a data tlow diagram of the pro-
cesses performed by the Transform Note Module of FIG. 24;
[0038] FIG. 26 1llustrates one exemplary embodiment of a
super keyboard;
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[0039] FIGS. 27A-B illustrate two exemplary embodi-
ments of a chord wheel;

[0040] FIG. 28 illustrates one exemplary embodiment of a
network configuration 1n which the present invention may be
practiced;

[0041] FIG. 29 illustrates a block diagram of a device that

supports the processes discussed herein;

[0042] FIG. 30 1llustrates one embodiment of a music net-
work device;
[0043] FIG. 31 illustrates one potential embodiment of a

first interface in a game environment;

[0044] FIG. 32 illustrates one potential embodiment of an
interface for creating one or more lead vocal or mstrument
tracks in the game environment of FIG. 31;

[0045] FIG. 33 illustrates one potential embodiment of an
interface for creating one or more percussion tracks in the
game environment of FIG. 31;

[0046] FIGS. 34A-Cillustrate potential embodiments of an
interface for creating one or more accompaniment tracks 1n
the game environment of FIG. 31;

[0047] FIG. 35 illustrates one potential embodiment of a
graphical interface that depicts the chord progression playing
as accompaniment of the lead music; and

[0048] FIG. 36 illustrates one potential embodiment for
selecting among different sections of a musical compilation
in the game environment of FIG. 31

[0049] FIGS. 37A and 37B illustrate potential embodi-

ments of a files structure associated with musical assets that
may be utilized 1n conjunction with the game environment of

FIGS. 31-36.

DETAILED DESCRIPTION

[0050] The present invention now will be described more
tully heremafter with reference to the accompanying draw-
ings, which form a part hereotf, and which show, by way of
illustration, specific exemplary embodiments by which the
invention may be practiced. This invention may, however, be
embodied 1n many different forms and should not be con-
strued as limited to the embodiments set forth herein; rather,
these embodiments are provided so that this disclosure will be
thorough and complete, and will fully convey the scope of the
invention to those skilled 1n the art. Among other things, the
present mvention may be embodied as methods or devices.
Accordingly, the present invention may take the form of an
entirely hardware embodiment, an entirely software embodi-
ment or an embodiment combining software and hardware
aspects. The following detailed description 1s, therefore, not
to be taken 1n a limiting sense.

DEFINITIONS

[0051] Throughout the specification and claims, the fol-
lowing terms take the meanings explicitly associated herein,
unless the context clearly dictates otherwise. The phrase “in
one embodiment™ as used herein does not necessarily refer to
the same embodiment, although it may. Furthermore, the
phrase “in another embodiment™ as used herein does not
necessarily refer to a different embodiment, although it may.
Thus, as described below, various embodiments of the inven-
tion may be readily combined, without departing from the
scope or spirit of the mvention.

[0052] Inaddition, as used herein, the term “or’ 1s an 1nclu-
stve “‘or” operator, and 1s equivalent to the term “and/or,”
unless the context clearly dictates otherwise. The term “based
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on” 1s not exclusive and allows for being based on additional
factors not, described, unless the context clearly dictates oth-
erwise. In addition, throughout the specification, the meaning
of “a,” “an,” and “the” include plural references. The meaning
of “in” includes “in” and includes plural references. The
meaning of “1mn” includes “in” and “on.”

[0053] As used herein the term “musical input,” refers to
any signal input that contains musical and/or control 1mnfor-
mation transmitted over any of a variety of mediums, includ-
ing, but not limited to air, microphones, line-in mechanisms,
or the like. Musical inputs are not limited to signal 1nput
frequencies which might be heard by a human ear, and may
include other frequencies outside of that which may be heard
by the human ear, or 1n a form not readily heard by the human
ear. Moreover, the use of the term “musical’ 1s not intended to
convey an inherent requirement for a beat, rhythm, or the like.
Thus, for example, a musical mput, may include various
inputs such as a tapping, including a single tap, clicking,
human 1nputs (such as voice (e.g do, re, m1), percussive mputs
(e.g. ka, cha, da-da), or the like) as well as indirect inputs
through an instrument or other amplitude and/or frequency
generation mechanism via a transport including, but not lim-
ited to, a microphone input, a Line-In input, a MIDI nput, a
file having signal information useable to convey a musical
input, or other iputs that enable a transported signal to be
converted into music.

[0054] As used herein, the term “musical key” 1s a group of
musical notes that are harmonious. Keys are usually major or
minor. Musicians frequently speak of a musical composition
as being “in the key of” C major, for istance, which implies
a piece of music harmonically centered on the note C and
making use ol a major scale whose {irst note, or tonic, 1s C. A
major scale 1s an eight note progression consisting of the
perfect and major semitones (e.g. CD EF G A B or do re mi
fa so la t1). With respect to a piano, for mstance, middle-C
(sometimes called “C4”) has a frequency of 261.626 Hz,
while D4 15 293.665 Hz; E4 15 329.628 Hz; F4 1s 349.228 Hz;
G4 15 391.995 Hz; A4 1s 440.000 Hz; and B4 1s 493.883 Hz.
While the same notes on other musical instruments will play
at the same frequencies, 1t 1s also understood that some 1nstru-
ments naturally play in one key or another.

[0055] As used herein, the term “inharmonious note™ 1s a
note that 1s not 1n a correct musical key or chord, where the
correct musical key and the correct chord are the musical key
or chord currently being played by another musician or musi-
cal source.

[0056] As used herein, the term “blue note” 1s a note that 1s
not in a correct musical key or chord, but which 1s allowed to
be played without transformation.

[0057] As used herein, the term “note of accompaniment
musical input™ 1s a note played by an accompanying musician
that 1s associated with a note played in a corresponding lead
melody.

GENERAL DESCRIPTION OF THE INVENTION

[0058] The following brietly describes various embodi-
ments 1n order to provide a basic understanding of some
aspects of the invention. This brief description 1s not intended
as an extensive overview. It 1s not intended to identify key or
critical elements, or to delineate or otherwise narrow the
scope. Its purpose 1s merely to present some concepts 1n a
simplified form as a prelude to the more detailed description
that 1s presented later.
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[0059] Briefly stated, various embodiments are directed
toward generating a multi-track recording by looping through
a set of previously recorded audio tracks and receiving a new
audible mput for each added audio track. In one embodiment,
cach of the audio tracks in the multi-track recording may be
generated from an audible vocal input from an end-user. Each
new audible input may be provided after the current recording
1s repeatedly played back, or looped, one or more times. This
recording sequence, separated by loop periods during which
no new track mput 1s received may permit a user to listen to
the current recording thoroughly, continuously, and without a
time-related pressure of an immediately required additional
input. The looped playback, independent from a loop 1n
which an additional track 1s iput, may also permit other
actions to be performed, such as moditying a previous track or
changing parameters of the recording system.

[0060] Further, at least one of the audio tracks 1n the multi-
track recording may comprise one or more musical instru-
ment sounds generated based on one or more different sounds
provided 1n the audible 1nput. Various forms of processing
may be performed on the received audible 1input to create the
audio track, including aligning and adjusting of the timing of
the audible input, frequency recognition and adjustment, con-
verting the audible input to a timbre associated with a musical
instrument, adding known aural cues associated with the
musical instrument, and the like. Further, each of these pro-
cesses may be performed in real-time, permitting almost
instantancous playback of a generated audio track and
enabling another audible input to be immediately and subse-
quently recerved for processing and overlay as an audio track
onto one or more previously recorded tracks 1n a multi-track
recording.

[0061] In one embodiment, the looped or repeated portion
of the multi-track recording may comprise a single bar of
music. The length of this bar may be determined by a tempo
and a time signature associated with the track. In another
embodiment, the number of bars, or looping point for play-
back of the multi-track recording, may be dynamic. That 1s,
the repetition of a first audio track 1n the multi-track recording
may occur at a diflerent time than that of a second audio track
in the multi-track recording. The adjustment of this dynamic
looping point, for example, may be automatically determined
based on the length of an audible 1nput for subsequent tracks.

[0062] Various embodiments are also directed toward auto-
matically producing a single, “best” take that 1s derived from
a collection of takes. In one embodiment, multiple takes of a
performance are recorded during one or more sessions onto a
multi-track recorder. Each take 1s automatically partitioned
into segments. The quality of each partition of each of the
multiple takes 1s scored, based on selectable criteria, and a
track 1s automatically constructed from the best quality seg-
ments of each take. In one embodiment, a best segment 1s
defined by the segment having a highest score from within a
plurality of segment scores.

[0063] Various embodiments are also further directed
toward protecting a musician from playing an inharmonious
note. In one embodiment, the notes of an accompaniment
musical instrument are received as well as from a lead musi-
cal mstrument. The notes from the accompaniment musical
instrument are then modified based on the key, chord, and/or
timing of the lead. In one embodiment, a virtual instrument,
where the input keys of the instrument dynamically map onto
safe notes, may be provided. Thus, 1f a player of the virtual
istrument 1s accompanying a melody, the virtual instrument
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may 1dentily safe notes that comprise notes that are either for
the current chord of the melody being accompanied or in the
musical key of the melody.

[0064] Device Architecture

[0065] FIG. 1A shows one embodiment of system 100 that
may be deployed on a variety of devices 50, which may be, for
illustrative purposes, any multi-purpose computer, hand-held
computing device (FIG. 1B) and/or dedicated gaming system
(FIG. 1C). Device 50 may include many more or less com-
ponents than those shown 1 FIG. 29. However, 1t should be
understood by those of ordinary skill in the art that certain
components are not necessary to operate system 100, while
others, such as processor, microphone, video display, and
audio speaker are important, 1f not necessary to practice
aspects of the present invention.

[0066] AsshowninFIG. 29, device 50 includes a processor
2902, which may be a CPU, 1n communication with a mass
memory 2904 via a bus 2906. As would be understood by
those of ordinary skill in the art having the present specifica-
tion, drawings and claims betfore them, processor 2902 could
also comprise one or more general processors, digital signal
processors, other specialized processors and/or ASICs, alone
or 1n combination with one another. Device 50 also includes
apower supply 2908, one or more network intertaces 2910, an
audio interface 2912, a display driver 2914, a user input
handler 2916, an i1lluminator 2918, an input/output interface
2920, an optional haptic interface 2922, and an optional glo-
bal positioning systems (GPS) recerver 2924. Device 50 may
also 1nclude a camera (not shown), enabling video to be
acquired and/or associated with a particular multi-track
recording. Video from the camera, or other source, may also
turther be provided to an online social network and/or an
online music community. Device 50 may also optionally
communicate with a base station (not shown), or directly with
another computing device. Other computing device, such as
the base station, may include additional audio-related com-
ponents, such as a professional audio processor, generator,
amplifier, speaker, XLLR connectors and/or power supply.

[0067] Continuing with FIG. 29, power supply 2908 may
comprise a rechargeable or non-rechargeable battery or may
be provided by an external power source, such as an AC
adapter or a powered docking cradle that could also supple-
ment and/or recharge the battery. Network interface 2910
includes circuitry for coupling device 50 to one or more
networks, and 1s constructed for use with one or more com-
munication protocols and technologies including, but not lim-
ited to, global system for mobile commumcation (GSM),
code division multiple access (CDMA), time division mul-
tiple access (I DMA), user datagram protocol (UDP), trans-
mission control protocol/lnternet protocol (TCP/IP), SMS,
general packet radio service (GPRS), WAP, ultra wide band
(UWB), IEEE 802.16 Worldwide Interoperability for Micro-
wave Access (WiMax), SIP/RTP, or any of a variety of other
wireless communication protocols. Accordingly, network
interface 2910 may include as a transcerver, transceiving
device, or network interface card (NIC).

[0068] Audio interface 2912 (FIG. 29) 1s arranged to pro-
duce and receive audio signals such as the sound of a human
voice. For example, as shown most clearly in FIGS. 1A and
1B, audio interface 2912 may be coupled to a speaker 51
and/or microphone 52 to enable music output and mput into
the system 100. Display driver 2914 (FI1G. 29) 1s arranged to
produce video signals to drive various types of displays. For
example, display driver 2914 may drive video monitor dis-
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play 75, shown in FI1G. 1A, which may be a liquid crystal, gas
plasma, or light emitting diode (LED) based-display, or any
other type of display that may be used with a computing
device. As shown 1n FIG. 1B, display driver 2914 may alter-
natively drive a hand-held, touch sensitive screen 80, which
would also be arranged to recerve input from an object such as
a stylus or a digit from a human hand via user input handler
2916 (see FIG. 31). Keypad 55 may comprise any input
device (e.g. keyboard, game controller, track-ball and/or
mouse) arranged to receive input from a user. For example,
keypad 55 may include one or more push buttons, numeric
dials, and/or keys. Keypad 55 may also include command
buttons that are associated with selecting and sending images.

[0069] Device 50 also comprises mput/output interface
2920 for communicating with external devices, such as a
headset, a speaker 51, or other input or output devices. Input/
output interface 2920 may utilize one or more communica-
tion technologies, such as USB, infrared, Bluetooth™, or the
like. The optional haptic interface 2922 1s arranged to provide
tactile feedback to a user of device 50. For example, in an
embodiment, such as that shown in FIG. 1B, where the device
50 1s a mobile or handheld device, the optional haptic inter-
face 2922 may be employed to vibrate the device 1n a particu-
lar way such as, for example, when another user of a comput-
ing device 1s calling.

[0070] Optional GPS transceiver 2924 may determine the
physical coordinates of device 100 on the surface of the Earth,
which typically outputs a location as latitude and longitude
values. GPS transceiver 2924 can also employ other geo-
positioning mechanisms, including, but not limited to, trian-
gulation, assisted GPS (AGPS), E-OTD, CI, SAI, ETA, BSS
or the like, to further determine the physical location of device
50 on the surface of the Earth. In one embodiment, however,
mobile device may, through other components, provide other
information that may be employed to determine a physical
location of the device, including for example, a MAC address,

IP address, or the like.

[0071] As shownin FIG. 29, mass memory 2904 includes a
RAM 2924, a ROM 2926, and other storage means. Mass
memory 2904 illustrates an example of computer readable
storage media for storage of information such as computer
readable 1nstructions, data structures, program modules, or
other data. Mass memory 2904 stores a basic input/output
system (“BIOS™) 2928 for controlling low-level operation of
device 50. The mass memory also stores an operating system
2930 for controlling the operation of device 30. It will be
appreciated that this component may include a general pur-
pose operating system such as a version of MAC OS, WIN-
DOWS, UNIX, or LINUX, or a specialized operating system
such as, for example, Xbox 360 system software, Wi 10S,
Windows Mobile™, or the Symbian® operating systems.
The operating system may include, or interface with, a Java
virtual machine module that enables control of hardware
components and/or operating system operations via Java
application programs.

[0072] One or more data storage modules 132 may be
stored 1n memory 2904 of device 50. As would be understood
by those of ordinary skill 1n the art having the present speci-
fication, drawings and claims before them, a portion of the
information stored in data storage modules 132 may also be
stored on a disk drive or other storage medium associated
with device 50. These data storage modules 132 may store
multiple track recordings, MIDI files, WAV files, samples of
audio data, and a variety of other data and/or data formats or
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input melody data in any of the formats discussed above. Data
storage modules 132 may also store information that
describes various capabilities of system 100, which may be
sent to other devices, for instance as part of a header during a
communication, upon request or in response to certain events,
or the like. Moreover, data storage modules 132 may also be
employed to store social networking imnformation including

address books, buddy lists, aliases, user profile information,
or the like.

[0073] Device 50 may store and selectively execute a num-
ber of different applications, including applications for use in
accordance with system 100. For example, application foruse

in accordance with system 100 may include Audio Converter
Module 140, Recording Session Live Looping (RSLL) Mod-

ule 142, Multiple Take Auto-Compositor (MTAC) Module
144, Harmonizer Module 146, Track Sharer Module 148,
Sound Searcher Module 150, Genre Matcher Module 152,
and Chord Matcher Module 154. The functions ol these appli-
cations are described in more detail below.

[0074] The applications on device 50 may also include a
messenger 134 and browser 136. Messenger 132 may be
configured to initiate and manage a messaging session using
any of a variety of messaging communications including, but
not limited to email, Short Message Service (SMS), Instant
Message (IM), Multimedia Message Service (MMS), Inter-
net relay chat (IRC), mIRC, RSS feeds, and/or the like. For
example, 1n one embodiment, messenger 243 may be config-
ured as an IM messaging application, such as AOL Instant
Messenger, Yahoo! Messenger, INET Messenger Server,
ICQ, or the like. In another embodiment, messenger 132 may
be a client application that i1s configured to integrate and
employ a variety ol messaging protocols. In one embodiment,
messenger 132 may interact with browser 134 for managing,
messages. Browser 134 may include virtually any application
configured to recerve and display graphics, text, multimedia,
and the like, employing virtually any web based language. In

one embodiment, the browser application 1s enabled to
employ Handheld Device Markup Language (HDML ), Wire-

less Markup Language (WML), WMLScript, JavaScript,
Standard Generalized Markup Language (SMGL), Hyper-
Text Markup Language (HTML), eXtensible Markup Lan-
guage (XML), and the like, to display and send a message.
However, any of a variety of other web-based languages may
be employed.

[0075] Device 50 may also include other applications 138,
such as computer executable instructions which, when
executed by client device 100, transmit, receive, and/or oth-
erwise process messages (e.g., SMS, MMS, IM, email, and/or
other messages), audio, video, and enable telecommunication
with another user of another client device. Other examples of
application programs include calendars, search programs,
email clients, IM applications, SMS applications, VoIP appli-
cations, contact managers, task managers, transcoders, data-
base programs, word processing programs, security applica-
tions, spreadsheet programs, games, search programs, and so
forth. Each of the applications described above may be
embedded or, alternately, downloaded and executed on

device 50.

[0076] Of course, while the various applications discussed
above are shown as being implemented on device 50, 1n
alternate embodiments, one or more portions of each of these
applications may be implemented on one or more remote
devices or servers, wherein inputs and outputs of each portion
are passed between device 50 and the one or more remote
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devices or servers over one or more networks. Alternately,
one or more of the applications may be packaged for execu-
tion on, or downloaded from a peripheral device.

[0077] Audio Converter

[0078] Audio converter 140 1s configured to recerve audio
data and convert 1t to a more meaningiul form for use within
system 100. One embodiment of audio converter 140 1s 1llus-
trated 1n FIG. 2. In this embodiment, audio converter 140 may
include a variety of sub-systems including track recorder 202,
track partitioner 204, quantizer 206, frequency detector 208,
frequency shifter 210, instrument converter 212, gain control
214, harmonics generator 216, special effects editor 218, and
manual adjustment control 220. The connections to and inter-
connections between the various sub-systems of audio con-
verter 140 are not shown to avoid obscuring the present inven-
tion, however, these sub-systems would be electrically and/or
logically connected as would be understood by those of ordi-
nary skill in the art having the present specification, drawings,
and claims before them.

[0079] Track recorder 202 enables a user to record at least
one audio track from either vocal or a musical instrument. In
one embodiment, the user may record the track without any
accompaniment. However, track recorder 202 may also be
configured to play audio, either automatically or upon a user’s
request, comprising a click track, a musical accompaniment,
an 1n1tial tone against which a user can judge his/her pitch and
timing, or even previously recorded audio. “Click track”™
refers to a periodic clicking noise (such as the periodic click-
ing noise¢ made by a mechanical metronome) intended to
assist the user to keep a consistent tempo. Track recorder 202
may also enable a user to set the length of time to record—as
either a time limit (1.e. a number of minutes and seconds) or a
number of musical bars. When used 1n conjunction with
MTAC module 144, as discussed below, track recorder 202
may also be configured to graphically indicate a score asso-
ciated with various portions of a recorded track, so as to
indicate, for instance, when a user 1s ofi-key, or the like.

[0080] In general, a musical compilation 1s comprised of
multiple lyrical sections. For example, FIG. 3 illustrates a one
typical progression for a pop song that begins with an intro
section, followed by alternating verse and chorus sections,
and a bridge section prior to the final verse. Of course,
although not shown, other structures such as refrains, outros,
and the like, may also be used. Thus, 1n one embodiment,
track recorder 202 may also be configured to enable a user to
select the section of a song for which the recorded audio track
1s to be used. These sections may then be arranged 1n any
order (either automatically (based on a determination by the
genre matcher module 152) or as selected by the end user) to
create a complete musical compilation.

[0081] Track partitioner 204 divides a recorded audio track
into separate partitions that may then be addressed and poten-
tially stored as individually addressable separate sound clips
or files. The partitions are preferably chosen so that segments
spliced end-to-end result in few or no audio artifacts. For
example, let us assume that an audible input comprises the
phrase “pum pa pum”. In one embodiment, division of this
audible mnput may 1dentify and distinguish each syllable of
this audible input 1nto separate sounds, such as “pum,” “pa,”
and “pum.” However, 1t should be understood that this phrase
can be delineated 1n other ways, and a single partition may
include more than one syllable or word. Four partitions (num-
bered “1,” “2.,” *“3.” and “4”) each including more than one

syllable are 1llustrated on display 75 in FIGS. 1A, 1B and 1C.




US 2010/0322042 Al

As 1llustrated, partition “1” has a plurality of notes that may
reflect the same plurality of syllables having beenrecorded by
track recorder 202 using mput from microphone 52 from a
human or musical istrument source.

[0082] To perform the division of an audible track into
separate partitions track partitioner 204 may utilize one or
more processes running on the processor 2902. In one exem-
plary embodiment illustrated in FI1G. 4, track partitioner 204
may include silence detector 402, stop detector 404, and/or
manual partitioner 406, each of which may be used to parti-
tion an audio track into N partitions aligned 1n time. Track
partitioner 204 may use silence detector 302 to partition a
track wherever silence 1s detected for a certain period of time.
That “silence” may be defined by a volume threshold, such
that when the audio volume dips below the defined threshold
tor a defined period of time, the location in the track 1s deemed
silent. Both the volume threshold and the period of time may
be configurable.

[0083] Stop detector 404, on the other hand, may be con-
figured to use speech analysis, such as formant analysis, to
identily vowels and consonants 1n the track. For example,
consonants such as T, D, P, B, G, K, and nasals are delimited
by stoppages of airtlow 1n their vocalization. The location of
certain vowels or consonants may then be used to detect and
identily preferably partitioning points. Similar to silence
detector 402, the types of vowels and consonants utilized by
stop detector 404 for identilying partitioming points may be
configurable. Manual partitioner 406 may also be provided to
enable a user to manually delimit each partition. For example,
a user may simply specily a time length for each partition
causing the audio track to be divided into numerous partitions
cach of equal length. The user may also be permitted to
identify a specific location in the audio track at which a
partition 1s to be created. The identification may be performed
graphically using a pointing device, such as a mouse or game
controller, in conjunction with the type of graphical user
interface illustrated 1n FIGS. 1A, 1B, and 1C. The identifica-
tion may also be performed by pressing a button or key on
user nput device, such as keyboard 55, mouse 54 or game
controller 56 during audible playback of the audio track by
track recorder 202.

[0084] Of course, although the functions of silence detector
402, stop detector 304, and manual partitioner 406 have been
described individually, 1t 1s contemplated that track parti-
tioner 204 may use any combination of the silence detector,
stop detector, and/or manual partitioner to partition or divide
an audio track 1nto segments. It would also be understood by
those of ordinary skill in the art having the present specifica-
tion, drawings and claims before them that other techniques
to partition or divide an audio track into segments may also be
used.

[0085] Quantizer 206 1s configured to quantize partitions of
a recerved audio track, which may utilize one or more pro-
cesses runmng on the processor 2902. The process of quan-
tization, as the term 1s used herein, refers to the time shifting
of each previously created partition (and consequently the
notes contained within the partition), as may be necessary in
order to align the sounds within the partitions with a certain
beat. Preferably, quantizer 206 i1s configured to align the
beginning of each partition chronologically with a previously
determined beat. For example, a meter may be provided
where each bar may comprise four beats and alignment of a
separate sound may occur relative to quarter-beat increments
of time, thus providing sixteen time points in each four-beat
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bar to which a partition may be aligned. Of course, any
number of increments for each bar (such as three beats for a
waltz or polka eflect, two beats for a swing effect, etc.) and
beat may be used and, at any time during process, may be
adjusted either manually by a user or automatically based on
certain criteria such as a user selection of a certain style or
genre of music (e.g. blues, jazz, polka, pop, rock, swing, or
waltz).

[0086] Inoneembodiment, each partition may be automati-
cally aligned by quantizer 206 with an available time incre-
ment to which 1t was most closely received at the time of
recording. That 1s, 11 a sound begins between two time 1ncre-
ments 1n the beat, then the playback timing of the sound will
be shufted chronologically forward or backward to either one
of these increments to which 1ts 1nitial starting time 1s closer.
Alternately, each sound may be automatically shifted in time
to each time increment that immediately precedes the relative
time 1n which the sound was 1nitially recorded. In yet another
embodiment, each sound may be automatically shifted in
time to each time increment that immediately follows the
relative time 1n which the sound was 1mitially recorded. A time
shift, 1f any, for each separate sound may also be alternately or
additionally influenced based on a genre selected for the
multi-track recording, as further discussed below with
regards to genre matcher 152. In another embodiment, each
sound may also be automatically time aligned with a previ-
ously recorded track in a multi-track recording, enabling a
karaoke-type eflect. Moreover, the length of a separate sound
may be greater than one or more time increments and time
shifting of quantizer 206 may be controlled to prevent sepa-
rate sounds from being time shifted so that they overlap
within the same audio track.

[0087] Frequency detector 208 1s configured to detect and
identify the pitches of the one or more separate sounds that
may be contained within each partition, which may utilize
one or more processes running on the processor 2902. In one
embodiment, a pitch may be determined by converting each
separate sound to a frequency spectrum. Preferably, this 1s
accomplished by using a Fast Fourier transform (FFT) algo-
rithm, such as the FF'T implementation by 1Zotope. However,
it should be understood that any FFT implementation may be
used. It 1s also contemplated that a Discrete Fourier Trans-
form (DFT) algorithm may also be used to obtain the fre-
quency spectrum.

[0088] For illustration, FIG. 5 depicts one example of a
frequency spectrum that may be produced by the output of a
FFT process performed on a portion of a recerved audio track.
As can be seen, the frequency spectrum 400 includes one
major peak at a single fundamental frequency (F) 502 that
corresponds to the pitch, in addition to harmonics that are
excited at 2F, 3F, 4F . . . nF. The additional harmonics are
present in the spectrum because, when an oscillator such as
the vocal cord or a violin string 1s excited at a single pitch, 1t
typically vibrates at multiple frequencies.

[0089] In some instances, the identification of a pitch may
be complicated due to additional noise. For example, as
shown 1n FIG. 5, the frequency spectrum may include noise
that occurs as a result of the audio 1nput being from a real
world oscillator such as a voice or instrument, and appears as
low amplitude spikes spread across the spectrum. In one
embodiment, this noise may be extracted by filtering the FET
output below a certain noise threshold. Identification of the
pitch may also be complicated 1n some 1nstances by the pres-
ence of vibrato. Vibrato 1s a deliberate frequency modulation
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that may be applied to a performance, and 1s typically
between 5.5 Hz and 7.5 Hz. Like with noise, vibrato may be
filtered out of the FFT output by applying a band-pass filter in
the frequency domain, but filtering the vibrato may be unde-
sirable 1n many situations.

[0090] Inaddition to the frequency domain approaches dis-
cussed above, 1t 1s contemplated that the pitch of one or more
sounds 1n a partition could also be determined using one or
more time-domain approaches. For example, in one embodi-
ment, the pitch may be determined by measuring the distance
between zero crossing points of the signal. Algorithms such
as AMDF (average magnitude difference function), ASMDF
(Average Squared Mean Difference Function), and other
similar autocorrelation algorithms may also be used.

[0091] For judgments 1n pitch to be most effective, the
pitched content may also be grouped 1nto notes (of constant
frequency) and glisses (of steadily increasing or decreasing
frequency). However—unlike instruments with frets or keys
that naturally produce steady, discrete pitches—the human
voice tends to slide into notes and wavers 1n a continuous
fashion, making conversion to discrete pitches difficult. Con-
sequently, frequency detector 208 may also preferably utilize
pitch impulse detection to identify shifts or changes in pitch
between separate sounds within a partition.

[0092] Pitch impulse detection 1s one approach of delimit-
ing pitch events that focuses on the ballistics of the control
loop formed between the singer’s voice and his perception of
his voice. Generally, when a singer utters a sound, the singer
hears that sound a moment later. If the singer hears that the
pitch 1s incorrect, he immediately modifies his voice toward
the intended pitch. This negative feedback loop may be mod-
cled as damped harmonic motion driven by periodic
impulses. Thus, a human voice may be considered as a single
oscillator: the vocal cord. One example illustration of a pitch
changing and settling for a singer’s voice 602 can be seen 1n
FIG. 6. The tension 1n the vocal cord controls the pitch, and
this change 1n pitch may be modeled by the response to a step
function, such as step function 604 in FIG. 6. Thus, the start
of the new pitch event may be determined by finding the start
of the damped harmonic oscillation 1n pitch; and observing
the successive turning points of the pitch converging to a
steady value.

[0093] Adter the pitch events within a partition of an audio
track have been determined, they may be converted and/or
stored 1nto a morphology, which 1s a plot of pitch events over
time. One example of a morphology (without partitioning) 1s
depicted 1n FIG. 7. The morphology may therefore include
information identitying the onset, duration, and pitch of each
sound, or any combination or subset of these values. In one
embodiment, the morphology may be 1n the form of MIDI
data, although a morphology may refer to any representation
of pitch over time, and 1s not limited to semitones or any
particular meter. For instance, other such examples of mor-
phologies that may be used are described 1n “Morphological
Metrics” by Larry Polansky, Journal of New Music Research,

volume 23, pp. 289-368, ISSN: 09929-8215, which 1s mcor-
porated herein by reference.

[0094] Frequency shifter 210 may be configured to shift the
frequency of the audible input, which may utilize one or more
processes running on the processor 2902. For example, the
frequency of one or more sounds within a partition of an
audible input may be automatically raised or lowered 1n order
to align with fundamental frequency of audible mputs or
separate sounds that have been previously recorded. In one
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embodiment, the determination of whether to raise or lower
the frequency of the audible input depends upon the closest
fundamental frequency. In other words, assuming the com-

position was 1n the key of C major, 11 the audible frequency
captured by track recorder 202 1s 270.000 Hz frequency
shifter 210 would shift the note down to 261.626 Hz (middle-
C), whereas if the audible frequency captured by the track
recorder 202 1s 280.000 Hz frequency shifter 210 would shiit
the note up 293.665 Hz (or the D above middle-C). Even
when the frequency shifter 210 primarily adjusts audible
input to the closest fundamental frequency, the shifter 210
may also be further programmed to make different decisions
on close calls (1.e. where the audible frequency 1s approxi-
mately half-way between two notes) based on the musical
key, genre and/or chord. In one embodiment, the frequency
shifter 210 may adjust audible mnputs to other fundamental
frequencies that make more musical sense based on the musi-
cal key, genre and/or chord based on controls provided by the
genre matcher 260 and/or chord matcher 270, as further dis-
cussed below. Alternately or additionally the frequency
shifter 210—in response to input from the instrument con-
verter 212—may also individually shiit one or more portions
of one or more partitions to correspond with a predetermined
set of frequencies or semitones such as those typically asso-
ciated with a selected musical instrument, such as a piano,
guitar or other stringed 1nstrument, woodwind, or brass.

[0095] Instrument converter 212 may be configured to per-
form conversion of one or more portions of the audible input
into one or more sounds that have a timbre associated with a
musical istrument. For example, one or more sounds 1n an
audible mput may be converted mto one or more mnstrument
sounds of one or more different types of percussion instru-
ments, including a snare drum, cowbell, bass drum, triangle,
and the like. In one embodiment, the conversion of an audible
input 1nto one or more corresponding percussion nstrument
sounds may comprise adapting the timing and amplitude of
one or more sounds 1n the audible mput 1into a corresponding
track comprising one or more sounds of the percussion instru-
ment, the percussion mstrument sound comprising a same or
similar timing and amplitude as the one or more audible 1nput
sounds. For other instruments enabled to play different notes,
such as a trombone or other types of brass, string, woodwind
instrument or the like, the instrument conversion may further
correlate one or more frequencies of audible 1nput sounds
with one or more sounds with the same or similar frequencies
played by the instrument. Further, each conversion may be
derived and/or limited by the physical capabilities of actually
playing the corresponding physical instrument. For example,
the frequencies of instrument sounds generated for an alto
saxophone track may be limited by the actual frequency range
ol a traditional alto saxophone. In one embodiment, the gen-
erated audio track may comprise a MIDI formatted represen-
tation of the converted audible mput. The data for the various
instruments used by mstrument converter 212 would prefer-
ably be stored 1n memory 2904 and may be downloaded from
optical or magnetic media, removable memory, or via the
network.

[0096] Gain control 214 may be configured to automati-
cally adjust the relative volume of the audible input based on
the volume of other, previously recorded tracks and may
utilize one or more processes running on the processor 2902.
Harmonics generator 216, may be configured to incorporate
harmonics into the audio track, which may utilize one or more
processes running on the processor 2902. For example, dif-
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terent, additional frequencies of the audible input signal may
be determined and added to the generated audio track. Deter-
mimng the additional frequencies may be also based on a
genre from genre matcher 260 or through the use of other,
predetermined parameter settings input by a user. For
instance, 1i the selected genre were a waltz the additional
frequencies may be selected from major chords harmonious
to the lead music in the octave immediately below the lead, in
%4 time with an “oom-pa-pa’ beat, as follows:

55 535
root 3 3, root 3 3.

Special effects editor 218 may be configured to add various
effects to the audio track, such as an echo, reverberation, and
the like preferably utilizing one or more processes running on
the processor 2902.

[0097] Audio Converter 140 may also include a manual
adjustment control 220 to enable a user to manually alter any
of the settings automatically configured by the modules dis-
cussed above. For mstance, manual adjustment control 220
may enable a user to alter the frequency of an audio 1nput, or
portions thereof; enable a user to alter the onset and duration
ol each separate sound; increase or decrease the gain for an
audio track; select a different mstrument to be applied to
instrument converter 212, among other options. As would be
understood by those of ordinary skill in the art having the
present specification, drawings and claims before them, this
manual adjustment control 220 may be designed for use with
one or more graphical user interfaces. One particular graphi-

cal user interface will be discussed below 1n association with
FIGS. 13A, 13B, and 13C below.

[0098] FIG. 8 1llustrates one embodiment of a file structure
for a partition of an audio track that has been processed by
audio converter 140, or otherwise downloaded, ingested, or
obtained from another source. As shown, 1n this embodiment,
the file includes metadata associated with the file, the
obtained morphology data (e.g. in MIDI format), and the raw
audio (e.g. 1n .wav format). The metadata may 1include inifor-
mation indicating a profile associated with the creator or
supplier of the audio track partition. It may also include
additional mformation regarding the audio signature of the
data, such as a key, tempo, and partitions associated with the
audio. The metadata may also include information regarding
the potential available pitch shifts that can be applied to each
note in the partition, the amount of time shifting that can be
applied to each note, and the like. For example, it 1s under-
stood that, for live recorded audio, there 1s a possibility of
distortion 1f a pitch 1s shifted by more than a semitone.
Accordingly, 1n one embodiment, a constraint may be placed
on live audio to prevent shifting more than one semitone. Of
course, different settings and different constraints may also
be used. In another embodiment, ranges for potential pitch
shifting, time shifting, etc. may also be altered or established
by a creator of an audio track partition, or any individual with
substantial rights 1n that audio track partition, such as an
administrator, a collaborating party, and the like.

[0099] Recording Session Live Looping

[0100] Recording Session Live Looping (RSLL) Module
142 implements a digital audio workstation that, 1n conjunc-
tion with audio converter 140, enables recording of audible
input, generation of separate audio tracks, and the creation of

multi-track recordings. Thus, RSLL Module 142 may enable
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any recorded audio tracks, either spoken, chanted, or other-
wise, to be combined with previously recorded tracks to cre-
ate a multi-track recording. As further discussed below, RSLL
Module 142 1s also preferably configured to loop at least one
bar of a previously recorded multi-track recording for
repeated playback. This repeated playback may be executed
while new audible inputs are being recorded or the RSLL
Module 142 1s otherwise recerving instructions for a record-
ing session currently being conducted. As a result, RSLL
module 142 allows a user to continue editing and composing
musical tracks while playing and listening to previously
recorded tracks. As will be understood from the discussion
below, the continuous looping of previously recorded tracks
also minimizes the user’s perception of any latency that may
result from the processes that are applied to an audio track that
1s being currently recorded by the user, as such processes are
preferably completed.

[0101] FIG. 9 illustrates a logical flow diagram generally
showing one embodiment of an overview process for creating,
a multi-track recording using RSLL. Module 142 1n conjunc-
tion with audio converter 140. Overall, the operations of FIG.
9 generally represent a recording session. Such a session may
be newly created and completed each time a user employs
system 100, and, for example, RSLL Module 142. Alter-
nately, a previous session may be continued and certain ele-
ments thereof, such as a previously recorded multi-track
recording or other user-specified recording parameters, may
also be loaded and applied.

[0102] In either arrangement, process 900 begins, after a
start block, at decision block 910, where a user determines
whether a currently recorded multi-track recording is to be
played back. The process of playing back the current multi-
track recording, while enabling other actions to be performed,
1s generally referred to herein as “live looping.” The content
and duration of a portion of the multi-track recording cur-
rently being played back, without explicit repetition, 1s
referred to as a “live loop.” During playback, the multi-track
recording may be accompamied by a click track, which gen-
erally comprises a separate audio track, not stored with the
multi-track recording, that provides a series of equally spaced
reference sounds or clicks that audibly indicate a speed and
measure for a track for which the system 1s currently config-
ured to record.

[0103] Inaninitial execution of process 900, an audio track
may not yet have been generated. In such a state, playback of
the empty multi-track recording in block 910 may be simu-
lated and the click track may provide the only sounds played
back to a user. However, in one embodiment, a user may
select to mute the click track, as further discussed below with
respect to block 964. Visual cues may be provided to the user
during recording 1n conjunction with audio playback. Even
when an audio track has not been recorded, and the click track
1s muted, indication of simulated playback and current play-
back position may be limited solely to those visual cues,
which may include, for example, a changing display of a

progress bar, pointer, or some other graphical indication (see,
e.g., FIGS. 12A, 12B, and 12C).

[0104] The live looped multi-track recording played back
in decision block 910 may comprise one or more audio tracks
that have been previously recorded. The multi-track record-
ing may include an overall length as well as a length which 1s

played back as a live loop. The length of a live loop may be
selected to be less than the overall length of a multi-track
recording, permitting a user to separately layer different bars
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of the multi-track recording. The length of a live loop, relative
to the overall length of a multi-track recording, may be manu-
ally selected by a user or, alternately, automatically deter-
mined based on received audible input. In at least one
embodiment, the overall length of the multi-track recording
and the live loop may be the same. For example, the length of
the live loop and the multi-track recording may be a single bar
ol music.

[0105] When the multi-track recording 1s selected for play-
back at decision block 910, additional visual cues, such as a
visual representation of the one or more tracks, may be pro-
vided 1n synch with the audio playback of a live loop com-
prising at least a portion of the multi-track recording played
back for the user. While the multi-track recording 1s played,
process 900 continues at decision block 920 where a deter-
mination 1s made by an end-user whether an audio track for
the multi-track recording 1s to be generated. The recording
may be initiated based on the receipt of an audible input, such
as a vocal audible mput generated by an end-user. In one
embodiment, a detected amplitude of an audible 1nput may
trigger the sampling and storage of an audible mput signal
received 1n system 100. In an alternate embodiment, such a
track generation may be mitialized by a manual input
received by system 100. Further, generating a new audio track
may require both a detected audible input, such as from a
microphone, and a manual indication. If a new audio track 1s
to be generated, processing continues at block 922. If the
generation of an audio track i1s not imitiated, process 900
continues at decision block 940.

[0106] At block 922, an audible mput 1s received by the
track recorder 202 of audio converter 140 and the audible
input 1s stored 1n memory 2904 1n one or more data storage
modules 132. As used herein, “audible” refers to a property of
an iput to device 50 wherein, as the input 1s being provided,
it may concurrently, naturally, and directly be heard by at least
one user without amplification or other electronic processing.
In one embodiment, the length of the recorded audible 1nput
may be determined based on the remaining amount of time
within a live loop when the audible input 1s first received. That
1s, the recording of an audible input may be ended after a
length of time at the end of a live loop, regardless 11 a detect-
able amount of audible mput 1s still being recerved. For
example, 11 the length of the loop 1s one bar long at four beats
per bar and receipt of the audible mput is first detected or
triggered at the beginning of the second beat, then three beats
worth of audible mnput may be recorded, corresponding to the
second, third, and fourth beats of the bar and, thus, those
second, third, and fourth beats would be looped 1n the multi-
track recording playback continually processed in block 910.
In such an arrangement, any audible mput received after the
end of the single bar may be recorded and processed as a basis
for another separate track for the multi-track recording. Such
additional processing of the separate track may be repre-

sented as a separate 1teration through at least blocks 910, 920,
and 922.

[0107] In at least one alternate embodiment, the length of
the looped playback may be dynamically adjusted based on
the length of audible input recerved at block 922. That 1s, the
audible input might automatically result in an extension of the
length of the track of the multi-track recording that 1s cur-
rently being played 1n block 910. For example, if additional
audible mput 1s recerved after a length of a current live loop
has been played back, then this longer audible 1nput may be
turther recorded and maintained for derivation as the new
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audio track. In such an arrangement, previous tracks of the
multi-track recording may be repeated within subsequent live
loops 1n order to match the length of the received audible
input. In one embodiment, the repetition of the shorter, pre-
vious multi-track recording may be performed an integral
number of times. This integral number of repetitions retains
the relationship, 11 any, between multiple bars of the shorter
multi-track recording previously recorded. In such a way, the
looping point of a multi-track recording and live loop may be
dynamically altered.

[0108] Similarly, the length of the received track at block
922 may be shorter than, the length of the currently playing
live loop (1.e. recerving only one bar of audible mnput during
the playback of a four bar long live loop). In such an arrange-
ment, the end of the audible input may be detected when no
additional audible mput has been recerved after a predeter-
mined time (e.g. a selected number of seconds) following the
receipt and recording of an audible input of at least a threshold
volume. In one embodiment, the detection of this silence may
be based on the lack of input above the threshold volume of
the current live loop. Alternately or additionally, the end of an
audible input may be signaled by receipt of a manual signal.
The associated length of this shorter audible mput may be
determined 1n terms of a number of bars with a same number
of beats as the multi-track recording. In one embodiment, this
number of bars 1s selected as a factor of the length of the
current live loop. In each case, an audible 1nput, once con-
verted to a track at block 924, may be manually or automati-
cally selected for repetition for a number of times suilicient to
match a length of the multi-track recording currently being
played back.

[0109] In block 924, the receirved audible mput may be
converted mto an audio track by audio converter 140. As
discussed above, the audio conversion process may include
various operations including partitioning, quantization, ire-
quency detection and shifting, instrument conversion, gain
control, harmonics generation, adding special effects, and
manual adjustment. The order of each of these audio conver-
sion operations may be altered, and may, 1 at least one
embodiment, be configured by an end-user. Also, each of
these operations may be selectively applied, enabling the
audible input to be converted to an audio track with as much
or as minimal additional processing as required. For example,
instrument conversion may not be selected, thus permitting
one or more original sounds from an audible put to be
substantially included 1n the generated audio track with 1ts
original timbre. In block 924, an echo cancellation process
may be applied to filter out the audio of other tracks being
played during live looping from the audio track being actively
recorded. In one embodiment, this may be accomplished by
identifying the audio signal being played during the live loop,
determining any delay between the output audio signal and
the mput audio signal; filtering and delaying the output audio
signal to resemble the mput audio signal; and subtracting the
output audio signal from the input audio signal. One preferred
echo cancellation process that may be used 1s one 1mple-
mented by 1Zotope, although other implementations may also
be used. The processes of block 924 may be subsequently
applied or removed as further discussed herein with respect to
block 942. After converting the audible input into a generated
audio track at block 924, process 900 continues at block 926.

[0110] At block 926, the generated audio track from block
924 may be added in real-time to a multi-track recording. This
may be a multi-track already initiated or, alternately, a new
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multi-track with the audio track included as the first track
thereol. After block 926, process 900 may begin again at
decision block 910, wherein the multi-track may be played
back with the most recently generated audio track included.
While the operations 01922,924, and 926 are shown as being
performed 1n series in FIG. 9, these steps may also be per-
tormed 1n parallel for each recerved audible mnput, 1n order to
turther enable the real-time recording and playback of an
audible input signal. During each audible input, such parallel
processing may be performed, for example, for each separate
sound 1dentified from the audible iput, though alternate
embodiments may include other, differently sized portions of
the audible mnput signal.

[0111] At decision block 940, a determination 1s made
whether one or more audio tracks 1n the multi-track recording
are to be modified. For example, an input may be recetved that
indicates an end-user desires to modily one or more of the
previously recorded audio tracks. In one embodiment, the
indication may be received through a manual 1input. As noted
above, this modification may also be performed during play-
back of the currently recorded multi-track recording, permit-
ting 1immediate appreciation of a current state of the multi-
track recording for the end-user. In one embodiment, the
indication may include one or more tracks of the multi-track
recording to which an adjustment 1s desired to be applied.
These tracks may also include one or more new tracks manu-
ally added to the multi-track recording. IT indication of a track
modification 1s recerved, process 900 continues at block 942;
otherwise, process 900 continues at decision block 960.

[0112] At block 942, the parameters of the one or more
previously converted tracks are received and adjusted param-
cters may be input by an end-user. Parameters for modifica-
tion may include any adjustments that can be done using the
processes ol audio converter 140, which may include among
other examples, muting or soloing a track, removal of an
entire track, adjusting the strike velocity of an instrument 1n a
track, adjusting the volume level of a track, adjusting a tempo
of playback of all tracks in the live loop, adding or removing
separate sounds from selected time increments ol a track,
adjusting the length of a live loop and/or overall length of the
multi-track recording. Adjusting the length of the live loop
may comprise altering start and end points of the loop with
respect to the overall multi-track recording and/or may also
comprise adding more bars to the tracks currently being
repeated 1n a live loop, adding and/or appending previously
recorded bars of the multi-track recording with at least a
subset of the tracks previously associated with these bars, or
deleting bars from the multi-track recording. The addition of
a new track may require various aspects of this new track to be
manually input by an end-user. Also at block 942, a search
may be conducted for an additional track through the use of
sound searcher module 150 to facilitate an end-user’s reuse of
previously recorded audio tracks.

[0113] At block 944, the adjusted parameters are applied to
one or more tracks indicated at decision block 940. The appli-
cation may include converting the adjusted parameter 1nto a
format compatible with the adjusted one or more tracks. For
example, one or more numerical parameters may be adjusted
to correspond to one or more values applicable to the MIDI or
other protocol format. After block 944, process 900 may
begin again at decision block 910, wherein at least a portion of
the multi-track recording that corresponds to the live loop
may be played back with the one or more modified audio
tracks included.
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[0114] At decision block 960, a determination 1s made
whether a recording setup 1s to be modified. For example, an
input may be recerved that indicates 11 a user desires to modity
one or more aspects of the recording setup. This indication
may also be received through a manual mput. The indication
may further one or more parameter settings of a recording
setup that are to be adjusted. If the end user desires to modily
the recording setup process 900 continues at block 962; oth-
erwise, process 900 continues at decision block 980.

[0115] At block 962, the recording system may be cali-
brated. Particularly, the recording circuit, comprising at least
an audio input source, audio output source, and audio track
processing components, may be calibrated to determine
latency of system 100 1n conjunction with device 50, prefer-
ably measured in thousandths of a second, between a play-
back of a sound through the audio output source and receipt of
an audible input through the audio input source. For example,
il a recording circuit comprises a headset and a microphone,
the latency may be determined by the RSLL 142 to improve
receipt and conversion of an audible mput, particularly a
determination of a relative timing between beats of a multi-
track recording being played back and a recerved audible
input. After calibration at block 962, 11 any, process 900
continues to block 964.

[0116] At block 964, other recording system parameters
settings may be changed. For example, playback of the click
track may be turned on or off. Also, default settings for new
tracks or new multi-track recordings may be modified, such
as a default tempo and a default set of conversions for an
audible mput for block 924 may be provided. The time sig-
nature of a current multi-track recording may also be changed
at block 964. Other settings associated with a digital audio
workstation may also be provided so they may be modified by
an end-user as would be understood by those of ordinary skill
in the art having the present specification, drawings and
claims before them. After block 964, process 900 may return
to decision block 910, wherein adjustments to the recording
system may be applied to the subsequent recording and modi-
fication of audio tracks for a multi-track recording.

[0117] At block 980, a determination 1s made whether the
recording session 1s to be ended. For example, an input indi-
cating the end of the session may be received from a manual
input. Alternately, device 50 may indicate the end of the
session 1f, for example, data storage 132 1s full. IT an end-o1-
session 1ndication 1s recerved, the multi-track recording may
be stored and/or transmitted for additional operations. For
example, a multi-track recording may be stored in data stor-
age 132 for future retrieval, review, and modification in a new
session or a continuation of the session in which the multi-
track recording was 1mtially created. The multi-track record-
ing may also be transmitted from a device 50 to another
device 50 over a network for storage 1n at least one remote
data store associated with a user account. A transmitted multi-
track recording may also be shared through a network server
with an online music community or shared in a game hosted
by a network server.

[0118] If the recording session 1s not ended, process 900
returns again to decision block 910. Such a sequence of events
may represent periods in which a user is listening to a live
loop while deciding which, if any, additional tracks are to be
generated or other modifications, 1f any, are to be performed.
It will be understood by those of ordinary skill 1n the art
having the present specification, drawings and claims before
them that each block of the flowchart illustration 1n FIG. 9
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(and otherwise), and combinations of blocks in the flowchart
illustration, can be i1mplemented by computer program
instructions. These program instructions may be provided to
a processor to produce a machine, such that the instructions,
which execute on the processor, create means for implement-
ing the actions specified in the flowchart block or blocks. The
computer program instructions may be executed by a proces-
sor to cause a series of operational steps to be performed by
the processor to produce a computer implemented process
such that the instructions, which execute on the processor to
provide steps for implementing the actions specified 1n the
flowchart block or blocks. The computer program instruc-
tions may also cause at least some of the operational steps
shown 1n the blocks of the flowchart to be performed 1n
parallel. Moreover, some of the steps may also be performed
across more than one processor, such as might arise in a
multi-processor computer system. In addition, one or more
blocks or combinations of blocks 1n the flowchart 1llustration
may also be performed concurrently with other blocks or
combinations of blocks, or even 1n a different sequence than
illustrated without departing from the scope or spirit of the
invention. Accordingly, blocks of the tlowchart illustration
support combinations of means for performing the specified
actions, combinations of steps for performing the specified
actions and program instruction means for performing the
specified actions. It will also be understood that each block of
the flowchart illustration, and combinations of blocks 1n the
flowchart illustration, can be implemented by special purpose
hardware-based systems, which perform the specified actions
or steps, or combinations of special purpose hardware and
computer mstructions.

[0119] The operation of certain aspects of the invention will
now be described with respect to various screen displays that
may be associated with a user interface implementing audio
converter 140 and RSSL module 142. The illustrated embodi-
ments are non-limiting, non-exhaustive example user inter-
faces that may be employed 1n association with the operations
of system 100. The various screen displays may include many
more or less components than those shown. Furthermore, the
arrangement of the components are not limited to that shown
in these displays, and other arrangements are also envisioned,
including the disposition of various components on different
interfaces. However, the components shown are suilicient to
disclose an illustrative embodiment for practicing the present
invention.

[0120] FIGS. 10,10A, and 10B together illustrate one user
interface that implements RSLL 142 and aspects of audio
converter 140 to record and modify tracks of a multi-track
recording. The overall display of interface 1000 may be con-
sidered a “control space”. Each control displayed on interface
may be operated based on a manual input from a user, such as
through the use ol a mouse 54, touch screen 80, pressure pad,
or device arranged to respond to and convey a physical con-
trol. As shown, mterface 1000 displays various aspects of a
recording session and a multi-track recording generated as a
part of this session. File menu 1010 includes options for
creating a new multi-track recording or loading a previously
recorded multi-track recording, as would be understood by
those of ordinary skill in the art having the present specifica-
tion, drawings and claims before them.

[0121] Tempo control 1012 displays a tempo of the multi-
track recording in beats per minute. Tempo control 1012 may
be directly, manually modified by a user. Bar control 1014
displays a bar number for a multi-track recording. Bar control
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1014 may be configured to display a current bar number
during a live loop, an overall number of bars, or alternately be

used to select a certain bar number of the multi-track record-
ing for further display in the intertace 1000.

[0122] Beat control 1016 displays a beat number for a
multi-track recording. Beat control 1016 may be configured
to display a total number of beats for each bar, or, alternately,
a current beat number during playback of the multi-track
recording. Time control 1018 displays a time for the multi-
track recording. This time control 1018 may be configured to
display an overall time for the multi-track recording, a length
of time for a currently selected live loop, an absolute or
relative time during a live loop, or be used to jump to a certain
absolute time of a multi-track recording. Operations of con-
trols of interface 1000, such as controls 1012, 1014, 1016,
1018, and 1021-1026, may be changed in block 964 of FIG. 9.
Controls 1020 correspond to track and recording setup adjust-
ments further discussed with respect to blocks 942 and 962 of
FIG. 9.

[0123] Add track control 1021 enables a user to manually
add a track to a multi-track recording. Upon selection of
control 1021, a new track 1s added to the multi-track recording
and the interface 1s updated to include additional controls
1040-1054 for the added track, the operations of which are
discussed as follows. Render WAV control 1022 generates
and stores a WAV file from at least a portion of a multi-track
recording. The portions of the multi-track recording rendered
in this WAV file, as well as other storage parameters, may be
further entered by a user upon selection of Render WAV
control 1022. Further, other audio file formats, 1n addition to
WAV, may also be available through a control such as control

1022.

[0124] Click track control 1023 toggles playback of the
click track. Armed control 1024 toggles on and ofl the record-
ing component of RSLL 142 and a device’s ability to record
an audible mput. Armed control 1024 enables an end user to
speak with other users, practice a vocal input, and create other
audible sounds during a recording session without having

those sounds converted into an audible mnput that 1s further
processed by RSLL 142,

[0125] Circuit parameters control 1025 enables a user cali-
brate recording circuit parameters as 1s further discussed with
regards to FIG. 11. Slider 1026 enables the volume of the
multi-track recording playback to be controlled. Playback
control 1030 enables playback of a multi-track recording.
This playback 1s conducted in coordination with recording
parameters further displayed and controlled through controls
1012-1018. For example, playback control 1030 may initiate
playback of multi-track recording from positions indicated
via controls 1014-1018 and at a tempo displayed 1n control
1012. As noted above, this control 1030 also enables record-
ing of an additional audible i1nput for generating another
audio track for a multi-track recording. Position control 1032
may also be used to control a current playback position of a
multi-track recording. For example, control 1032 may cause
playback to be mitiated at the absolute beginning of multi-
track recording or, alternately, the beginning of a current live
loop.

[0126] Grid 1050 on user interface 1000 represents the
playback and timing of separate sounds within one or more
tracks of a multi-track recording, wherein each row repre-
sents an mdividual track and each column represents a time
increment. Each row may, for example, include a box for each
time imcrement 1n a single bar. Alternately, each row may
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include enough boxes to represent time 1ncrements for an
overall duration of a live loop. Boxes with a first shading or
color 1 the grid 1050, such as box 1052, may represent a
relative timing of where a sound 1s played back during a live
loop, while other boxes, such as boxes 1054, each indicate a
time increment within a track where a separate sound 1s not
played back. A track added via manual control 1021 initially
includes boxes such as box 1054. Selection of a box, such as
a box 1052 or box 1054 may add or remove a sound from the
track at the time increment associated with the selected box.
Sounds added via manual mput to a box 1n grid 1050 may
comprise a default sound for an instrument selected for the
track, or alternately, a copy of at least one sound quantized
from an audible mput for a track. This manual operation with
orid 1050 enables an audible 1nput to generate one or more
sounds for a track, yet add copies of one or more of these
sounds at manually chosen locations within the track.

[0127] A progress bar 1056 visually indicates a time incre-
ment of a current playback position of a multi-track record-
ing. Each track 1in grid 1050 1s associated with a set of track
controls 1040, 1042, 1044, 1046, and 1048. Remove track
control 1040 enables removal of a track from multi-track
recording and may be configured to selectively remove a track
from one or more bars of a multi-track recording.

[0128] Instrument selection control 1042 enables selection
of an instrument to which sounds of an audible mmput are
converted 1n the generated audio track. As illustrated 1in FIG.
10A, a plurality of instruments, including percussion or other
types ol non-percussion instruments, may be manually
selected from a drop down menu. Alternatively, a default
istrument or a default progression of instruments may be
automatically selected or predetermined for each given audio
track. When no mstrument 1s selected, each sound 1n a gen-
erated audio track may substantially correspond to sounds of
the original audible mput, including with a timbre of the
initial audible input. In one embodiment, an nstrument may
be selected based on training RSLL 142 to automatically
convert particular sounds 1n an audible 1nto associated 1nstru-
ment sounds based on, for example, a classification of fre-
quency bands of each particular sound.

[0129] Mute/Solo control 1044 mutes an associated track
or mutes all other tracks except for the track associated with
the control 1044. Velocity control 1046 enables adjustment of
an 1nitial attack or strike strength of mnstrument sounds gen-
erated for a converted audio track, which may influence the
peak, duration, release, and overall amplitude shape of each
istrument sound generated for the associated audio track.
Such velocity may be manually entered or, alternately,
extracted based on properties of the audible input sounds
from which one or more mstrument sounds are generated.
Volume control 1048 enables individual control of the play-
back volume of each track in the multi-track recording.

[0130] FIG. 11 illustrates one embodiment of an mterface
1100 for calibrating a recording circuit. Interface 1100 may
represent one example of a screen display pop-up, or the like,
that may appear when control 1025 (see FIG. 10A) 1s
selected. In one embodiment, interface 1100 comprises a
microphone gain control 1110 that enables adjustment of the
amplitude of arecerved audible input. Upper control 1120 and
lower control 1130 and hali-life control 1140 provide addi-
tional control and validation for 1dentifying a recerved signal
as being an audible mput for further processing by system
100. Calibrate circuit initiates a predetermined click track and
may direct a user to replicate the click track in an audible
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input signal. In an alternate embodiment, the click track for
calibration may be directly received as an audible mput by
audio mnput devices such as a microphone, without requiring
a user to audibly replicate the click track. Based on relative
timing differences between the generation of sounds 1n the
click track and the receipt of sounds in the audible mput, a
system latency 1160 may be determined. This latency value
may be further employed by RSLL 142 to improve quantiza-
tion of an audible mput and the detected relative timing
between the playback of a multi-track recording and an
audible input received for subsequent derivation of an addi-
tional audio track to be added to the multi-track recording.

[0131] Thus, as illustrated, interfaces 1000 and 1100
present users with a control space that 1s welcoming and
non-threatening, powerful, and consistent, yet intuitive to
learn, which 1s particularly important for a lay user who 1s not
a prolessional musician or otherwise familiar with digital
audio authoring tools.

[0132] FIGS. 12A, 12B, and 12C together illustrate yet

another exemplary visual display that may be used 1n asso-
ciation with the recording and modification of audio tracks 1n
a multi-track recording. In this example, the audio frequency
(actual and morphological (post frequency shiit by frequency
shifter 210)), partition, quantization, and tempo 1mnformation
are provided graphically 1n order to provide the user with an
even more mtuitive experience. For mstance, turming {irst to
FIG. 12A, a graphical control space 1200 for a live loop 1s
provided. The control space includes a plurality of partition
indicators 1204 that identily each of the partitions (or musical
measures) 1n the track (in the case of FIGS. 12A-C measures
1 through 4 are shown). In one embodiment of the graphical
user interface illustrated in FIGS. 12 A-C, vertical lines 1206
illustrate the beat within each measure, with the number of
vertical lines per measure preferably corresponding to the top
number of a time signature. For example if a musical com-
position 1s chosen to be composed using a 34 time signature,
cach measure would include three vertical lines to indicate
that there are three beats in the measure or partition. In the
same embodiment of the user interface illustrated 1n FIGS.
12A-C, horizontal lines 1208 may also i1dentify the funda-
mental frequencies associated with a selected mstrument to
which the audible mput 1s to be converted. As further illus-
trated 1n the embodiment of FIGS. 12A-C, an instrument icon

1210 may also be provided to indicate the selected 1nstru-
ment, such as the guitar selected in FIGS. 12A-C.

[0133] Intheembodiment illustrated in FIGS. 12A-C, solid
line 1212 represents the audio wavetform of one track as
recorded by an end-user, either vocally or using a musical
instrument; while the plurality of horizontal bars 1214 repre-
sent the morphology of the notes that have been generated
from the audio waveform by quantizer 206 and frequency
shifter 210 of audio converter 140. As depicted, each note of
the generated morphology has been shifted in time to align
with the beats of each partition and shifted i frequency to
correspond to one of the fundamental frequencies of the
selected 1nstrument.

[0134] As depicted by comparing FIG. 12A to FIG. 12B to
FIG. 12C, playback bar 1216 may also be provided to identity
the specific part of the live loop that 1s currently being played
by track recorder 202 pursuant to the process of FI1G. 9. The
playback bar 1216 therefore moves from leit to right as the
live loop 1s played. Upon reaching the end of the fourth
measure, the playback bar returns to the beginning of measure
one and repeats the loop again sequentially. The end-user may
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provide additional audio mput at any point within the live
loop by recording additional audio at the appropriate point 1n
the loop. Although not shown in FIGS. 12A-C, each addi-
tional recording can be used to provide a new track (or set of
notes) for depiction within the live loop. Separate tracks may
be associated with a different instruments by adding addi-
tional mstrument 1cons 1210.

[0135] FIGS. 13A, 13B, and 13C together illustrate one
example of a process for manually altering a previously gen-
erated note via the interface of FIGS. 12A-C. As shown 1n
FIG. 13 A, an end-user can select one specific note 1302 using
a pointer 1304. As shown in FIG. 13B, the end-user may then
drag the note vertically to another horizontal line 1208 to alter
the pitch of the dragged note. In this example, the note 1302
1s shown as being moved to a higher fundamental frequency.
It 1s contemplated that notes could also be moved to frequen-
cies between fTundamental frequencies of the instrument. As
shown 1n FIG. 13C, the timing of a note can also be altered by
selecting the end of the morphologic depiction of the note and
then dragging it horizontally. In FIG. 13C, the duration of
note 1304 has been lengthened. As also depicted 1n FIG. 13C,
the result of lengthening note 1304, 1s the automatic shorten-
ing of note 1306 by quantizer 206 to maintain the beat and
avold overlapping notes being played by a single instrument.
As would be understood by those of ordinary skill in the art
having the present specification, drawings and claims before
them, the same or similar methodology can be used to shorten
the duration of a selected note resulting i1n the automatic
lengthening of another adjacent note and further that the
duration of a note can be changed from the beginning of the
morphologic depiction in the same manner illustrated with
respect to modifying the tail of that depiction. It should also
be similarly understood by those of ordinary skill 1n the art
that the same methodology may be used to delete notes from
a track or copy notes for insertion at other parts of the track.

[0136] FIGS. 14A, 14B, and 14C illustrate yet another
exemplary visual display for use with system 100. In this
example, the visual display enables a user to record and
modily a multi-track recording associated with percussion
istruments. Turning first to FIG. 14A, a control space 1400
includes a grid 1402 that represents the playback and timing
ol separate sounds within one or more percussion tracks. As
in the illustration of FIGS. 12A-C, partitions 1-4, each having
four beats are depicted 1n the example of FIG. 14A-C. For
example, 1n FIG. 14 A, the first row of grid 1402 represents the
playback and timing of sounds associated with a first base
drum, the second row of grid 1402 represents the playback
and timing of sounds associated with a snare drum, the third
and fourth rows of grid 1402 represents the playback and
timing of sounds associated with cymbals, and the fifth row of
orid 1402 represents the playback and timing of sounds asso-
ciated with a floor torn. As would be understood by those of
ordinary skill in the art having the present specification, draw-

ings and claims before them, these particularly percussion
instruments and their order on grid 1402 i1s meant only to

illustrate the concept and should not be seen as limiting the
concept to this particular example.

[0137] FEach box in the grid represents the timing incre-
ments for sounds associated with the related percussion
instrument, where an unshaded box indicates that no sound 1s
to be played at that time increment, and a shaded box indicates
that a sound (associated with the timbre of the related percus-
s10n mstrument) 1s to be played at that time increment. Thus,
FIG. 14 A illustrates an example where no sounds are to be
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played, FIG. 14B illustrates an example where the sound of a
base drum are to be played at the times indicated by the
shaded boxes, and FIG. 14C illustrates an example where the
sounds of a base drum and a symbol are to be played at the
times indicated by the shaded boxes. For each percussion
instrument track, a sound associated with the particular per-
cussion instrument may be added to the track for instrument
in various ways. For example, as shown in FI1G. 14B or 14C,
a playback bar 1404 may be provided to visually indicate a
time increment of a current playback position of a multi-track
recording during live looping. Thus, in FIG. 14B, the play-
back bar indicates that the first beat of the third measure 1s
currently being played. A user may then be enabled to add a
sound associated with a particular percussion istrument at a
particular beat by recording a sound at the time that the
playback bar 1404 is over the box associated with a particular
beat. In one embodiment, the instrument track to which the
sound 1s to be associated with may be 1dentified manually by
the user selecting or clicking on the appropriate instrument. In
this case, the particular nature and pitch of the sound made by
the user may not be important, although 1t 1s contemplated
that the volume of the sound made by the user may atfect the
gain of the associated sound generated for the percussion
track. Alternatively, the sound made by a user may be 1indica-
tive of the percussion mnstrument that the sound is to be
associated with. For example, a user may vocalize the sounds
“boom”, “tsk” or “ka’ to indicate a base drum, symbol, or tom
drum beat, respectively. In yet another embodiment, the user
may be enabled to add or remove sounds from a track simply
by clicking or selecting a box 1n the grid 1402.

[0138] Multiple Take-Auto Composition Module

[0139] MTAC Module 144 (FI1G. 1A) 1s configured to oper-
ate 1 conjunction with audio converter 140, and optionally
RSLL 142, to enable the automatic production of single,
“best” take that 1s derived from a collection of takes. One

embodiment of MTAC Module 144 1s 1llustrated 1n FIG. 15.
In this embodiment, MTAC Module 144 includes a Partition
Scorer 1702 to score partitions from each take of recorded

audio and a Compositor 1704 to assemble the single, “best”
take based on the scores 1dentified by Partition Scorer 1702.

[0140] Partition scorer 1702 may be configured to score
partitions based on any one or more criteria, which may
utilize one or more processes running on the processor 2902,
For example, a partition may be scored based on the key of the
partition relative to a key selected for the overall composition.
Often, a performer may sing an ofi-key note without knowing
it. Thus, notes within a partition may also be scored based on
the difference between the key of the note and the proper key
for the partition.

[0141] In many cases, however, a novice end-user may not
know what music key he wants to sing in. Consequently,
partition scorer 1702 may also be configured to automatically
identify a key, which may be referred to as “Automatic Key
Detection.” With “Automatic Key Detection,” partition scorer
1702 may determine the key closest to that of the end-user’s
recorded audio perfonnance The system 50 may highlight
any notes that are oif-key from the automatically detected key
and may further automatically adjust those notes to funda-
mental frequencies that are in the automatically determined
key signature.

[0142] Oneillustrative process for determiming the musical
key 1s depicted 1n FIG. 16. As shown 1n the first block, this
process scores the entire track against each of the 12 musical
keys (C, C#/Db, D#/Eb, E, F, F#/Gb, G, G#/Ab, A, A#/Bb, B)
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with weight being given to each fundamental frequency
within a key. For instance, the key weight array for some
arbitrary major key may look like thus [1, -1, 1, -1, 1, 1, -1,
1,-1,1, -1, 1], which assigns a weighting to every one of the
twelve notes 1n a scale beginning with Do and continuing with
Re, etc. Assigning weights to each note (or interval from the
tonic) works for any type of key. The notes that are out of the
key are given a negative weight. While the magnitudes of the
weights are generally less important, they can be adjusted to
individual user taste or based on mput from genre matcher
module 152. For instance, some tones in the key are more
definitive of that key, so the magnmitude of their weights could
be higher. Furthermore, some tones not in the key are more
common than others; they can remain negative but have
smaller magnitudes. So, 1t would be possible for a user or
system 100 (based on input, for instance, from the genre
matcher module 152) to develop a more refined key Weights
array for a major key that could be [1, -1, 0.5, -0.5, 0.8, 0.9,
-1, 1,-0.8, 0.9, -0.2, 0.5]. Each of the 12 major keys would
be associated with a weight array. As would be understood by
those of ordinary skill 1n the art having the present specifica-
tion, drawings and claims before them, minor (or any other)
keys could be accommodated by selecting weights for each
array that account for the tones within the key with reference
to any document showing the relative position of notes within
a key.

[0143] As shown 1n the third block of FIG. 16, the relative
duration of each note to the duration of the overall passage (or
partition) 1s multiplied by the “weight” of the note’s pitch
class 1n the key currently being analyzed for the loop to
determine the score for each note 1n the passage. At the start
of each passage, the score 1s zeroed out, then the scores for
cach note as compared against the current key are added one
to another until there are no more notes 1n the passage and
process loops back around to begin analyzing the passage
with respect to the next key. The result of the main loop of the
process 1s a single key score for each key retlecting the aggre-
gate of all the scores for each of the notes 1n the passage. In the
last block of the process of FIG. 16, the key with the highest
score would be selected as the BestKey (1.e. most appropriate
for the passage). As would be understood by those of ordinary
skill 1n the art different keys could tie or have sufficiently
similar scores so as to be essentially tied.

[0144] In one embodiment, a note’s pitch class 1n a key,
represented by the value “index” i FIG. 17, may be deter-
mined using the formula: mndex:=(note.pitch—key+12) % 12,
where note.pitch represents a numerical value associated with
a specific pitch for an instrument, where the numerical values
are preferably assigned 1n order of increasing pitch. Taking
the example of a p1ano, which has 88 keys, each key may be
associated with a numeral between 1 and 88 inclusively. For
instance, key 1 may be the AO Double Pedal A, key 88 may be
the C8 eighth octave, and key 40 may be middle C.

[0145] In another embodiment where the end-user knows
which musical key they wish to be 1n, the user may identify
that key 1n which case, the process of FIG. 16 will be started
tor only the one key selected by the end-user rather than the 12
keys indicated. In this manner, each of the partitions may be

judged against the single predetermined key selected by the
user 1n the manner discussed above.

[0146] In another embodiment, a partition may also be
judged against a chord constraint. A chord sequence 1s a
musical constraint that can be employed when the user wishes
to record an accompaniment. Accompaniments may be typi-
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cally thought of as arpeggiations of the notes in the chord
track and may also include the chords themselves. It 1s, of
course, permissible to play notes that are out of the chord, but
these must typically be judged on their musical merits.

[0147] One 1llustrative process for scoring the quality of a
partition’s harmony based on a chord sequence constraint 1s
depicted in FIGS. 17, 17A, and 17B. In the process o1 F1G. 17,
one selected chord 1s scored per pass according to how well
that selected chord would harmonize with a given partition
(or measure) of the audio track. The chord-score for each note
1s the sum of a bonus and a multiplier. In the second box of
process 1700, the variables are reset to zero for each note 1n
the passage. Then, the relationship of the pitch of the note 1s
compared to the currently selected chord. If the note 1s 1n the
selected chord, the multiplier 1s set to the value of chordNote-
Multiplier set 1n the first box of process 1700. I1 the note 1s a
tritone (1.¢. a musical interval that spans three whole tones) of
the chord root (e.g. C 1s the chord root of a C major chord),
then the multiplier 1s set to the value of tritoneMultiplier
(which as 1s shown 1n FIG. 17 A 1s negative, thus, indicating,
that the note does not harmonize well with the selected

chord). If the note 1s one or eight semitones above the root (or
four semitones above the root 1n the case of a minor chord),
then the multiplier 1s set to the value of a nonKeyMultiplier
(which as 1s shown i1n FIG. 17A 1s again negative, thus,
indicating that the note does not harmonize well with the
selected chord). Notes which fall into none of the foregoing
categories are assigned a zero multiplier, and thus have no
effect on the chord-score. As shown in FIG. 17B, the multi-
plier 1s scaled by the fraction duration of the passage which
the current note occupies. Bonuses are added to the chord-
score 1f the note 1s at the beginning of the passage, or if the
note 1s the root of the current chord selected for analysis. The
chord-score with respect to the passage 1s the accumulation of
this computation for each note. Once a first selected chord 1s
analyzed, the system 50 may analyze other selected chords
(one at a time) using the process 1700 anew. The chord-score
from each pass through process 1700 may be compared to one
another and the highest score would determine the chord that
would be selected to accompany the passage as being the best
fit with that passage. As would be understood by those of
ordinary skill in the art having the present specification, draw-
ings and claims before them, two or more chords may be
found to have the same score with respect to a selected pas-
sage 1n which case system 350 could decide between those
chords on the basis of various choices, including, but not
limited to the genre of the musical track. It should also be
understood by those of ordinary skill 1in the art having the
present specification, drawings and claims before them, that
the scoring set forth above 1s to some extent a matter of design
choice best upon the prevailing musical genre 1n Western
Music. It 1s accordingly contemplated that the selection cri-
teria for the multipliers could be altered for different genre of
music and/or the multiplier values assigned to the various
multiplier selection criteria in FIG. 17 could be changed to
reflect different musical tastes without departing from the
spirit of the present invention.

[0148] In another embodiment, partition scorer 1702 may
also judge a partition against the collection of certain allowed
pitch values, such as semitones as are typical in Western
music. However, quarter tones of other musical traditions
(such as those of Middle Eastern Cultures) are similarly con-
templated.
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[0149] In another embodiment, a partition may also be
scored based on the quality of transitions between the various
pitches within the partition. For example, as discussed above,
changes 1n pitch may be 1dentified using pitch impulse detec-
tion. In one embodiment, the same pitch impulse detection
may also be used to 1identily the quality of the pitch transitions
in a partition. In one approach, system may utilize the gener-
ally understood concept that damped harmonic oscillators
generally satisiy the following equation:

d* x dx 5
W +2§{UDE +{U0X:0

[0150] where w0 1s the undamped angular frequency of the
oscillator and € 1s a system dependent constant called the
damping ratio. (for a mass on a spring having a spring con-

stant k and a damping coelficient ¢, w,=Vk/m and e=c/
2mm,.) It 1s understood that the value of the damping ratio €
critically determines the behavior of the damped system (e.g.
overdamped, critically damped (e=1), or underdamped). In a
critically damped system, the system returns to equilibrium as
quickly as possible without oscillating. A professional singer,
in general, 1s able to change his/her pitch with a response that
1s critically damped. By using pitch impulse analysis, both the
true start of the pitch change event and the quality of the pitch
change may be determined. In particular, the pitch change
event 1s the deduced step function, whereas the quality of the
pitch change 1s determined by the € value. For instance, FIG.
19 depicts a step-response of a damped harmonic oscillator
tfor three values € In general, values of €1 denote poor vocal
control, where the singer “hunts” for the target pitch. Thus,
the larger the value of €, the poorer the pitch-transition-score
attributed to the partition.

[0151] Another exemplary method for scoring the quality
of pitch transition 1s shown in FIG. 20. In this embodiment,
the scoring of a partition may comprise receiving an audio
iput (process 2002), converting the audio mput into a mor-
phology of pitch events showing the true oscillations between
pitch changes (process 2004), using the morphology of pitch
events to construct a wavetorm with critically damped pitch
changes between each pitch event (process 2006), computing
the difference between the pitch in the constructed waveform
with the original audio wavetorm (process 2008), and com-
puting a score based on this difference (process 2010). In one
embodiment, the score may be based on the signed root mean
square error between the “filtered pitch” and the *“recon-
structed pitch.” In simple terms, this calculation can indicated
to the end-user how far they deviated from the “ideal” pitch,
which in turn may be turned into a pitch-transition-score.

[0152] The scoring methods described above may be uti-
lized to score a partition against either an explicit reference or
an implicit reference. An explicit reference may be an existing
or pre-recorded melody track, musical key, chord sequence,
or note range. The explicit case 1s typically used when the
performer 1s recording 1n unison with another track. The
explicit case could analogized to judging Karaoke in that the
music reference exists and the track 1s being analyzed using
the previous known melody as the reference. An implicit
reference, on the other hand, may be a “target” melody (1.e.
the system’s best guess at the notes that the performer 1s
intending to produce) computed from multiple previously
recorded takes that have been saved by track recorder 202 in
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data storage 132. The implicit case 1s typically used when the
user 1s recording the lead melody of a song during which no
reference 1s available, such as an original composition or a
song for which partition scorer 1702 has no knowledge.

[0153] Inthe case where a reference 1s implicit, a reference
may be computed from the takes. This 1s typically achieved
by determining the centroid of the morphologies for each of
the N partitions of each previously recorded track. In one
embodiment, the centroid of a set of morphologies 1s simply
a new morphology constructed by taking the mean average
pitch and duration for each event 1n the morphology. This 1s
repeated for n=1 to N. The resulting centroid would then be
treated as the morphology of the implicit reference track. One
illustration of a centroid determined in this manner for a
single note 1s depicted 1n FIG. 18, with the dotted line depict-
ing the resulting centroid. It 1s contemplated that other meth-
ods may be used to compute the centroid. For instance, the
modal average value ol the set of morphologies for each of the
takes could be used instead of the mean average. In any
approach, any outlying values can be discarded before com-
puting the average or mean. Those of ordinary skill 1in the art
having the present specification, drawings and claims before
them, would understand that additional options for determin-
ing the centroid of the takes may be developed based on the
principles set forth 1n the specification without having to
conduct undue experimentation.

[0154] Aswould be understood by those of ordinary skill in
the art having the present specification, drawings and claims
betore them, any number of the foregoing independent meth-
odologies for scoring partitions may be combined to provide
an analysis ol a wider set of the considerations. Each score
may be given i1dentical or different weight. If the scores are
given different weights 1t may be based on the particular genre
of the composition as determined by genre matcher module
152. For instance, in some musical genre a higher value may
be placed on one aspect of a performance over another. The
selection of which scoring methodologies are applied may
also be determined automatically or manually selected by a
user.

[0155] As illustrated 1in FI1G. 23, partitions of musical per-
formance may selected from any of a plurality of recorded
tracks. Compositor 1704 1s configured to combine partitions
from the plurality of recorded tracks 1n order to create anideal
track. The selection could be manual through a graphical user
interface where the user could view the scores 1dentified for
cach version of a partition, audition each version of a parti-
tion, and choose one version as the “best’ track. Alternatively,
or additionally, the combination of partitions may be per-
formed automatically by selecting the version of each track
partition with the highest scores based on the scoring con-
cepts introduced above.

[0156] FIG. 21 illustrates on exemplary embodiment of a
process for providing a single, “best” take from a collection of
takes using MTAC module 144 1n conjunction with Audio
Converter 140. In step 2102, the user sets a configuration. For
instance, the user can select whether a partition 1s to be scored
against an explicit or an implicit reference. The user may also
select one or more criteria (1.e. key, melody, chord, target,
etc.) to use for scoring a partition, and/or provide rankings to
identify the relevant weight or importance of each criteria. A
take 1s then recorded 1n step 2104, partitioned 1n step 2106,
and converted into a morphology in step 2108 using the
process described above. If RSSL Module 142 1s being

employed then, as described above, at the end of the take, the
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track may automatically loop back to the start, allowing the
user to record another take. Also, during recording the user
may choose to hear a click track, a previously recorded track,
a MIDI version of any single track, or a MIDI version of a
“target” track computed as discussed above with respectto an
explicit or an implicit reference (see F1GS. 18,19, 20 and 21).
This allows the user to listen to a reference against which he
can produce the next (hopetully improved) take.

[0157] In one embodiment, the end-user may select the
reference and/or one or more methods against which the
recorded take(s) should be scored, step 2110. For instance,
the user’s configuration may indicate that the partition should
be scored against a key, a melody, the chords, a target mor-
phology constructed from the centroid of one or more tracks,
or any other method discussed above. The guide selection
may be made manually by the user or set automatically by the
system.

[0158] The partitions of a take are scored 1n step 2112, and,
in step 2114, an indication of the scoring for each partition 1n
a track may be indicated to the user. This may benefit the end
user by providing them with an indication of where the end
user’s pitch or timing 1s oif so that the end user can improve in
tuture takes. One 1llustration of a graphical display for 1llus-
trating the score of a partition 1s illustrated 1n FIG. 22. In
particular, FIG. 22 the vertical bars depict an audio wavetform
as recorded from an audio source, the solid black, primarily
horizontal, line depicts the 1deal wavetorm the audio source
was trying to mimic, and the arrows represent how the pitch of
the audio source (e.g. a singer) varied from the 1deal wave-
form (called the explicit reference).

[0159] In step 2116, the end user manually determines
whether to record another take. If the user desires another
take, the process returns to step 2104. Once the end user has
recorded all of the multiple takes for a track, the process
proceeds to step 2118.

[0160] Instep 2118, the user may be provided a choice as to
whether a “best” overall track 1s to be compiled from all of the
takes manually or automatically. If the user selects to create a
manual composition, the user may, in step 2120, simply audi-
tion the first partition of the first take, followed by the first
partition of the second take, until each of the candidate first
partitions have been auditioned. One interface that be used to
facilitate the auditioming and selection between the various
takes of the partitions 1s shown in FIG. 23 wherein the end
user by use a pointing device (such as a mouse) to click on
cach track taken for each partition to prompt the playback of
that track and then subsequently the user selects one of these
candidate partitions as the best performance of that partition
by, for instance, double-clicking the desired track and/or
clicking-and-dragging the desired track into the bottom, final
compiled track 2310. The user repeats this process for second,
third and subsequent partitions, until he reaches the end of the
track. The system then constructs a “best” track by splicing
together the selected partitions into a single, new track 1n step
2124. The user may then also decide whether to record further
takes 1n order to improve his performance 1n step 2126. If the
user chose to compile the “best” track automatically, a new
track 1s spliced together 1n step 2122 based on the scores for
cach partition in each take (preferably using the highest
scored take for each partition).

[0161] One example of a virtual “best” track that 1s spliced
together from partitions of actual recorded tracks 1s also 1llus-
trated 1n FIG. 23. In this example, the final compiled track
2310 includes a first partition 2302 from take 1, a second
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partition 2304 from track 5, a third partition 2306 from take 3
and a fourth partition 2308 taken from track 2, with no parti-
tions being used from track 4.

[0162] Harmonizer

[0163] Harmonizer module 146 implements a process for
harmonizing notes from an accompanying source with a
musical key and/or chord of a lead source, which may be a
vocal mput, a musical instrument (real or virtual), or a pre-
recorded melody that may be selectable by a user. One exem-
plary embodiment of this harmonizing process an accompa-
nying source 1s described in conjunction with FIGS. 24 and
25. Each of these figures are illustrated as a data flow diagram
(DFD). These diagrams provide a graphical representation of
the “flow” of data through an information system, where data
items flow from an external data source or an internal data
store to an internal data store or an external data sink, via an
internal process. These diagrams are not intended to provide
information about the timing or ordering of processes, or
about whether processes will operate 1n sequence or 1n par-
allel. Also, control signals and processes that convert input
control flows 1nto output control flows are generally indicated
by dotted lines.

[0164] FIG. 24 depicts that the harmonizer module 146
may generally include a transform note module 2402, a lead
music source 2404, an accompaniment source 2406, a chord/
key selector 2408 and a controller 2410. As shown, the trans-
form note module may recerve lead music input from the lead
music source 2404; and an accompaniment music mnput from
the accompaniment source 2406. The lead and accompani-
ment music may each be comprised of live audio or previ-
ously stored audio. In one embodiment the harmonizer mod-
ule 146 may also be configured to generate the
accompaniment music input based on a melody of the lead
music mput.

[0165] The transform note module 2402 may also receive a
musical key and/or a selected chord from the chord/key selec-
tor 2408. The control signal from controller 2410 indicates to
transiorm note module 2402 whether the music output should
be based on the lead music input, accompaniment music input
and/or musical key or chord from the chord/key selector 2408
and how the transformation should be handled. For instance,
as described above, the musical key and chord may be either
derived from the lead melody or the accompaniment source or

even from the manually selected key or chord indicated by
chord/key selector 2408.

[0166] Basedon the control signal, the transform note mod-
ule 2402 may alternatively transform the lead music input
into a note consonant with the chord or the musical key,
producing a harmonious output note. In one embodiment,
input notes are mapped to harmonious notes using a pre-
established consonance metric. In an embodiment discussed
in more detail below, the control signal may also be config-
ured to indicate whether one or more “blue-notes” may be
allowed 1n the accompaniment music imnput without transior-
mation by the transform note module 2402.

[0167] FIG. 25 illustrates a data flow diagram generally
showing more detail of the processes that may be performed
by transform note module 2402 of FIG. 24 1n selecting notes
to “harmonize” with the lead music source 2404. As shown,
the lead musical mnput 1s received at process 23502, where a
note of the lead melody 1s determined. In one embodiment, a
note of the lead melody may be determined using one of the
techniques described, such as converting the lead musical
input into a morphology that identifies its onset, duration, and
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pitch, or any subset or combination thereof. Of course, as
would be understood by those of ordinary skill in the art
having the present specification, drawings and claims before
them, other methods of determining a note from the lead
melody may be used. For example, 11 the lead music 1input 1s
already 1n MIDI format, determining a note may simply
include extracting a note from the MIDI stream. As notes of
the lead melody are determined, they are stored in a lead
music butfer 2510. Proposed accompaniment musical input 1s
received at process 23504 from accompaniment source 2406
(as shown 1n FIG. 24). Process 2504 determines a note of
accompaniment and may extract the MIDI note from the
MIDI stream (where available), convert the musical input into
a morphology that identifies 1ts onset, duration, and pitch, or
any subset or combination thereof or use another methodol-
ogy that would be understood by those of ordinary skill in the
art having the present specification, drawings and claims
betfore them.

[0168] Atprocess 2506, a chord of the lead melody may be

determined from the notes found 1n lead music buifer 2516.
The chord of the lead melody may be determined by analyz-
ing notes 1n the same manner forth 1n association with F1G. 17
above or by using another methodology understood by those
of ordinary skill in the art (such as a chord progression analy-
s1s using a Hidden Markov Model as performed by Chord
Matcher 154 described below). The timing of the notes as
well as the notes, themselves, may be analyzed (among other
potential considerations, such as genre) to determine the cur-
rent chord of the lead melody. Once that chord has been
determined 1ts notes are passed to transform note 2510 to
await potential selection by the control signal from control
consonance 23514.

[0169] At process 2508 of FIG. 25, the musical key of the
lead melody may be determined. In one embodiment, the
process described with reference to FIG. 16 above may be
used to determine the key of the lead melody. In other
embodiments, statistical techniques including the use of a
Hidden Markov Model or the like may be used to determine
a musical key from the notes stored in the lead music builer.
As would be understood by those of ordinary skill in the art
having the present specification, drawings and claims before
them, other methods of determining a musical key are simi-
larly contemplated, including but not limited to combinations
of process 1600 and the use of statistical techniques. The

output of process 2508 1s one of many mputs to transform
note 2510.

[0170] Process 2510 (FIG. 25) “transforms” the note used
as accompaniment. The transformation of the accompani-
ment musical note input into process 23510 1s determined by
the output of control consonance 2514 (discussed 1n some
detail below). Based on the output of control consonance
2514, the transform note process 2510 may select between (a)
the note mput from process 2504 (which 1s shown 1n FIG. 24
as having received the accompaniment music mput from the
accompaniment source 2406); (b) one or more notes from the
chord (which 1s shown in FIG. 24 as having been recerved
from chord/key selector 2408); (¢) a note from the selected
musical key (the identity of the key having been recerved from
chord/key selector 2408 (as shown 1n FIG. 24)); (d) one or
more notes from the chord input from process 2506 (which 1s
shown as having been based on the notes and musical key
determined from the notes 1n the lead music butler 2516); or
(¢) the musical key determined from the notes in the lead
music buifer 2516 by process 2508.
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[0171] At process 2512, the transformed note may be ren-
dered by moditying the note of accompaniment musical input
and modifying the timing of the note of accompaniment
musical mput. In one embodiment, the rendered note 1s
played audibly. Additionally or alternatively, the transformed
note may also be rendered visually.

[0172] Control consonance 2514 represents a collection of
decisions that the process makes based on one or more inputs
from one or more sources that control the selection of notes
made by transform note process 2510. Control consonance
2514 receives a number of input control signals from control-
ler 2410 (see FIG. 24), which may come directly from user
input (perhaps from a graphical user input or preset configu-
ration), from harmonizer module 146, genre matcher module
152 or another external process. Among the potential user
inputs that may be considered by control consonance 2514
are user mputs that require the output note to be (a) con-
strained to the chord selected via chord/key selector 2408 (see
FIG. 24); (b) constrained to the key selected via chord/key
selector 2408 (see FIG. 24); (¢) in harmony with the chord or
key selected by 2408 (see FIG. 24); (d) constrained to the
chord determined by process 2506, (¢) constrained to the key
determined by process 2508; (1) in harmony with the chord or
key determined from the lead notes; (g) constrained within a
certain range of tones (e.g. below middle C, within two
octaves of middle C, etc.); and/or (h) constrained within a
certain selection of tones (1.e. minor, augmented, etc.).

[0173] Another mnput to control consonance 2514 1s the
consonance metric, which 1s essentially a feedback path from
the transform note process 2510. First, “consonance™ 1s gen-
crally defined as sounds that make for pleasant harmony with
respect to some base sound. Consonance can also be thought
ol as the opposite of dissonance (which includes any sounds
used freely even 11 they are inharmonious). So, 11 an end user
has caused control signals to be fed into control consonance
2514 via controller 2410 that constrained the output note
from transform note process 2510 to the chord or key manu-
ally selected via chord/key selector 2408, then 1t 1s possible
that one or more of the output notes were inharmonious to the
lead music buifer 2516. An indication that the output note was
inharmomnious (1.e. the consonance metric) will be ultimately
fed back to control consonance 2514. While, control conso-
nance 2514 1s designed to force the output note track gener-
ated by transform note 2510 back into consonance with the
lead music due to inherent latencies 1n feedback and program-
ming systems, a number of inharmonious notes are expected
to be allowed through 1nto the music output. In fact, allowing
at least some 1nharmonious notes and even inharmonious riits
in the music produced by the system should facilitate the
system 50 making a less mechanical sounding form of musi-
cal composition, something desired by the inventors.

[0174] In one embodiment, another control signal that may
also be input into control consonance 2514 indicates whether
one or more “blue-notes” may be allowed 1n the music output.
As noted above, the term “blue note” for purposes of this
specification 1s given a broader meaning than 1ts ordinary use
in blues music as a note that 1s not 1n a correct musical key or
chord, but which 1s allowed to be played without transforma-
tion. In addition to the harnessing the latencies of the system
to provide some minimal 1nsertion of “blue notes,” one or
more blues accumulators (preferably software coded rather
than hard wired) may be used to provide some additional
leeway for blue-notes. So, for example, one accumulator can
be used to limit the number of blue-notes within a single
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partition, another accumulator can be used to limit the num-
ber of blue-notes 1n adjacent partitions, still another accumu-
lator can be used to limit the number of blue-notes per some
predetermined time interval or total number of notes. In other
words, control consonance via the consonance metric may be
counting any one or more of the following: elapsing time, the
number of blue-notes 1n the music output, the number of total
notes in the music output, the number of blue-notes per par-
tition, etc. Pre-determined, automatically determined, and
real-time determined/adjusted ceilings can be programmed in
real-time or as preset/predetermined values. These values
may also be affected by the genre of the current composition.

[0175] In one embodiment, the system 100 may also
include a super keyboard for providing an accompaniment
music source. The super keyboard may be a physical hard-
ware device, or a graphical representation that 1s generated
and displayed by a computing device. In erther embodiment,
super keyboard may be thought of as the manual input for
chord/key selector 2408 of FIG. 24. The super keyboard
preferably includes at least one row of 1input keys on a key-
board that dynamically maps to notes that are in musical key
and/or that are 1n chord (that 1s, part of the chord) with respect
to the existing melody. A super keyboard may also include a
row ol input keys that are mmharmonious to the existing
melody. However, mnharmonious input keys pressed on the
super keyboard may then be dynamically mapped to notes
that are 1n the musical key of the existing melody, or to notes
that are chord notes for the existing melody.

[0176] Oneembodiment of a super keyboard 1in accordance
with the present invention 1s illustrated i FIG. 26. The
embodiment 1llustrated in F1G. 26 1s shown with respect to the
notes for a standard piano, although 1t would be understood
that the super keyboard may be used for any instrument. In
embodiment shown 1n FIG. 26, the top row 2602 of input keys
of a super keyboard maps onto standard piano notes; the
middle row 2604 maps onto notes that are in a musical key for
the existing melody; and the bottom row 2606 maps onto
notes that are within the current chord. More particularly, the
top row exposes 12 notes per octave as 1n a regular piano, the
middle row exposes eight notes per octave, and the bottom
row exposes three notes per octave. In one embodiment, the
color of each mput key in the middle row may depend on the
current musical key of the melody. As such, when the musical
key of the melody changes, the input keys that were chosen to
be displayed 1n the middle row also change. In one embodi-
ment, 11 an inharmonious musical note 1s entered by the user
from the top row, the super keyboard may also be configure to
automatically play a harmonious note instead. In this way, the
player can accompany lead music 1n an increasingly con-
strained manner the lower the row he chooses. However, other
arrangements are also envisioned.

[0177] FIG. 27A 1illustrates one embodiment of a chord
selector 1n accordance with the present invention. In this
embodiment, the chord selector may comprise a graphical
user itertace of a chord wheel 2700. The chord wheel 2700
depicts chords that are in musical key with respect to the
existing melody. In one embodiment, the chord wheel 2700
displays chords derived from the currently selected musical
key. In one embodiment, the currently selected musical key 1s
determined by the melody, as discussed above. Additionally
or alternatively, the outermost concentric circle of the chord
wheel provides a mechanism to select a musical key. In one
embodiment, a user may mnput a chord via chord/key selector
2408, by selecting a chord from the chord wheel 2700.
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[0178] In one embodiment, the chord wheel 2700 depicts
seven chords related to the currently selected musical key—
three major chords, three minor chords, and one diminished
chord. 1n this embodiment, the diminished chord 1s located at
the center of the chord wheel; the three minor chords surround
the diminished chord; and the three major chords surround
the three minor chords. In one embodiment, a player 1s
enabled to select a musical key using the outermost concen-
tric circle, wherein each of the seven chords depicted by the
chord wheel are determined by the selected musical key.

[0179] FIG. 278 1llustrates another potential embodiment
of a chord selector 1n accordance with the present invention at

a particular instant during operation of system 50. In this
embodiment, the chord selector may comprise a chord flower
2750. Like chord wheel 2700, chord tlower 27350 depicts at
least a sub-set of the chords that fall musically within the
current musical key of the current audio track. And Chord
flower 2750 also indicates the chord currently being played.
In the example 1llustrated in FIG. 278, the key 1s C major (as
can be determined from the 1dentity of the major and minor
chords included on the flower petals and in the center) and the
currently played chord is indicated by the chord depicted 1n
the center, which 1n the illustrated time of playback 1s C
major. The chord flower 2750 1s arranged to provide visual
cues as to the probability of any depicted chord following
immediately after the currently played chord. As depicted 1n
FIG. 27B, the most likely chord progression would be from
the currently playing C major to G major, the next most likely
progression would be to F major, followed 1n likelihood by A
minor. In this sense, the likelihood that any chord will follow
another 1s not a rigorous probability 1n the mathematical
sense but rather a general concept of the frequency of a certain
chord progressions 1n particular genres of music. As would be
understood by those of ordinary skill in the art having the
present specification, drawings and claims before them, when
the lead track results 1n the calculation of a different chord,
then chord tlower 2750 will change. For example, lets say that
the next partition of the lead musical track 1s actually deter-
mined to correspond to B-flat major, then the center of the
flower would show an upper-case B with a flat symbol. In
turn, the other chord found 1n the key of C major will “rotate”
about the B-flat into an arrangement that indicates the rela-
tively likelihood that any particular chord 1s the next in the
progression.

[0180] Track Sharer Module

[0181] Returning to the diagram of system 100 in FIG. 1A,
track sharer module 148 may enable transmission and receipt
of tracks or multi-track recordings for system 100. In one
embodiment, such tracks may be transierred or received from
a remote device or server. The track sharer module 148 may
also perform administrative operations related to the sharing
of tracks, such as enabling account login and exchange of
payment and billing information.

[0182] Sound Searcher Module

[0183] Sound searcher module 150, also shown in FIG. 1A,
may implement operations related to finding a previously
recorded track or multi-track recording. For example, based
on an audible mput, the Sound Searcher Module 150 may
search for similar tracks and/or multi-track recordings that
were previously recorded. This search may be performed on
a particular device 50 or on other, networked devices or
servers. The results of this search may then be presented via
the device and a track or multi-track recording may be sub-
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sequently accessed, purchased, or otherwise acquired for use
on device 50 or otherwise within the system 100.

[0184] Genre Matcher Module

[0185] Genre Matcher Module 152, also shown in FIG. 1A,

1s configured to i1dentify chord sequences and beat profiles
that are common to a genre of music. That 1s, a user may input
or select a particular genre or an exemplary band that has an
associated genre to Genre Matcher Module 152. The process-
ing for each recorded track may then be preformed by apply-
ing one or more traits of the indicated genre with each gen-
erated audio track. For example, if a user indicate “qazz” as the
desired genre, the quantization of a recorded audible 1mput
may be applied such that the timing of beats may tend to be
syncopated. Also, the resulting chords generated from the
audible 1nput may comprise be one or more chords that are
that are traditionally associated with jazz music. Further-
more, the number of “blue notes™ may be higher than would
be allowed 1n lets say a classical piece.

[0186] Chord Matcher Module

[0187] Chord Matcher 154 provides pitch and chord related
services. For example, Chord Matcher 154 may perform
intelligent pitch correction of a monophonic track. Such a
track may be derived from an audible input and pitch correc-
tion may include modifying a frequency of the input to align
the pitch of the audible input with a particular, predetermined
frequency. The Chord Matcher 154 may also build and refine
an accompaniment to an existing melody included 1n a pre-
viously recorded multi-track recording.

[0188] Inoneembodiment, Chord Matcher 154 may also be
configured to dynamically 1dentity the probability of appro-
priate future chords for an audio track based on the previously
played chords. In particular, Chord Matcher 142 may, in one
embodiment, include a database of music. Using a Hidden
Markov Model 1n conjunction with this database, the prob-
abilities for a future progression of chords may then be deter-
mined based on the previous chords occurring 1n the audio
track.

[0189] Network Environment

[0190] As discussed above, device 50 may be any device
capable of performing the processes described above, and
need not be networked to any other devices. Nevertheless,
FIG. 28 shows components of one potential embodiment of a
network environment in which the invention may be prac-
ticed. Not all the components may be required to practice the
invention, and variations in the arrangement and type of the
components may be made without departing from the spirit or
scope of the invention.

[0191] As shown, system 2800 of FIG. 28 includes local
area networks (“LANs”)/wide area networks (“WANs”)-
(network) 2806, wireless network 2810, client devices 2801 -
2805, Music Network Device (MND) 2808, and peripheral
input/output (I/0) devices 2811-2813. Any one or more of
client devices 2801-2805 may be comprised of a device 100
as described above. Of course, while several examples of
client devices are illustrated, 1t should be understood that, in
the context of the network disclosed in FIG. 28, client devices
2801-2805 may include virtually any computing device
capable of processing audio signals and sending audio-re-
lated data over a network, such as network 2806, wireless
network 2810, or the like. Client devices 2803-2803 may also
include devices that are configured to be portable. Thus, client
devices 2803-28035 may include virtually any portable com-
puting device capable of connecting to another computing,
device and recerving information. Such devices include por-
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table devices such as, cellular telephones, smart phones, dis-
play pagers, radio frequency (RF) devices, infrared (IR)
devices, Personal Digital Assistants (PDAs), handheld com-
puters, laptop computers, wearable computers, tablet com-
puters, integrated devices combining one or more of the pre-
ceding devices, and the like. As such, client devices 2803-
2805 typically range widely in terms of capabilities and
features. For example, a cell phone may have a numeric
keypad and a few lines of monochrome LCD display on
which only text may be displayed. In another example, a
web-enabled mobile device may have a multi-touch sensitive
screen, a stylus, and several lines of color LCD display 1n
which both text and graphics may be displayed.

[0192] Clientdevices 2801-2805 may also include virtually
any computing device capable of communicating over a net-
work to send and receive information, including track infor-
mation and social networking information, performing audi-
bly generated track search queries, or the like. The set of such
devices may include devices that typically connect using a
wired or wireless communications medium such as personal
computers, multiprocessor systems, microprocessor-based or
programmable consumer electronics, network PCs, or the
like. In one embodiment, at least some of client devices
2803-2805 may operate over wired and/or wireless network.

[0193] A web-enabled client device may also include a
browser application that 1s configured to receive and to send
web pages, web-based messages, and the like. The browser
application may be configured to recerve and display graph-
ics, text, multimedia, and the like, employing virtually any
web-based language, including a wireless application proto-
col messages (WAP), and the like. In one embodiment, the

browser application 1s enabled to employ Handheld Device
Markup Language (HDML), Wireless Markup Language

(WML), WMLScript, JavaScript, Standard Generalized 25
Markup Language (SMGL), HyperText Markup Language
(HTML), eXtensible Markup Language (XML ), and the like,
to display and send various content: In one embodiment, a
user of the client device may employ the browser application
to interact with a messaging client, such as a text messaging
client, an email client, or the like, to send and/or receive
messages.

[0194] Client devices 2801-28035 also may include at least
one other client application that 1s configured to receive con-
tent from another computing device. The client application
may include a capability to provide and recerve textual con-
tent, graphical content, audio content, and the like. The client
application may further provide information that identifies
itself, including a type, capability, name, and the like. In one
embodiment, client devices 3001-3005 may uniquely 1den-
tify themselves through any of a variety of mechanisms,
including a phone number, Mobile Identification Number
(MIN), an electronic serial number (ESN), or other mobile
device identifier. The information may also indicate a content
format that the mobile device 1s enabled to employ. Such
information may be provided in a network packet, or the like,
sent to MND 108, or other computing devices.

[0195] Clientdevices 2801-2805 may further be configured
to include a client application that enables the end-user to log
into a user account that may be managed by another comput-
ing device, such as MND 2808, or the like. Such a user
account, for example, may be configured to enable the end-
user to participate 1n one or more social networking activities,
such as submit a track or a multi-track recording, search for
tracks or recordings similar to an audible 1nput, download a
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track or recording, and participate 1n an online music com-
munity, particularly one centered around the sharing, review,
and discussion of produced tracks and multi-track recordings.
However, participation in various networking activities may
also be performed without logging 1nto the user account.

[0196] In one embodiment, a musical input comprising the
melody may be received by client devices 2801-2805 over
network 2806 or 2810 from MND 3008, or from any other
processor-based device capable of transmitting such a musi-
cal mput. The musical input containing the melody may be
pre-recorded or captured live by MND 2808 or other such
processor-based device. Additionally or alternatively, the
melody may be captured in real-time by client devices 2801 -
2805. For example, a melody generating device may generate
a melody, and a microphone 1n communication with one of
client devices 2801-2805 may capture the generated melody.
I1 the music input 1s captured live, the system typically seeks
at least one bar of music before the musical key and chords of
the melody are calculated. This 1s analogous to musicians
playing in a band, where an accompanying musician may
typically listen to at least one bar of a melody to determine the
musical key and chords being played before contributing any
additional music.

[0197] Inone embodiment, the musician may interact with
client devices 2801-2805 1n order to accompany a melody,
treating a client device as a virtual instrument. Additionally or
alternatively, the musician accompanying the melody may
sing and/or play a musical instrument, such as user played
instrument, to accompany a melody.

[0198] Wireless network 2810 1s configured to couple cli-
ent devices 2803-2805 and 1ts components with network
2806. Wireless network 2810 may include any of a variety of
wireless sub-networks that may further overlay stand-alone
ad-hoc networks, and the like, to provide an infrastructure-
oriented connection for client devices 2803-2805. Such sub-
networks may include mesh networks, Wireless LAN
(WLAN) networks, cellular networks, and the like. Wireless
network 2810 may further include an autonomous system of
terminals, gateways, routers, and the like connected by wire-
less radio links, and the like. These connectors may be con-
figured to move freely and randomly and organize themselves
arbitrarily, such that the topology of wireless network 2810
may change rapidly.

[0199] Wireless network 2810 may further employ a plu-
rality of access technologies including 2nd (2G), 3rd (3G),
4th (4G) generationradio access for cellular systems, WLAN,
Wireless Router (WR) mesh, and the like. Access technolo-
gies such as 2G, 3G, 4G and future access networks may
enable wide area coverage for mobile devices, such as client
devices 2803-2805 with various degrees of mobility. For
example, wireless network 2810 may enable a radio connec-
tion through a radio network access such as Global System for
Mobil communication (GSM), General Packet Radio Ser-
vices (GPRS), Enhanced Data GSM Environment (EDGE),
Wideband Code Division Multiple Access (WCDMA), and
the like. In essence, wireless network 2810 may include vir-
tually any wireless communication mechanism by which
information may travel between client devices 2803-28035
and another computing device, network, and the like.

[0200] Network 2806 1s configured to couple network
devices with other computing devices, including, MND 2808,
clientdevices 2801-2802, and through wireless network 2810
to client devices 2803-2805. Network 2806 1s enabled to

employ any form of computer readable media for communi-
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cating iformation from one electronic device to another.
Also, network 106 can include the Internet 1n addition to local
arca networks (LANSs), wide area networks (WANSs), direct
connections, such as through a universal serial bus (USB)
port, other forms of computer-readable media, or any combi-
nation thereof. On an interconnected set of LANSs, including
those based on differing architectures and protocols, a router
acts as a link between LANSs, enabling messages to be sent
from one to another. In addition, communication links within
LLANs typically include twisted wire pair or coaxial cable,
while communication links between networks may utilize
analog telephone lines, full or fractional dedicated digital
lines including T1, T2, T3, and T4, Integrated Services Digi-
tal Networks (ISDNs), Digital Subscriber Lines (DSLs),

wireless links including satellite links, or other communica-
tions links known to those skilled in the art. Furthermore,
remote computers and other related electronic devices could
be remotely connected to either LANs or WANSs via a modem
and temporary telephone link. In essence, network 2806
includes any communication method by which information
may travel between computing devices.

[0201] In one embodiment, client devices 2801-28035 may
directly communicate, for example, using a peer to peer con-
figuration.

[0202] Additionally, communication media typically
embodies computer-readable instructions, data structures,
program modules, or other transport mechanism and includes
any information delivery media. By way of example, com-
munication media mncludes wired media such as twisted patr,
coaxial cable, fiber optics, wave guides, and other wired
media and wireless media such as acoustic, RF, infrared, and
other wireless media.

[0203] Various peripherals, including I/O devices 2811-
2813 may be attached to client devices 2801-2805. Multi-
touch, pressure pad 2813 may receive physical inputs from a
user and be distributed as a USB peripheral, although not
limited to USB, and other interface protocols may also be
used, including but not limited to ZIGBEE, BLUETOOTH,
or the like. Data transported over an external and the interface
protocol of pressure pad 2813 may include, for example,
MIDI formatted data, though data of other formats may be
conveyed over this connection as well. A similar pressure pad
2809 may alternately be bodily integrated with a client
device, such as mobile device 2805. A headset 2812 may be
attached to an audio port or other wired or wireless 1/0O 1nter-
face of a client device, providing an exemplary arrangement
for a user to listen to looped playback of a recorded track,
along with other audible outputs of the system. Microphone
2811 may be attached to a client device 2801-28035 via an
audio mput port or other connection as well. Alternately, or in
addition to headset 2812 and microphone 2811, one or more
other speakers and/or microphones may be integrated into
one or more of the client devices 2801-2805 or other periph-
cral devices 2811-2813. Also, an external device may be
connected to pressure pad 2813 and/or client devices 101-105
to provide an external source of sound samples, wavelorms,
signals, or other musical iputs that can be reproduced by
external control. Such an external device may be a MIDI
device to which a client device 2803 and/or pressure pad 2813
may route MIDI events or other data 1n order to trigger the
playback of audio from external device 2814. However, for-
mats other than MIDI may be employed by such an external
device.
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[0204] FIG. 30 shows one embodiment of a network device
3000, according to one embodiment. Network device 3000
may include many more or less components than those
shown. The components shown, however, are suificient to
disclose an illustrative embodiment for practicing the mven-
tion. Network device 3000 may represent, for example, MND
2808 of FIG. 28. Briefly, network device 3000 may include
any computing device capable of connecting to network 2806
to enable a user to send and receirve tracks and track informa-
tion between different accounts. In one embodiment, such
track distribution, or sharing, 1s also performed between dii-
ferent client devices, which may be managed by different
users, system administrators, business entities, or the like.
Additionally or alternatively, network device 3000 may
enable sharing a tune, including melody and harmony, pro-
duced with client devices 2801-2805. In one embodiment,
such melody or tune distribution, or sharing, 1s also per-
tormed between different client devices, which may be man-
aged by different users, system administrators, business enti-
ties, or the like. In one embodiment, network device 3000 also
operates to automatically provide a similar “best” musical
key and/or chord for a melody from a collection of musical

keys and/or chords.

[0205] Devices that may operate as network device 3000
include various network devices, including, but not limited to
personal computers, desktop computers, multiprocessor sys-
tems, microprocessor-based or programmable consumer
clectronics, network PCs, servers, network appliances, and
the like. As shown 1n FIG. 30, network device 3000 includes
processing unit 3012, video display adapter 3014, and a mass
memory, all in communication with each other via bus 3022.
The mass memory generally includes RAM 3016, ROM
3032, and one or more permanent mass storage devices, such
as hard disk drive 3028, tape drive, optical drive, and/or
floppy disk drive. The mass memory stores operating system
3020 for controlling the operation of network device 3000.
Any general-purpose operating system may be employed.
Basic input/output system (“BI0OS”) 3018 1s also provided for
controlling the low-level operation of network device 3000.
As illustrated 1n FIG. 30, network device 3000 also can com-
municate with the Internet, or some other communications
network, via network interface unit 3010, which 1s con-
structed for use with various communication protocols
including the TCP/IP protocol. Network interface unit 3010 1s
sometimes known as a transceiver, transcerving device, or
network iterface card (NIC).

[0206] The mass memory as described above illustrates
another type of computer-readable media, namely’computer-
readable storage media. Computer-readable storage media
may include volatile, nonvolatile, removable, and non-re-
movable media implemented 1n any method or technology for
storage of information, such as computer readable instruc-
tions, data structures, program modules, or other data.
Examples of computer readable storage media include RAM,
ROM, EEPROM, tlash memory or other memory technology,
CD-ROM, digital versatile disks (DVD) or other optical stor-
age, magnetic cassettes, magnetic tape, magnetic disk storage
or other magnetic storage devices, or any other medium
which can be used to store the desired information and which
can be accessed by a computing device.

[0207] As shown, data stores 3052 may include a database,
text, spreadsheet, folder, file, or the like, that may be config-
ured to maintain and store user account identifiers, email
addresses, IM addresses, and/or other network addresses;
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group 1dentifier information; tracks or multi-track recordings
associated with each user account; rules for sharing tracks
and/or recordings; billing information; or the like. In one
embodiment, at least some of data store 3052 might also be

stored on another component of network device 3000, includ-
ing, but not limited to cd-rom/dvd-rom 3026, hard disk drive

3028, or the like.

[0208] The mass memory also stores program code and
data. One or more applications 3050 are loaded 1nto mass
memory and run on operating system 3020. Examples of
application programs may include transcoders, schedulers,
calendars, database programs, word processing programs,
HTTP programs, customizable user interface programs,
IPSec applications, encryption programs, security programs,
SMS message servers, IM message servers, email servers,
account managers, and so forth. Web server 3057 and Music
Service 3056 may also be included as application programs
within applications 3050.

[0209] Web server 3057 represent any of a variety of ser-
vices that are configured to provide content, including mes-
sages, over a network to another computing device. Thus,
web server 3057 includes for example, a web server, a File
Transter Protocol (F'1TP) server, a database server, a content
server, or the like. Web server 3057 may provide the content

including messages over the network using any of a variety of
formats, including, but not limited to WAP, HDML, WML,

SMGL, HIML, XML, cHTML, xHTML, or the like. In one
embodiment, web server 3057 may be configured to enable a
user to access and manage user accounts and shared tracks
and multi-track recordings.

[0210] Music Service 3056 may provide various functions

related to enabling an online music community and may
further include a Music Matcher 3054 a Rights Manager

3038, and melody data. The Music Matcher 3054 may match
similar tracks and multi-track recordings, including those
stored 1n data stores 3052. In one embodiment, such matching,
may be requested by Sound Searcher or MTAC on a client
device which may, for example, provide an audible input,
track, or multi-track to be matched. Rights Manager 3058
enables a user associated with an account to upload tracks and
multi-track recordings. Such tracks and multi-track record-
ings may be stored in one or more data stores 3052. The
Rights Manager 3058 may further enable a user to provide
controls for the distribution of provided tracks and multi-
track recordings, such as restrictions based on a relationship
or membership 1n the online music community, a payment, or
an intended use of a track or multi-track recording. Using
Rights Manager 3038, a user may also restrict all access rights
to a stored track or multi-track recording, thereby enabling an
unfinished recording or other work-in-progress to be stored
without community review before the user believes 1t to be
ready.

[0211] Music Service 3056 may also host or otherwise
enable single or multiplayer games to be played by and
among various members of the online music communaity. For
example, a multi-user role playing game hosted by Music
Service 3056 may be set 1n the music recording industry.
Users may select a role for their character that 1s typical of the
industry. A game user may then progress their character
through the creation of music using their client device 50 and,

for example, RSLL 142, and MTAC 144.

[0212] Messaging server 3056 may include virtually any
computing component or components configured and
arranged to forward messages from message user agents,
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and/or other message servers, or to deliver messages. Thus,
messaging server 3056 may include a message transier man-
ager to communicate a message employing any of a variety of

messaging protocols, including, but not limited, to SMS mes-
sages, IM, MMS, IRC, RSS feeds, mIRC, any of a variety of

text messaging protocols, or any of a variety of other message
types. In one embodiment, messaging server 3056 may
enable users to mitiate and/or otherwise conduct chat ses-
sions, VOIP sessions, text messaging sessions, or the like.

[0213] It 1s noted that while network device 3000 1s 1llus-
trated as a single network device, the mvention i1s not so

limited. For example, 1n another embodiment, a music ser-
vice, or the like, of network device 3000 may reside 1n one
network device, while an associated data store might reside in
another network device. In still another embodiment, various
music and/or message forwarding components might reside

in one or more client devices, operate 1n a peer-to-peer con-
figuration, or the like.

[0214]

[0215] TTo further facilitate the creation and composition of
music, FIGS. 31-37 illustrate an embodiment 1n which a
gaming interface 1s provided as the user interface to the music
compilation tools described above. In this manner, 1t is
believed that the user interface will be less intimidating, more
user-iriendly so as to minimize any interference with an end
user’s creative musical process. As will be apparent from the
tollowing discussion, the gaming interface provides visual
cues and 1ndicia that are associated with one or more func-
tional aspects described above 1n order to simplily, stream-
line, and incentivise the music compilation process. This
cnables end users (also referred to with respect to this
embodiment as “players”™) to utilize professional quality tools
to create professional quality music without requiring those
users to have any expertise in music theory or the operation of
music creation tools.

[0216] Turming firstto FIG. 31, one exemplary embodiment
of a first display interface 3100 1s provided. In this interface,
the player may be provided a studio view from the perspective
of a music producer sitting behind a mixing board. In the
embodiment of FIG. 31, three different studio rooms are then
visualized 1n the background: a lead vocal/instrument room
3102, a percussion room 3104, and an accompamment room
3106. As would be understood by those of ordinary skill in the
art having the present specification, drawings and claims
betfore them, the number of rooms could be greater or fewer,
the Tunctionality provided in each room may be sub-divided
differently and/or additional options may be provided 1n the
rooms. Each of the three rooms depicted in FIG. 31 may
include one or more musician “avatars” that provide visual
cues that 1llustrate the nature and/or purpose of the room, as
well as to provide further cues as to the genre, style, and/or
nuanced performance of music performed by the “avatars™
and the variety of instruments being utilized. For example, 1n
the embodiment 1llustrated 1n FIG. 31, the lead vocal/instru-
ment room 3102 includes a female pop singer, the accompa-
niment room 3104 includes a rock drummer, and the accom-
paniment room 3106 1includes a country violinist, a rock bass
player, and a hip-hop electric keyboard player. As will be
discussed 1n more detail below, the selection of musician
avatars, 1n conjunction with other aspects of the gaming envi-
ronment interface, provides a visual, easy to understand,
interface by which various tools described above can be
readily implemented by the most novice of end users.

Gaming Environment

Dec. 23, 2010

[0217] To begin creating music, the player may select one
of these rooms. In one embodiment, the user may simply
select the room directly using a mouse or other input device.
Alternatively, one or more buttons may be provided that cor-
respond to the various studio rooms. For example, in the
embodiment illustrated in FIG. 31, selection of a lead room
button 3110 will transfer the player to the lead vocal/instru-
ment room 3102, selection of a percussion room button 3108
will transfer the player to the percussion room 3104; and
selection of an accompaniment room button 3112 will trans-
ter the player to the accompaniment room 3106.

[0218] Other selectable buttons may also be provided, as
shown 1n FIG. 31. For instance, a record button 3116 and a
stop button 3118 may be provided to start and stop the record-
ing of any music made by the end user 1n studio room 3100 via
the recording session live looping module 142 (FIG. 1A). A
settings button 3120 may be provided to permit the player to
alter various settings, such as desired genre, tempo, and
rhythm, volume, etc. A search button 3122 may be provided
to enable a user to mitiate the sound searcher module 150.
Buttons for saving (3124) and deleting (3126) the player’s
musical composition may also be provided.

[0219] FIG. 32 presents one exemplary embodiment of a
lead vocal/instrument room 3102. In this embodiment, the
interface for this studio room has been configured to enable an
end user to create and record one or more lead vocal and/or
instrument tracks for a musical compilation. The lead vocal/
instrument room 3102 may include a control space 3202
similar to the one described above 1n conjunction with FIGS.
12-13. Thus, as described above, the control space 3202 may
include a plurality of partition indicators 3204 to identity
cach of the partitions (e.g. musical measures) in the track;
vertical lines 3206 1llustrating the beat within each measure,
horizontal lines 3208 identifying the various fundamental
frequencies associated with a selected instrument (such as a
guitar indicated by instrument selector 3214 (shown 1n FIG.
32), and a playback bar to identify the specific part of the live
loop that 1s currently being played.

[0220] In the example illustrated in FIG. 32, the interface
illustrates the audio wavetorm 3210 of one track that has
already been recorded, presumably earlier 1n the session by
the player, however, the user may also pull up preexisting
audio tracks particularly 1n conjunction with sound search
module 150 (as called by search button 3122 (see FIG. 31). In
the example 1llustrated 1n FIG. 32, the recorded audio wave-
form 3210 has also been converted into its morphology of the
notes 3212 in correspondence to the fundamental frequencies
of a guitar, as indicated by instrument selector 3214. As
should be understood, using various instrument selector icons
that may be dragged onto control space 3202, the player may
be able to select one or more other instruments, which would
cause the original audio wavetform to be converted to a dii-
terent morphology of notes corresponding to the fundamental
frequencies of the newly or additionally selected 1instrument
(s). The player may also alter the number of measures, or the
number of beats per measure, which may also then cause the
audio wavetorm to be quantized (by quantizer 206 (see FIG.
2)) and aligned in time with the newly altered timing. It
should also be understood that while the player may choose to
convert the audio wavelorm 1nto a morphology of notes asso-
ciated with an instrument, the player need not do so, thus
enabling one or more original sounds from the audible 1nput
to be substantially included 1n the generated audio track with
its original timbre.
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[0221] Asshownin FIG. 32, an avatar of a singer 3220 may
also be provided 1n the background. In one embodiment, this
avatar may provide a readily understandable visual indication
ol a specific genre of music that has been previously defined
in genre matcher module 152. For instance, 1n FIG. 32, the
singer 1s 1llustrated as a pop singer. In this case, the processing
of the recorded track 3210 may be performed by applying one
or more traits associated with pop music. In other examples,
the singer could bellustrated as amale adult, a young male or
temale child, a barber-shop quartet, as opera or Broadway
diva, a country-western star, a hip-hop musician, a British
Invasion rocker, folk singer, etc. with the resulting pitch,
rhythms, modes, musical textures, timbres, expressive quali-
ties, harmonies, etc. that people commonly understand to be
associated with each type of singer. In one embodiment, to
provide additional entertainment value the singer avatar 3220
may be programmed to dance and otherwise act like the avatar
1s involved 1n a recording session perhaps even 1n synchroni-
zation with the musical track.

[0222] Thelead vocal/instrument room interface 3102 may
turther include a track selector 3216. The track selector 3216
enables a user to record or create multiple lead takes and the
select one or more of those takes to be included within the
musical compilation. For example, in FIG. 32, three track
windows, labeled as “17°, “2”, and “3” are 1llustrated, each of
which shows a miniature representation of an audio wave-
form of the corresponding track in order to provide a visual
cue as to the audio associated with each track. The track 1n
cach track window may represent a separately recorded audio
take. However, 1t should also be understood that copies of an
audio track may be created, 1n which case each track window
may represent different instances of a single audio wavetorm.
For stance, track window “1”” could represent an unaltered
vocal version of the audio wavetorm, track window “2” could
represent the audio wavelorm as converted into amorphology
ol notes associated with a guitar, and track window “3” could
represent the same audio wavelorm as converted 1nto a mor-
phology of notes associated with a piano. As would be under-
stood by those of ordinary skill 1n the art having the present
specification, drawings and claims before them, there need be

no particular limitation on the number of tracks that may be
held on track selector 3216.

[0223] Atrack selection window 3218 1s provided to enable
the player to select one or more of the tracks to be included in
the musical compilation by, for example, selecting and drag-
ging one or more of the three track windows to the selection
window 3218. In one embodiment, the selection window
3218 may also be used to engage MTAC module 144 1n order

to generate a single best take from multiple takes “1” “2” and
£G3‘?3

[0224] The lead vocal/instrument room interface 3102 may
also include a plurality of buttons to enable one or more
functions associated with the creation of a lead vocal or
instrument track. For instance, a minimize button 3222 may
be provided to permit a user to mimimize grid 3202; sound
button 3224 may be provided to enable a user to mute or
unmute the sound associated with one or more audio tracks, a
solo button 3226 may be provided to mute any accompani-
ment audio that has been generated by the system 100 based
on the audio waveform 3210 or 1ts morphology so as to allow
the player to concentrate on 1ssues associated with the lead
audio, a new track button 3228 may be provided to enable the
user to begin recording a new lead track; morphology button
3230 activates the operations of frequency detector and
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shifter 208 and 210 on the audio waveform 1n the control
space 3202. A set of buttons may also be provided to enable a
user to set a reference tone to aid 1n providing a vocal track.
Thus, toggling tone button 3232 may enable and disable a
reference tone, tone up button 3234 may increase the ire-
quency of the reference tone, and tone down button 3236 may
decrease the pitch of the reference tone.

[0225] FIG. 33 illustrates one exemplary embodiment of a
percussion room 3104. The interface for this room 1s config-
ured to enable the player to create and record one or more
percussion tracks for the musical compilation. The percus-
sion room 1nterface 3104 includes a control space similar to
the one described above 1n conjunction with FIG. 14. Thus,
the control space may include a grid 3302 that represents the
playback and timing of separate sounds within one or more
percussion tracks, a playback bar 3304 to identity the specific
part of the live loop that 1s currently being played, and a
plurality of partitions (1-4) divided into multiple beats, with
cach box 3306 1n the grid representing the timing increments
for sounds associated with the related percussion instrument
(where an unshaded box indicates that no sound 1s to be
played at that time increment, and a shaded box indicates that
a sound associated with the timbre of the related percussion
instrument 1s to be played at that time increment).

[0226] A percussion segment selector 3308 may also be
provided in order to enable a player to create and select
multiple percussion segments. In the example illustrated in
FIG. 33, only the partitions of a single percussion segment
“A” are shown. However, by selecting the percussion segment
selector 3308, additional segments may be created and 1den-
tified as segments “B”, “C” and so on. The player may then
create different percussion sequences within each partition of
cach different segment. The created segments may then be
arranged 1n any order to create a more varied percussion track
for use 1n the musical compilation. For example, a player may
desire to create diflerent percussion tracks repetitively played
in the following order: “A”, “A”, “B”, “C”, “B”, although any
number of segments may be created and any order may be
used. To facilitate review and creation of multiple percussion
segments, a segment playback indicator 3310 may be pro-
vided to visually indicate the percussion segment that 1s cur-
rently being played and/or edited, as well as the portion of the
segment that 1s being played and/or edited.

[0227] As further illustrated in FIG. 33, an avatar of a
drummer 3320 may also be provided in the background.
Similar to the performer avatar described 1n conjunction with
the lead vocal/instrument room 3102, the drummer avatar
3220 may provide a readily understandable visual indication
ol a specific genre of music and style of playing that corre-
sponds to a genre that has been previously defined 1n genre
matcher module 152. For instance, in FIG. 33, the drummer 1s
illustrated as a rock drummer. In this case, the processing of
the created percussion tracks may be performed for each
percussion mstrument by applying one or more previously
defined traits of percussion instruments associated with rock
music. In one embodiment, to provide additional entertain-
ment value the drummer avatar 3320 may be programmed to
dance and otherwise act like the avatar 1s involved 1n a record-
ing session perhaps even 1 synchronization with the musical
track.

[0228] The percussion room interface 3104 may also
include a plurality of buttons to enable one or more functions
associated with the creation of one or more percussion tracks.
For instance, minimize button 3312 may be provided to
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enable a user to minimize grid 3302, a sound button 3314 may
be provided to enable a user to mute or unmute the sound
associated with one or more audio tracks, solo button 3316
may be provided to enable a user to toggle between mute and
unmute to stop playback of the other audio tracks so the
player can focus on the percussion track without distraction,
additional percussion mstrument button 3318 adds an addi-
tional sub-track corresponding to a percussion instrument
that may be selected by the player, and swing button 3320
permits a user to swing (1.e. syncopate) notes.

[0229] FIGS. 34A-C present one exemplary embodiment
ol an accompaniment room interface 3106. The interface for
this studio room 1s configured to provide the player with a
musical pallet from which the user can select and create one
or more accompaniment tracks for amusical compilation. For
example, as shown in FIG. 34 A, the player may be provided
with an mstrument class selector bar 3402 to enable the player
to select a class of mstrument to accompany the lead vocal
and/or musical tracks. In the illustrated embodiment, three
classes are illustrated for selection—base 3404, keyboard
3406, and guitar 3408. As would be understood by those of
ordinary skill in the art having the present specification, draw-
ings and claims before them, any number of instrument
classes may be provided including a variety of instruments,
including brass, woodwinds, and strings.

[0230] For illustration purposes, let us assume that the
player has selected the bass class 3404 in FIG. 34A. In that
case, the player 1s then provided with an option to select
among one or more musician avatars to play the accompany-
ing istrument. For example, as shown 1n FI1G. 34B, the player
may be provided with the option to select between a country
musician 3410, a rock musician 3412, and a hip-hop musician
3414, which the player may then select by clicking directly on
the desired avatar. Of course, while three avatars are 1llus-
trated, the player may be permitted to select between more or
less choices. Arrows 3416 may also be provided to enable the
player to scroll through the avatar choices, especially where
more avatars choices are provided.

[0231] Adfter selecting a musician avatar in FIG. 34B, the
player may then be provided with an option to select a specific
istrument. For example, let us now assume that the player
has selected the country musician. As shown in FI1G. 34C, the
player may then be given the option to select among an
clectric bass guitar 3418, a standing bass 3420, or an acoustic
bass guitar 3422, which the player may then select by clicking,
directly on the desired instrument. Arrows 3424 may also be
provided to enable the player to scroll through the instrument
choices, which as would be understood by those of ordinary
skill in the art having the present specification, drawings and
claims before them, may not be limited to only three types of
bass instruments. Of course, while 1n the above sequence the
istrument class 1s selected prior to selecting a musician
avatar, 1t 1s contemplated that a player may be provided with
the option to select a musician avatar before selecting a class
of mstrument. Similarly, 1t 1s also contemplated that a player
may be provided the option to select a specific instrument
before selecting a musician avatar.

[0232] Adter the player has selected a musician avatar, and
instrument, system 100 creates an appropriate accompani-
ment track by generating a set of accompaniment notes based
on the one or more lead tracks currently being played 1n the
lead vocal/instrument room 3102 (even if the other rooms are
muted), converting those notes to the appropriate genre, tim-
bre, and musical style for the selected musician and 1nstru-
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ment utilizing genre matcher module 152 and harmonizer
module 146 to harmonize the one or more lead tracks. Thus,
an accompamment track for a specific instrument may have
different sound, timing, harmony, blue note content, and the
like depending on nstrument and musician avatar chosen by
the player.

[0233] The accompaniment room interface 3106 1s also
configured to enable the player to individually audition each
of the multiple musician avatars and/or multiple imnstruments
to aid 1n the selection of a preferred accompaniment track. As
such, once a musical instrument and avatar have been selected
by the user and the corresponding accompaniment track has
been created as described above, the accompaniment track 1s
automatically played in conjunction with other previously
created tracks (lead, percussion, or accompaniment) during a
live loop playback so that the player can, in virtually real time,
assess whether the new accompaniment track 1s a good {it.
The player may then choose to keep the accompanying track,
select a different musician avatar for the same instrument,
select a different instrument for the same musician avatar,
pick an enftirely new avatar and instrument, or delete the
accompaniment track altogether. The player may also create
multiple accompamment tracks by repeating the steps
described above.

[0234] FIG. 35 illustrates one potential embodiment of a
graphical interface that depicts the chord progression playing
as accompaniment of the lead music. In one embodiment, this
graphical user interface may be launch by pressing the flower
button shown 1n FIGS. 34A, 348, and 34C. In particular, this
interface shows the chord progression that 1s generally being
forced onto the multiple accompanying avatars 1n accompa-
niment room 3106 subject to any blue note allowances (due to
genre and other 1ssues discussed above 1n association with
FIG. 25) that the avatar may have built into 1ts associated
configuration file. Each avatar may also have certain arpeggio
techniques (1.e. broken chords played 1n a sequence) that are
associated with the avatar because of the avatar’s genre or
based on other attributes of the avatar. As depicted in the
example of FIG. 35, the chord progression 1s “G” major, “A”
minor, “C” major, “A” minor, with each chord being played
for the entirety of a partition 1 accord with the technique
individually associated with each accompanying avatar in
accompaniment room 3106. As would be understood by those
of ordinary skill in the art having the present specification,
drawings and claims before them, the chord progression may
change chords multiple times within a single partition or may
remain the same chord over a plurality of partitions.

[0235] FIG. 36 1illustrates one exemplary interface by
which a player can 1dentify the portion of a musical compo-
sition the player desires to create or edit. For instance, in the
exemplary intertace shown in FIG. 36, a tabbed structure
3600 1s provided 1in which the player can select between an
intro section, a verse section, and a chorus section of a musi-
cal composition. Of course, 1t should be understood that other
portions of a musical composition may also be available, such
as a bridge, an outro, and the like. The portions that are made
available for editing 1n a particular musical composition may
be predetermined, manually selected by the player, or auto-
matically set based on a selected genre of music. The order in
which the various portions are ultimately arranged to form a
musical composition may similarly be predetermined, manu-
ally selected by the player, or automatically set based on a
selected genre of music. So, for instance, 1f a novice user
choose to create a pop song, tabbed structure 3600 may be
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pre-populated with the expected elements of a pop composi-
tion, which generally include an introduction, one or more
versus, a chorus, a bridge and a conclusion. The end user may
then be prompted to create music associated with a first aspect
of this overall composition. After completing the first aspect
of the overall composition, the end user may be directed to
create another aspect. Each aspect individually and/or collec-
tive may be scored to warn an end user 11 the key of adjacent
clements 1s different. As would be understood by those of
ordinary skill in the art having the present specification, draw-
ings and claims before them, using standard graphical user
interface mampulation techniques, portions of the composi-
tion may be deleted, moved to other portions of the compo-
sition, copied and subsequently modified, and the like.

[0236] As shown in FIG. 36, the tab for each portion of a
musical compilation may also include selectable icons to
enable a player to identify and edit audio tracks associated
with that portion, where a first row may 1llustrate the lead
track, the second row may illustrate the accompaniment track,
and the third row may illustrate the percussion tracks. In the
illustrated example, the intro section 1s shown as including
keyboard and guitar lead tracks (3602 and 3604, respec-
tively); guitar, keyboard, and bass accompamment tracks
(3606, 3608, and 3610, respectively); and a percussion track
3612. A chord selector 1con 3614 may also be provided that,
when selected, provides the player with an interface (such as
in FI1G. 27 or FIG. 35) that allows the player to alter the chords
associated with the accompaniment tracks.

[0237] FIGS. 37A and 37B 1llustrate one embodiment of a

file structure that may be provided for certain visual cues
utilized 1n the graphical interface described above and stored
in data storage 132. Turning {first, to FIG. 37A, a file 3700,
also referred to herein as a musical asset, may be provided for
cach musician avatar that 1s player selectable within the
graphical interface. For example, 1n FIG. 37 A, the top musi-
cal asset illustrated 1s for a hip-hop musician. In this embodi-
ment, the musical asset may include visual attributes 3704
that identify the graphical look of the avatar that 1s to be
associated with the musical asset. The musical asset may also
include one or more functional attributes that are associated
with the musical asset and which, upon selection of the musi-
cal asset by the player, are applied to an audio track or com-
pilation. The functional attributes may be stored within the
musical asset and/or provide a pointer or call to another file,
object or process, such as genre matcher 152. The functional
attributes may be configured to affect any of the various
setting or selection described above, including but not limited
to the rhythm or tempo of a track, constraints on the chords or
keys to be used, constraints on available instruments, the
nature of the transitions between notes, the structure or pro-
gression of a musical compilation, etc. In one embodiment,
these Tunctional assets may be based on the genre of music
that would be generally associated with the visual represen-
tation of the musician. In instances where the visual attributes
provide a representation of a specific musician, the functional
attributes may also be based on the musical style of that
particular musician.

[0238] FIG. 37B 1illustrates another set of musical assets
3706 that may be associated with each selectable instrument,
which may be a generic type of instrument (1.e. a guitar) or a
specific brand and/or model of instrument (i.e. Fender Stra-
tocaster, Rhodes Electric Piano, Wurlitzer Organ) Similar to
the musical assets 3700 corresponding to musician avatars,
cach musical asset 3706 for an instrument may include visual
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attributes 3708 that identily the graphical look of the instru-
ment that 1s to be associated with the musical asset, and one or

more functional attributes 3710 of that instrument. As above,
the Tunctional attributes 3710 may be configured to atfect any
of the various setting or selection described above. For an
instrument, these may 1include the available fundamental fre-
quencies, the nature of the transition between notes, etc.
[0239] Using the graphical tools and the game based
dynamic 1llustrated in F1IGS. 31-37, novice user will be more
readily able to create professional sounding musical compo-
sitions that the user will be willing to share with other user for
self-enjoyment and even entertainment much the same way
the player may listen to commercially produced music. The
graphical paradigm provided in the context of a music author-
ing system 1n the present specification would work equally
well with respect to a variety of creative projects and endeav-
ors that are generally performed by professionals because the
level of skill otherwise necessary to produce even a pedestrian
product would be too high to accessible to the ordinary per-
son. However, by simplifying the routine tasks, even a novice
user can be making professional level projects with intuitive
ease.

[0240] The foregoing description and drawings merely
explain and 1llustrate the mvention and the invention is not
limited thereto. While the specification 1s described in rela-
tion to certain implementation or embodiments, many details
are set forth for the purpose of 1llustration. Thus, the forego-
ing merely 1llustrates the principles of the mvention. For
example, the invention may have other specific forms without
departing from 1ts spirit or essential characteristic. The
described arrangements are 1llustrative and not restrictive. To
those skilled 1n the art, the invention 1s susceptible to addi-
tional implementations or embodiments and certain of these
details described 1n this application may be varied consider-
ably without departing from the basic principles of the inven-
tion. It will thus be appreciated that those skilled 1n the art waill
be able to devise various arrangements which, although not
explicitly described or shown herein, embody the principles
of the mnvention and, thus, within 1ts scope and spirit.

What 1s claimed 1s:

1. An apparatus for creating a musical composition com-
prising;:

an audio mterface operably receiving audio from an audio

input device and outputting audio to an audio output
device;

an audio converter module operably connected to the audio

interface to convert audio recerved via the audio inter-
face 1into an audio track; and

a recording session module configured to repeatedly play

back a live loop that includes at least a portion of a first
audio track, and to add at least a portion of a second
audio track to the live loop during the repeated playback.

2. The apparatus of claim 1 wherein the first audio track 1s
a pre-existing track.

3. The apparatus of claim 2 wherein the pre-existing track
1s a click track.

4. The apparatus of claim 2 wherein the live loop 1s stored
in a data storage medium, and the pre-existing track 1s a
previously recorded live loop.

5. The apparatus of claim 1 wherein the recording session
module 1s configured to add at least a portion of a third audio
track to the live loop during playback.

6. The apparatus of claim 3 wherein the third audio track 1s
automatically generated based on one or more musical crite-
ria of the first or second tracks.
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7. The apparatus of claim 6 wherein one of the first and
second tracks 1s a percussion track.

8. The apparatus of claim 1 further including a data storage
medium that stores at least one of the live loop, the first audio
track, and the second audio track.

9. The apparatus of claim 1 further comprising a user
interface coupled to the recording session module, the user
interface providing a visual representation illustrating the
portion of the live loop that 1s being played.

10. The apparatus of claim 1 wherein the audio converter
module includes a track partitioner to divide at least one of the
first and second audio tracks into one or more partitions, and
wherein the live loop includes at least a subset of the one or
more partitions.

11. The apparatus of claim 10 wherein the audio converter
turther includes a quantizer that is configured to align audio 1n
the least one of the first and second audio tracks 1n the one or
more partitions with a predetermined beat.

12. The apparatus of claim 11 wherein the audio converter
turther 1includes a frequency detector that 1s configured to
identify a pitch of one or more sounds within each of the one
Or more partitions.

13. The apparatus of claim 12 wherein each of the one or
more partitions are stored as a morphology having informa-
tion 1dentitying the onset, pitch, and duration of one or more
sounds 1n the partition.

14. The apparatus of claim 13 where the audio converter
module turther includes a frequency converter to shift a fre-
quency of the audio track based on one or more criteria.

15. The apparatus of claim 14 wherein the audio converter
module further includes an instrument converter configured
to convert the audio track into one or more sounds having a
timbre associated with a musical mstrument.

16. An method for creating a musical composition com-
prising:

identifying a first audio track;

repeatedly playing back a live loop that includes at least a

portion of the first audio track; and
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adding at least a portion of a second audio track to the live
loop during the repeated playback.

17. The method of claim 16 wherein 1dentifying a first
audio track includes obtaining a pre-existing track.

18. The method of claim 16 wherein i1dentifying a first
audio track includes generating a click track.

19. The method of claim 16 wherein the second audio track
1s automatically generated based on one or more criteria of the

first audio track.
20. The method of claim 16 wherein one of the first and

second tracks 1s a percussion track.
21. The method of claim 16 further including storing at

least one of the live loop, the first audio track, and the second
audio track.

22. The method of claim 16 wherein 1dentifying a first
audio track includes receiving an audible mput via an audio
interface, and converting the audio mput 1into an audio track

23. The method of claim 22 wherein converting the audio
input includes dividing the audio track into one or more
partitions.

24. The method of claim 23 wherein converting the audio
input further includes quantizing the one or more partitions
with a predetermined beat.

25. The method of claim 24 wherein converting the audio
iput further includes identifying a pitch of one or more
sounds within each of the one or more partitions.

26. The method of claim 25 where converting the audio
input further includes shiit a frequency of the first audio track
based on one or more criteria.

277. The method of claim 26 wherein converting the audio
input further includes converting the first audio track into one
or more sounds having a timbre associated with a musical
instrument.

28. The method of claim 27 further including storing each
of the one or more partitions as a morphology having infor-
mation 1dentifying the onset, pitch, and duration of one or
more sounds in the partition.
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