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BUSES FOR PATTERN-RECOGNITION

PROCESSORS
BACKGROUND
[0001] 1. Field of Invention
[0002] FEmbodiments of the invention relate generally to

clectronic devices and, more specifically, in certain embodi-
ments, to buses for pattern-recognition processors.

[0003] 2. Description of Related Art

[0004] In the field of computing, pattern recognition tasks
are increasingly challenging. Ever larger volumes of data are
transmitted between computers, and the number of patterns
that users wish to 1dentity 1s increasing. For example, spam or
malware are often detected by searching for patterns in a data
stream, e€.g., particular phrases or pieces of code. The number
ol patterns increases with the variety of spam and malware, as
new patterns may be implemented to search for new variants.
Searching a data stream for each of these patterns can form a
computing bottleneck. Often, as the data stream 1s recerved, 1t
1s searched for each pattern, one at a time. The delay before
the system 1s ready to search the next portion of the data
stream 1ncreases with the number of patterns. Thus, pattern
recognition may slow the receipt of data.

[0005] Data streams may be quickly searched for a large
number of patterns with hardware, e.g., chips, specifically
designed for pattern recogmition. Implementation of this
hardware, however, 1s complicated by the lack of a widely
accepted communication protocol between dedicated pat-
tern-recognition hardware and central processing units
(CPUs). Designers of systems have a finite capacity to learn
new communication protocols. Attaining familiarity with
even one communication protocol may take months or years
of work 1n the field of computer design. Using a new protocol
to communicate with pattern-recognition hardware may add
to the cost of implementing that hardware.

BRIEF DESCRIPTION OF DRAWINGS

[0006] FIG. 1 depicts an example of system that searches a
data stream;
[0007] FIG. 2 depicts an example of a pattern-recognition

processor 1n the system of FIG. 1;

[0008] FIG. 3 depicts an example of a search-term cell 1n
the pattern-recognition processor of FIG. 2;

[0009] FIGS. 4 and 3 depict the search-term cell of FIG. 3
searching the data stream for a single character;

[0010] FIGS. 6-8 depict a recognition module including
several search-term cells searching the data stream for a
word;

[0011] FIG. 9 depicts the recognition module configured to
search the data stream for two words 1n parallel;

[0012] FIGS. 10-12 depict the recognition module search-

ing according to a search criterion that specifies multiple
words with the same prefix;

[0013] FIG. 13 illustrates an embodiment of a system with
a pattern-recognition bus and amemory bus that are similar or
identical 1n accordance with an embodiment of the present
technique;

[0014] FIG. 14 illustrates an embodiment of the pattern-
recognition bus of F1G. 13 in accordance with an embodiment
of the present technique; and

Jul. 8, 2010

[0015] FIG. 15 illustrates an embodiment of a process for
sending multiple types of signal through a portion of a bus 1n
accordance with an embodiment of the present technique.

DETAILED DESCRIPTION

[0016] FIG. 1 depicts an example of a system 10 that
searches a data stream 12. The system 10 may include a
pattern-recognition processor 14 that searches the data stream
12 according to search criteria 16.

[0017] Each search criterion may specily one or more target
expressions, 1.e., patterns. The phrase “target expression”
refers to a sequence of data for which the pattern-recognition
processor 14 1s searching. Examples of target expressions
include a sequence of characters that spell a certain word, a
sequence of genetic base pairs that specily a gene, a sequence
ol bits 1n a picture or video file that form a portion of an 1image,
a sequence of bits 1n an executable file that form a part of a
program, or a sequence of bits in an audio file that form a part
ol a song or a spoken phrase.

[0018] A search criterion may specily more than one target
expression. For example, a search criterion may specity all
five-letter words beginning with the sequence of letters “cl”,
any word beginning with the sequence of letters *“cl”, a para-
graph that includes the word “cloud” more than three times,
ctc. The number of possible sets of target expressions 1s
arbitrarily large, e.g., there may be as many target expressions
as there are permutations of data that the data stream could
present. The search criteria may be expressed 1n a variety of
formats, including as regular expressions, a programming
language that concisely specifies sets of target expressions
without necessarily listing each target expression.

[0019] FEach search criterion may be constructed from one
or more search terms. Thus, each target expression of a search
criterion may include one or more search terms and some
target expression may use common search terms. As used
herein, the phrase “search term™ refers to a sequence of data
that 1s searched for, during a single search cycle. The
sequence of data may include multiple bits of data in a binary
format or other formats, e.g., base ten, ASCII, etc. The
sequence may encode the data with a single digit or multiple
digits, e.g., several binary digits. For example, the pattern-
recognition processor 14 may search a text data stream 12 one
character at a time, and the search terms may specily a set of

YA

single characters, e.g., the letter “a”, either the letters “a” or
“e”, or a wildcard search term that specifies a set of all single
characters.

[0020] Search terms may be smaller or larger than the num-
ber of bits that specily a character (or other grapheme—i.¢.,
fundamental unit—of the information expressed by the data
stream, €.g., a musical note, a genetic base pair, a base-10
digit, or a sub-pixel). For instance, a search term may be 8 bits
and a single character may be 16 bits, 1n which case two
consecutive search terms may specily a single character.
[0021] The search criteria 16 may be formatted for the
pattern-recognition processor 14 by a compiler 18. Format-
ting may include deconstructing search terms from the search
criteria. For example, if the graphemes expressed by the data
stream 12 are larger than the search terms, the compiler may
deconstruct the search criterion into multiple search terms to
search for a single grapheme. Similarly, 11 the graphemes
expressed by the data stream 12 are smaller than the search
terms, the compiler 18 may provide a single search term, with
unused bits, for each separate grapheme. The compiler 18

may also format the search criteria 16 to support various
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regular expressions operators that are not natively supported
by the pattern-recognition processor 14.

[0022] The pattern-recognition processor 14 may search
the data stream 12 by evaluating each new term from the data
stream 12. The word “term™ here refers to the amount of data
that could match a search term. During a search cycle, the
pattern-recognition processor 14 may determine whether the
currently presented term matches the current search term 1n
the search criterion. If the term matches the search term, the
evaluation 1s “advanced”, 1.e., the next term 1s compared to
the next search term 1n the search criterion. If the term does
not match, the next term 1s compared to the first term in the
search criterion, thereby resetting the search.

[0023] FEach search criterion may be compiled into a differ-
ent {inite state machine 1n the pattern-recognition processor
14. The finite state machines may run 1n parallel, searching
the data stream 12 according to the search criteria 16. The
finite state machines may step through each successive search
term 1n a search criterion as the preceding search term 1s
matched by the data stream 12, or if the search term 1s
unmatched, the finite state machines may begin searching for
the first search term of the search criterion.

[0024] The pattern-recognition processor 14 may evaluate
cach new term according to several search criteria, and their
respective search terms, at about the same time, e.g., during a
single device cycle. The parallel finite state machines may
cach receive the term from the data stream 12 at about the
same time, and each of the parallel finite state machines may
determine whether the term advances the parallel finite state
machine to the next search term 1n 1ts search criterion. The
parallel finite state machines may evaluate terms according to
a relatively large number of search criteria, e.g., more than
100, more than 1000, or more than 10,000. Because they
operate in parallel, they may apply the search criteria to a data
stream 12 having a relatively high bandwidth, e.g., a data
stream 12 of greater than or generally equal to 64 MB per
second or 128 MB per second, without slowing the data
stream. In some embodiments, the search-cycle duration does
not scale with the number of search criteria, so the number of
search criteria may have little to no etfect on the performance
ol the pattern-recognition processor 14.

[0025] When a search criterion 1s satisfied (i.e., after
advancing to the last search term and matching 1t), the pattern-
recognition processor 14 may report the satisfaction of the
criterion to a processing unit, such as a central processing unit
(CPU) 20. The central processing unit 20 may control the
pattern-recognition processor 14 and other portions of the
system 10.

[0026] The system 10 may be any of a variety of systems or
devices that search a stream of data. For example, the system
10 may be a desktop, laptop, handheld or other type of com-
puter that monitors the data stream 12. The system 10 may
also be a network node, such as a router, a server, or a client
(e.g., one of the previously-described types of computers).
The system 10 may be some other sort of electronic device,
such as a copier, a scanner, a printer, a game console, a
television, a set-top video distribution or recording system, a
cable box, a personal digital media player, a factory automa-
tion system, an automotive computer system, or a medical
device. (The terms used to describe these various examples of
systems, like many of the other terms used herein, may share
some referents and, as such, should not be construed narrowly
in virtue of the other items listed.)
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[0027] The data stream 12 may be one or more of a variety
of types of data streams that a user or other entity might wish
to search. For example, the data stream 12 may be a stream of
data received over a network, such as packets received over
the Internet or voice or data recerved over a cellular network.
The data stream 12 may be data recerved from a sensor 1n
communication with the system 10, such as an 1maging sen-
sor, a temperature sensor, an accelerometer, or the like, or
combinations thereof. The data stream 12 may be recetved by
the system 10 as a senial data stream, in which the data 1s
received 1 an order that has meaning, such as 1n a temporally,
lexically, or semantically significant order. Alternatively, the
data stream 12 may be recerved 1n parallel or out of order and,
then, converted into a serial data stream, €.g., by reordering
packets received over the Internet. In some embodiments, the
data stream 12 may present terms serially, but the bits
expressing each of the terms may be recerved in parallel. The
data stream 12 may be recerved from a source external to the
system 10, or may be formed by interrogating a memory
device and forming the data stream 12 from stored data.

[0028] Depending on the type of data in the data stream 12,
different types of search criteria may be chosen by a designer.
For instance, the search criteria 16 may be a virus definition
file. Viruses or other malware may be characterized, and
aspects of the malware may be used to form search criteria
that indicate whether the data stream 12 1s likely delivering
malware. The resulting search criteria may be stored on a
server, and an operator of a client system may subscribe to a
service that downloads the search criteria to the system 10.
The search criteria 16 may be periodically updated from the
server as different types of malware emerge. The search cri-
teria may also be used to specily undesirable content that
might be received over a network, for instance unwanted
emails (commonly known as spam) or other content that a
user finds objectionable.

[0029] The data stream 12 may be searched by a third party
with an 1nterest 1n the data being received by the system 10.
For example, the data stream 12 may be monitored for text, a
sequence of audio, or a sequence of video that occurs 1n a
copyrighted work. The data stream 12 may be monitored for
utterances that are relevant to a criminal investigation or civil
proceeding or are of interest to an employver.

[0030] The search criteria 16 may also include patterns 1n
the data stream 12 for which a translation 1s available, e.g., in
memory addressable by the CPU 20 or the pattern-recogni-
tion processor 14. For instance, the search criteria 16 may
cach specily an English word for which a corresponding
Spanish word 1s stored 1n memory. In another example, the
search criteria 16 may specily encoded versions of the data
stream 12, e.g., MP3, MPEG 4, FLAC, Ogg Vorbis, etc., for
which a decoded version of the data stream 12 1s available, or
viCe versa.

[0031] The pattern recognition processor 14 may be a hard-
ware device that 1s integrated with the CPU 20 1nto a single
component (such as a single device) or may be formed as a
separate component. For instance, the pattern-recognition
processor 14 may be a separate integrated circuit. The pattern-
recognition processor 14 may be referred to as a “co-proces-
sor’” or a “pattern-recognition co-processor’” .

[0032] FIG. 2 depicts an example of the pattern-recognition
processor 14. The pattern-recognition processor 14 may
include a recognition module 22 and an aggregation module
24. The recogmition module 22 may be configured to compare
received terms to search terms, and both the recognition mod-
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ule 22 and the aggregation module 24 may cooperate to
determine whether matching a term with a search term satis-
fies a search criterion.

[0033] The recognition module 22 may include a row
decoder 28 and a plurality of feature cells 30. Each feature cell
30 may specily a search term, and groups of feature cells 30
may form a parallel finite state machine that forms a search
criterion. Components of the feature cells 30 may form a
search-term array 32, a detection array 34, and an activation-
routing matrix 36. The search-term array 32 may include a
plurality of mput conductors 37, each of which may place

each of the feature cells 30 1n communication with the row
decoder 28.

[0034] The row decoder 28 may select particular conduc-
tors among the plurality of input conductors 37 based on the
content of the data stream 12. For example, the row decoder
28 may be a one byte to 256 row decoder that activates one of
256 rows based on the value of a received byte, which may
represent one term. A one-byte term of 0000 0000 may cor-
respond to the top row among the plurality of input conduc-
tors 37, and aone-byteterm of 1111 1111 may correspond to
the bottom row among the plurality of input conductors 37.
Thus, different mnput conductors 37 may be selected, depend-
ing on which terms are received from the data stream 12. As
different terms are received, the row decoder 28 may deacti-
vate the row corresponding to the previous term and activate
the row corresponding to the new term.

[0035] Thedetectionarray 34 may couple to a detection bus
38 that outputs signals indicative of complete or partial sat-
1sfaction of search criteria to the aggregation module 24. The
activation-routing matrix 36 may selectively activate and
deactivate feature cells 30 based on the number of search
terms 1n a search criterion that have been matched.

[0036] The aggregation module 24 may include a latch
matrix 40, an aggregation-routing matrix 42, a threshold-
logic matrix 44, a logical-product matrix 46, a logical-sum
matrix 48, and an 1nitialization-routing matrix 50.

[0037] The latch matrix 40 may implement portions of
certain search criteria. Some search criteria, e.g., some regu-
lar expressions, count only the first occurrence of a match or
group ol matches. The latch matrix 40 may include latches
that record whether a match has occurred. The latches may be
cleared during initialization, and periodically re-initialized
during operation, as search criteria are determined to be sat-
isfied or not further satisfiable-1.e., an earlier search term may
need to be matched again before the search criterion could be
satisfied.

[0038] The aggregation-routing matrix 42 may function
similar to the activation-routing matrix 36. The aggregation-
routing matrix 42 may receive signals indicative of matches
on the detection bus 38 and may route the signals to different
group-logic lines 53 connecting to the threshold-logic matrix
44. The aggregation-routing matrix 42 may also route outputs
of the mitialization-routing matrix 50 to the detection array
34 to reset portions of the detection array 34 when a search
criterion 1s determined to be satisfied or not further satisfiable.

[0039] The threshold-logic matrix 44 may include a plural-
ity of counters, e.g., 32-bit counters configured to count up or
down. The threshold-logic matrix 44 may be loaded with an
initial count, and it may count up or down from the count
based on matches signaled by the recogmition module. For
instance, the threshold-logic matrix 44 may count the number
of occurrences of a word 1in some length of text.
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[0040] The outputs of the threshold-logic matrix 44 may be
inputs to the logical-product matrix 46. The logical-product
matrix 46 may selectively generate “product” results (e.g.,
“AND” function i Boolean logic). The logical-product
matrix 46 may be implemented as a square matrix, in which
the number of output products i1s equal the number of input
lines from the threshold-logic matrix 44, or the logical-prod-
uct matrix 46 may have a different number of inputs than
outputs. The resulting product values may be output to the
logical-sum matrix 48.

[0041] Thelogical-sum matrix 48 may selectively generate
sums (e.g., “OR” functions in Boolean logic.) The logical-
sum matrix 48 may also be a square matrix, or the logical-sum
matrix 48 may have a different number of inputs than outputs.
Since the mputs are logical products, the outputs of the logi-
cal-sum matrix 48 may be logical-Sums-of-Products (e.g.,
Boolean logic Sum-of-Product (SOP) form). The output of
the logical-sum matrix 48 may be recerved by the nitializa-
tion-routing matrix 50.

[0042] The mitialization-routing matrix 50 may reset por-
tions of the detection array 34 and the aggregation module 24
via the aggregation-routing matrix 42. The mitialization-rout-
ing matrix 50 may also be implemented as a square matrix, or
the imitialization-routing matrix 50 may have a different num-
ber of inputs than outputs. The initialization-routing matrix
50 may respond to signals from the logical-sum matrix 48 and
re-initialize other portions of the pattern-recognition proces-
sor 14, such as when a search criterion 1s satisfied or deter-
mined to be not further satisfiable.

[0043] The aggregation module 24 may include an output
builer 51 that receives the outputs of the threshold-logic
matrix 44, the aggregation-routing matrix 42, and the logical-
sum matrix 48. The output of the aggregation module 24 may
be transmitted from the output buiter 51 to the CPU 20 (FIG.
1) on the output bus 26. In some embodiments, an output
multiplexer may multiplex signals from these components
42, 44, and 48 and output signals indicative of satisfaction of
criteria or matches of search terms to the CPU 20 (FIG. 1). In
other embodiments, results from the pattern-recognition pro-
cessor 14 may be reported without transmitting the signals
through the output multiplexer, which is not to suggest that
any other feature described herein could not also be omitted.
For example, signals from the threshold-logic matrix 44, the
logical-product matrix 46, the logical-sum matrix 48, or the
initialization routing matrix 50 may be transmitted to the
CPU 1n parallel on the output bus 26.

[0044] FIG. 31llustrates a portion of a single feature cell 30
in the search-term array 32 (FIG. 2), a component referred to
herein as a search-term cell 54. The search-term cells 34 may
include an output conductor 56 and a plurality of memory
cells 58. Each of the memory cells 58 may be coupled to both
the output conductor 56 and one of the conductors among the
plurality of input conductors 37. In response to 1ts input
conductor 37 being selected, each of the memory cells 38 may
output a value indicative of its stored value, outputting the
data through the output conductor 56. In some embodiments,
the plurality of mput conductors 37 may be referred to as
“word lines”, and the output conductor 56 may be referred to
as a “data line”.

[0045] Thememory cells 538 may include any of a variety of
types of memory cells. For example, the memory cells 58 may
be volatile memory, such as dynamic random access memory
(DRAM) cells having a transistor and a capacitor. The source
and the drain of the transistor may be connected to a plate of
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the capacitor and the output conductor 56, respectively, and
the gate of the transistor may be connected to one of the input
conductors 37. In another example of volatile memory, each
of the memory cells 58 may include a static random access
memory (SRAM) cell. The SRAM cell may have an output
that 1s selectively coupled to the output conductor 56 by an
access transistor controlled by one of the input conductors 37.
The memory cells 38 may also include nonvolatile memory,
such as phase-change memory (e.g., an ovonic device), flash
memory,  silicon-oxide-nitride-oxide-silicon  (SONOS)
memory, magneto-resistive memory, or other types of non-
volatile memory. The memory cells 58 may also include
tlip-flops, e.g., memory cells made out of logic gates.

[0046] FIGS. 4 and 5 depict an example of the search-term
cell 54 1n operation. FIG. 4 1llustrates the search-term cell 54
receiving a term that does not match the cell’s search term,

and FIG. 5 illustrates a match.

[0047] Asillustrated by FIG. 4, the search-term cell 54 may
be configured to search for one or more terms by storing data
in the memory cells 58. The memory cells 58 may each
represent a term that the data stream 12 might present, e.g., in
FIG. 3, each memory cell 58 represents a single letter or
number, starting with the letter “a” and ending with the num-
ber “9”. Memory cells 38 representing terms that satisty the
search term may be programmed to store a first value, and
memory cells 38 that do not represent terms that satisfy the
search term may be programmed to store a different value. In
the 1llustrated example, the search-term cell 54 1s configured
to search for the letter “b”. The memory cells 58 that represent
“b” may store a 1, or logic high, and the memory cells 38 that
do not represent “b” may be programmed to store a 0, or logic
low.

[0048] To compare a term from the data stream 12 with the
search term, the row decoder 28 may select the input conduc-
tor 37 coupled to memory cells 38 representing the received
term. In FIG. 4, the data stream 12 presents a lowercase “e”.
This term may be presented by the data stream 12 in the form
of an eight-bit ASCII code, and the row decoder 28 may
interpret this byte as a row address, outputting a signal on the

conductor 60 by energizing 1t.

[0049] In response, the memory cell 58 controlled by the
conductor 60 may output a signal indicative of the data that
the memory cell 58 stores, and the signal may be conveyed by
the output conductor 56. In this case, because the letter “e” 1s
not one of the terms specified by the search-term cell 54, it
does not match the search term, and the search-term cell 54

outputs a 0 value, indicating no match was found.

[0050] In FIG. 5, the data stream 12 presents a character
“b”. Again, the row decoder 28 may interpret this term as an
address, and the row decoder 28 may select the conductor 62.
In response, the memory cell 538 representing the letter “b”
outputs 1ts stored value, which 1n this case 1s a 1, indicating a
match.

[0051] The search-term cells 54 may be configured to
search for more than one term at a time. Multiple memory
cells 58 may be programmed to store a 1, specifying a search
term that matches with more than one term. For instance, the
memory cells 58 representing the letters lowercase “a” and
uppercase “A” may be programmed to store a 1, and the
search-term cell 34 may search for either term. In another
example, the search-term cell 54 may be configured to output
a match 11 any character 1s received. All of the memory cells
58 may be programmed to store a 1, such that the search-term
cell 54 may function as a wildcard term 1n a search criterion.
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[0052] FIGS. 6-8 depict the recognition module 22 search-
ing according to a multi-term search criterion, e.g., for a
word. Specifically, FIG. 6 illustrates the recognition module
22 detecting the first letter of a word, FIG. 7 illustrates detec-
tion of the second letter, and FIG. 8 1llustrates detection of the
last letter.

[0053] Asllustrated by FIG. 6, the recognition module 22
may be configured to search for the word “big”. Three adja-
cent feature cells 63, 64, and 66 are 1llustrated. The feature
cell 63 1s configured to detect the letter “b”. The feature cell
64 15 configured to detect the letter “1”. And the feature cell 66
1s configured to both detect the letter “g” and indicate that the
search criterion 1s satisfied.

[0054] FIG. 6 also depicts additional details of the detection
array 34. The detection array 34 may include a detection cell
68 1n each of the feature cells 63, 64, and 66. Fach of the
detection cells 68 may 1include a memory cell 70, such as one
of the types of memory cells described above (e.g., a flip-
flop), that indicates whether the feature cell 63, 64, or 66 1s
active or mactive. The detection cells 68 may be configured to
output a signal to the activation-routing matrix 36 indicating
whether the detection cell both 1s active and has received a
signal from its associated search-term cell 54 indicating a
match. Inactive features cells 63, 64, and 66 may disregard
matches. Each of the detection cells 68 may include an AND
gate with inputs from the memory cell 70 and the output
conductor 56. The output of the AND gate may be routed to
both the detection bus 38 and the activation-routing matrix
36, or one or the other.

[0055] Theactivation-routing matrix 36, in turn, may selec-
tively activate the feature cells 63, 64, and 66 by writing to the
memory cells 70 in the detection array 34. The activation-
routing matrix 36 may activate feature cells 63, 64, or 66
according to the search criterion and which search term 1s
being searched for next in the data stream 12.

[0056] InFIG. 6, the data stream 12 presents the letter “b”.
In response, each of the feature cells 63, 64, and 66 may
output a signal on their output conductor 56, indicating the
value stored 1n the memory cell 58 connected to the conductor
62, which represents the letter “b”. The detection cells 56 may
then each determine whether they have recerved a signal
indicating a match and whether they are active. Because the
teature cell 63 1s configured to detect the letter “b” and 1s
active, as mdicated by its memory cell 70, the detection cell
68 1n the feature cell 63 may output a signal to the activation-
routing matrix 36 indicating that the first search term of the
search criterion has been matched.

[0057] Asillustrated by FIG. 7, after the first search term 1s

matched, the activation-routing matrix 36 may activate the
next feature cell 64 by writing a 1 to its memory cell 70 1n its
detection cell 68. The activation-routing matrix 36 may also
maintain the active state of the feature cell 63, 1n case the next
term satisfies the first search term, e.g., 11 the sequence of
terms “bbig” 1s received. The first search term of search
criteria may be maintained in an active state during a portion
or substantially all of the time during which the data stream 12
1s searched.

[0058] InFIG.7,the datastream 12 presents the letter “1” to
the recognition module 22. In response, each of the feature
cells 63, 64, and 66 may output a signal on their output
conductor 56, indicating the value stored in the memory cell
58 connected to the conductor 72, which represents the letter
“1””. The detection cells 56 may then each determine whether
they have received a signal indicating a match and whether
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they are active. Because the feature cell 64 i1s configured to
detect the letter “1”” and 1s active, as indicated by its memory
cell 70, the detection cell 68 1n the feature cell 64 may output
a signal to the activation-routing matrix 36 indicating that the
next search term of 1ts search criterion has been matched.

[0059] Next, the activation-routing matrix 36 may activate
the feature cell 66, as 1llustrated by FIG. 8. Before evaluating
the next term, the feature cell 64 may be deactivated. The
teature cell 64 may be deactivated by its detection cell 68
resetting 1ts memory cell 70 between detection cycles or the
activation-routing matrix 36 may deactivate the feature cell
64, for example.

[0060] InFIG. 8, the data stream 12 presents the term *“g” to
the row decoder 28, which selects the conductor 74 represent-
ing the term “g””. In response, each of the feature cells 63, 64,
and 66 may output a signal on their output conductor 56,
indicating the value stored 1n the memory cell 58 connected to
the conductor 74, which represents the letter “g”. The detec-
tion cells 56 may then each determine whether they have
received a signal indicating a match and whether they are
active. Because the feature cell 66 1s configured to detect the
letter “g” and 1s active, as indicated by 1ts memory cell 70, the
detection cell 68 in the feature cell 66 may output a signal to
the activation routing matrix 36 indicating that the last search
term of its search criterion has been matched.

[0061] The end of a search criterion or a portion of a search
criterion may be identified by the activation-routing matrix 36
or the detection cell 68. These components 36 or 68 may
include memory indicating whether their feature cell 63, 64,
or 66 specifies the last search term of a search criterion or a
component of a search criterion. For example, a search crite-
rion may specity all sentences in which the word *“cattle”
occurs twice, and the recognition module may output a signal
indicating each occurrence of “cattle” within a sentence to the
aggregation module, which may count the occurrences to
determine whether the search criterion is satisfied.

[0062] Feature cells 63, 64, or 66 may be activated under
several conditions. A feature cell 63, 64, or 66 may be “always
active”, meaning that 1t remains active during all or substan-
tially all of a search. An example of an always active feature
cell 63, 64, or 66 1s the first feature cell of the search criterion,
¢.g., feature cell 63.

[0063] A feature cell 63, 64, or 66 may be “active when
requested”’, meaning that the feature cell 63, 64, or 66 1s active
when some condition precedent 1s matched, e.g., when the
preceding search terms 1n a search criterion are matched. An
example 1s the feature cell 64, which 1s active when requested
by the feature cell 63 in FIGS. 6-8, and the feature cell 66,

which active when requested by the feature cell 64.

[0064] A feature cell 63, 64, or 66 may be “self activated”,
meaning that once 1t 1s activated, 1t activates itself as long as
its search term 1s matched. For example, a self activated
teature cell having a search term that 1s matched by any
numerical digit may remain active through the sequence
“123456xy” until the letter “x” 1s reached. Each time the
search term ol the self activated feature cell 1s matched, itmay
activate the next feature cell 1n the search criterion. Thus, an
always active feature cell may be formed from a self activat-
ing feature cell and an active when requested feature cell: the
sell activating feature cell may be programmed with all of 1ts
memory cells 38 storing a 1, and 1t may repeatedly activate the
active when requested feature cell after each term. In some
embodiments, each feature cell 63, 64, and 66 may include a
memory cell 1 its detection cell 68 or 1n the activation-

Jul. 8, 2010

routing matrix 36 that specifies whether the feature cell 1s
always active, thereby forming an always active feature cell
from a single feature cell.

[0065] FIG. 9 depicts an example of a recognition module
22 configured to search according to a first search criterion 75
and a second search criterion 76 1n parallel. In this example,
the first search criterion 75 specifies the word “big”, and the
second search criterion 76 specifies the word “cab”. A signal
indicative of the current term from the data stream 12 may be
communicated to feature cells 1n each search criterion 75 and
76 at generally the same time. Each of the input conductors 37
spans both ol the search criteria 75 and 76. As aresult, in some
embodiments, both of the search criteria 75 and 76 may
evaluate the current term generally simultaneously. This 1s
believed to speed the evaluation of search criteria. Other
embodiments may include more feature cells configured to
evaluate more search criteria in parallel. For example, some
embodiments may include more than 100, 500, 1000, 5000,
or 10,000 feature cells operating 1n parallel. These feature
cells may evaluate hundreds or thousands of search criteria
generally simultaneously.

[0066] Search criteria with different numbers of search
terms may be formed by allocating more or fewer feature cells
to the search criteria. Simple search criteria may consume
tewer resources 1n the form of feature cells than complex
search criteria. This 1s believed to reduce the cost of the
pattern-recognition processor 14 (FIG. 2) relative to proces-
sors with a large number of generally identical cores, all
configured to evaluate complex search critena.

[0067] FIGS.10-12 depict both an example of a more com-
plex search criterion and features of the activation-routing,
matrix 36. The activation-routing matrix 36 may include a
plurality of activation-routing cells 78, groups of which may
be associated with each of the feature cells 63, 64, 66, 80, 82,
84, and 86. For instance, each of the feature cells may include
5,10, 20, 50, or more activation-routing cells 78. The activa-
tion-routing cells 78 may be configured to transmit activation
signals to the next search term in a search criterion when a
preceding search term 1s matched. The activation-routing
cells 78 may be configured to route activation signals to
adjacent feature cells or other activation-routing cells 78
within the same feature cell. The activation-routing cells 78
may include memory that indicates which feature cells cor-
respond to the next search term 1n a search criterion.

[0068] Asillustrated by FIGS. 10-12, the recognition mod-
ule 22 may be configured to search according to complex
search criteria than criteria that specily single words. For
instance, the recognition module 22 may be configured to
search for words beginning with a prefix 88 and ending with
one of two sullixes 90 or 92. The 1illustrated search criterion
specifies words beginning with the letters “c” and “1” 1n
sequence and ending with either the sequence of letters “ap”
or the sequence of letters “oud”. This 1s an example of a
search criterion specilying multiple target expressions, €.g.,
the word “clap” or the word “cloud”.

[0069] In FIG. 10, the data stream 12 presents the letter *“c”
to the recognition module 22, and feature cell 63 1s both active
and detects a match. In response, the activation-routing
matrix 36 may activate the next feature cell 64. The activa-
tion-routing matrix 36 may also maintain the active state of
the feature cell 63, as the feature cell 63 1s the first search term
in the search criterion.

[0070] InFIG. 11, the data stream 12 presents a letter “17,
and the feature cell 64 recognizes a match and 1s active. In
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response, the activation-routing matrix 36 may transmit an
activation signal both to the first feature cell 66 of the first
suifix 90 and to the first feature cell 82 of the second sullix 92.
In other examples, more sullixes may be activated, or mul-
tiple prefixes may active one or more suifixes.

[0071] Next, as 1illustrated by FIG. 12, the data stream 12
presents the letter “o0” to the recognition module 22, and the
teature cell 82 of the second suifix 92 detects a match and 1s
active. Inresponse, the activation-routing matrix 36 may acti-
vate the next feature cell 84 of the second suifix 92. The
search for the first suilix 90 may die out, as the feature cell 66
1s allowed to go mactive. The steps illustrated by FIGS. 10-12
may continue through the letters “u” and “d”, or the search
may die out until the next time the prefix 88 1s matched.

[0072] FIG. 13 1illustrates an embodiment of a system 94
having a pattern-recognition bus 96 and a memory bus 98.
The pattern-recognition bus 96 and the memory bus 98 may
be similar or identical to each other. Using similar buses may
allow designers to leverage their knowledge of the memory
bus 98 when implementing the pattern-recognition bus 96,
thereby facilitating implementation of the pattern-recogni-
tion processor 14 in the system 94. If identical buses are used
for the memory bus 98 and the pattern-recognition bus 96,
these two devices may be present on a single bus, preventing
the need for additional signals in the system 94. Before
describing the pattern-recognition bus 96 1n detail, other
aspects of the system 94 are described.

[0073] The system 94 may include the CPU 20, memory
100, a memory bus controller 102, and a pattern-recognition
bus controller 104. The memory bus controller 102 may be
connected to the memory 100 by the memory bus 98 and to
the CPU 20 by both an address and control bus 106 and a data
bus 108. The pattern-recognition bus controller 104 may be
connected to the pattern-recognition processor 14 by the pat-
tern-recognition bus 96 and to the CPU 20 by an address and
control bus 110 and a data bus 112. The pattern-recognition
bus controller 104 may be a separate component, €.g., a chip,
coupled to the CPU 20, or it may be integrated into the same
component as the CPU 20, e.g., as a single chip or multi-chip
module. Similarly, the memory bus controller 102 may be a
separate component, or 1t may be integrated into the same
component as the CPU 20. The pattern-recognition bus con-
troller 104 and the memory bus controller 102 may be both
integrally formed 1nto the same component, or they may be
separate components. Some embodiments may not include
the memory 100 or the memory bus controller 102, which 1s
not to suggest that any other feature described herein may not
also be omitted.

[0074] The memory 100 may include a variety of different
types of memory, such as dynamic random access memory
(DRAM) or various types ol nonvolatile memory, ¢.g., tlash,
phase-change memory, or a hard disk drive. The memory bus
controller 102 may be configured to communicate with the
memory 100 through one of a variety of different communi-
cation protocols, such as any of the bus revisions of Double
Data rate Synchronous Dram (the double data rate (DDR)
protocol, the DDR2 protocol, the DDR3 protocol, the DDR4
protocol), Synchronous DRAM (SDRAM) protocol, Serial
(Gigabit Media Independent Interface (SGMII) protocol,
Inter-Integrated Circuit (12C) protocol, Sernial Peripheral
Interface (SPI) protocol, Parallel Bus Interface (PBI) proto-
col, Secure Digital Interface (SDI) protocol, Personal Com-
puter Memory Card Association (PCMCIA) protocol, Man-
agement Data Clock/Management Data Input/Output (MDC/
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MDIO) protocol, Peripheral Component Interconnect (PCI)
protocol, PCI Express protocol or other communication pro-
tocols. Although implementation using DDR protocols shall
be described 1n detail herein, any or all of the commumnication
protocols provide the ability to accomplish the necessary
communications to communicate address, control, data and
status information. As referred to herein, data may include,
but 1s not limited to: 1) information which 1s stored 1n the
pattern-recognition processor which defines all aspects of the
sought-after pattern recognition functions; 2) conventional
data such as that which 1s stored 1n memory devices; and 3)
the data stream which 1s sent to the pattern-recognition pro-
cessor from which pattern-match results are sought. In some
communications protocols, there 1s only a physical data bus,
therefore address, control, data and status information are
provided 1n the slots provisioned within the communications
protocol.

[0075] The pattern-recognition bus controller 104 may be
coniigured to commumnicate with the pattern-recognition pro-
cessor 14 through a communication protocol that 1s similar or
identical to that used by the memory bus controller 102. For
example, the pattern-recognition bus 96 may include about
the same number or exactly the same number of connections
as the memory bus 98. The pattern-recognition bus controller
96 may use a communication protocol with similar or 1den-
tical timing to the memory bus controller 102. For instance,
the pattern-recognition bus controller 104 may operate in
response to the same clock signal as the memory bus control-
ler 102, or the pattern-recognition bus controller 104 may
transmit and receive data during the same portions of a clock
signal as the memory bus controller 102, ¢.g., during the
rising and falling edge of the clock signal. The physical
dimensions of the pattern-recognition bus 96 may be gener-
ally similar or 1dentical to those of the memory bus 98. For
example, the spacing between pin connectors or connection
pads that connect to the pattern-recognition processor 14 and
the memory 100 may be generally similar or identical.

[0076] Additionally, having the memory 100 and the pat-
tern-recognition processor 14 on the same bus may provide
the advantages, such as: eliminating the delays inherent in
passing data from one bus to another, e.g., 1n a computer
system having DDR3 main memory 100 and a pattern-recog-
nition processor 14 on a PCIx bus there may be significant
delay communicating between the pattern recognition pro-
cessor 14 and main memory 100; Direct Memory Access
(DMA) 1s faster and easier to implement on the same bus and
may be performed by a single common pattern-recognition
processor 14 and/or memory controller; Radio Frequency
Interterence (RFI) 1ssues are simplified with a single bus;
Electro-Static Discharge (ESD) 1ssues are simplified and will
be smaller; Printed-Circuit Assembly (PCA) 1s less expensive
to produce with a single bus (e.g., smaller PCB size, elimi-
nation of an extra controller and passive components of the
extra bus, reduced component 1nsertion time, reduced power
supply size, increased quality, etc.); and reduced power usage
(e.g., due to the elimination of additional clocking and syn-
chronization circuitry).

[0077] FIG. 14 1llustrates both an embodiment of the pat-
tern-recognition bus 96 and how the embodiment may relate
to an embodiment of the memory bus 98. In this example, the
memory bus 98 may be a DDR3 bus, and the pattern-recog-
nition bus 96 may share certain features with the memory bus
98. The illustrated memory bus 96 includes the same number
of connections as the memory bus 98 with the addition of an




US 2010/0174887 Al

output mterrupt signal 114 that 1s described further below.
Other embodiments may include the same number of connec-
tions as the memory bus 98, a different number of connections
as the memory bus 98, the same number of connections within
plus or minus 1, 2, 4, 6, or 8 connections, or operate with
different wire speeds and protocols, but the functions remain
the same. Addresses, control signals, data and status informa-
tion are mapped 1nto the existing bus protocol of any chosen
style of bus. Further, such embodiments of the pattern-recog-
nition bus 96 may include a close derivative of a standard
memory bus, €.g., 1f the memory bus 98 1s a DDR3 bus), that
climinates signals not used by the pattern-recognition proces-
sor 14. such may embodiments may also a pattern-recogni-
tion bus 96 that 1s a “super-set” of a standard memory bus,
such that the pattern-recognition bus 96 includes all signals of
a standard memory bus and adds signals used by the pattern-
recognition processor 14. Other embodiments may include
any combination of signals of the close derivative of a stan-
dard memory bus and the “super-set” of a standard memory
bus.

[0078] Some of the signals on the pattern-recognition bus
96 may connect to the same pin and serve the same function
as the corresponding signals 1n the memory bus 98. For
example, the clock signal 116, the clock enable signal 118,
the reset signal 120, the data strobe signal 121, and the data
mask signal 122 may have the same function on both buses 96
and 98 and the same position relative to the other portions of
the buses 96 and 98. Other embodiments may include addi-
tional similar signals or fewer similar signals. For example,
some older bus protocols may not support the reset signal, but
any such function can be added as an extension to an existing
protocol.

[0079] Some of the signals on the pattern-recognition bus
96 may be reinterpreted from their function on the memory
bus 98. For example, the column select signal 124 may be
interpreted as a bus enable signal by the pattern-recognition
processor 14. The row address strobe signal 126, the column
address strobe signal 128, the write enable signal 130, and the
burst chop signal 132 may be interpreted by the pattern-
recognition processor 14 as command decode signals 134 on
the pattern-recognition bus 96.

[0080] Some of the signals on the pattern-recognition bus
96 may serve either the same function as on the memory bus
96 or different functions depending on a mode of operation of
the pattern-recognition processor 14. For example, the
address signals and block address signals 136 may convey
address data when the pattern-recognition processor 14 1s in a
first mode of operation, command decode signals when the
pattern-recognition processor 14 1s 1 a second mode of
operation, and register select signals when the pattern-recog-
nition processor 14 1s 1 a third mode of operation.

[0081] In another example, the data signals 138 on the
memory bus 96 may be interpreted differently in different
modes of operation. The data signals 138 may be interpreted
as mput search criteria by the pattern-recognition processor
14 when 1n a fourth mode of operation, e.g., a configuration
mode. The search criteria may include settings for the feature
cells 30 (FIG. 2), such as the values stored 1n the memory cells
58 (F1G. 3), the values stored 1n the memory cells 70 (FIG. 6),
and the settings for the activation-routing matrix (FI1G. 10).
The search criteria may also include settings for the aggrega-
tion routing matrix 42 (FI1G. 2), the threshold logic matrix 44,
the logical product matrix 46, the logical sum matrix 48, and
the mitialization routing matrix 50. The pattern-recognition
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processor 14 may also have a fifth mode of operation, e¢.g., a
search-report mode, 1n which 1t may output search results
through the data signals 138. In a sixth mode of operation,
¢.g., a search mode, the pattern-recognition processor 14 may
interpret the data signals 138 as the input data stream 12 (FIG.
2).

[0082] The output interrupt signal 114 may be selected by
the pattern-recognition processor 14 in response to the data
stream 12 (FIG. 1) satisiying a search criterion. The CPU 20
(FIG. 13) may respond to the output interrupt signal 114
being selected by directing the pattern-recognition processor
14 to enter the search-report mode. Once in this mode, the
pattern-recognition processor 14 may output search results
through the data signals 138. Search results may include data
that indicates which search criterion was satisfied and which
data from the data stream satisfied the criterion. After the
search results are received by the CPU 20, the CPU 20 may
direct the pattern-recognition processor 14 to re-enter the
search mode, and the CPU 20 may transmit the data stream 12

(FIG. 1) to the pattern-recognition processor 14 through the
data lines 138.

[0083] Other embodiments may not include the output
interrupt signal 114. The CPU 20 may determine whether the
pattern-recognition processor 14 has detected a match by
periodically polling the pattern-recognition processor 14 to
determine whether the pattern-recognition processor 14 has
detected a satisfied criterion. For example, data indicating a
match may be stored 1n a register in the pattern-recognition
processor 14, and the CPU 20 may read the values stored by
that register to determine whether a match has been detected.

[0084] FIG. 15 illustrates an embodiment of a process 140
that transmits multiple types of signals through a single por-
tion ol a bus. Examples of signal types include control sig-
nals, address signals, input data signals, output data signals,
search criteria signals, and clock signals. The process 140
may begin with transmitting a first type of signal on a portion
ol a pattern-recognition bus to a pattern-recognition proces-
sor, as 1llustrated by block 142. In some embodiments, the
first type of signal may be address signal, command decode
signals, register select signals, input search criteria signals,
output search criteria signals, or an input data stream.

[0085] Next, a mode of the pattern-recognition processor
may be changed, as illustrated by block 144. The mode may
be changed by a signal sent by some other component, such as
the CPU 20 (FI1G. 13), or by the pattern-recognition processor
14 (FIG. 13) 1n response to satisfaction of a criterion or other
event. The mode of the pattern-recognition processor 14 may
be changed by changing a value stored 1n a register in the
pattern-recognition processor.

[0086] Next, a second type of signal may be transmuitted on
the portion of the pattern-recognition bus, as illustrated by
block 146. Transmitting the second type of signal may
include transmitting one of the types of signal described
above that 1s different from the first type of signal. The direc-
tion of transmission may be the same as that of the transmis-
sion described by block 142, or the direction may be different.
For example, an input data stream may be transmitted to the
pattern-recognition processor 14 (FIG. 14) during the trans-
mission described by block 142, and output search results
may be transmitted from the pattern-recognition processor 14
on the same portion of the bus, ¢.g., the data signals 138.

[0087] Transmitting different signal types on the same bus
portion during different modes of operation 1s believed to
reduce the number of signal paths on the pattern-recognition
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bus 96 relative to buses that have separate signal paths for
cach signal type. Sharing signal paths 1s believed to allow the
pattern-recognition bus 96 to be made more similar to the
memory bus 98 described above, which 1s believed to sim-
plify implementation of pattern-recognition processors.
[0088] While the invention may be susceptible to various
modifications and alternative forms, specific embodiments
have been shown by way of example 1n the drawings and have
been described in detail herein. However, 1t should be under-
stood that the 1nvention 1s not intended to be limited to the
particular forms disclosed. Rather, the invention is to cover all
modifications, equivalents, and alternatives falling within the
spirit and scope of the invention as defined by the following
appended claims.

What is claimed 1s:

1. A system, comprising:

a pattern-recognition processor;

a processing unit (PU) coupled to the pattern-recognition

processor via a pattern-recognition bus; and

memory coupled to the PU via a memory bus, wherein the

pattern-recognition bus and the memory bus form about
the same number of connections to the pattern-recogni-
tion processor and the memory, respectively.

2. The system of claim 1, wherein the pattern recognition
bus forms at least one more connection than the memory bus.

3. The system of claim 2, wherein the one more connection
1s an output interrupt signal.

4. The system of claim 1, wherein each of a plurality of
corresponding connections on the pattern-recognition bus
and the memory bus serve a same respective function on both
buses.

5. The system of claim 4, wherein the plurality of corre-
sponding connections that serve the same function on both
buses include a chip enable signal and a clock signal.

6. The system of claim 4, wherein the plurality of corre-
sponding connections that serve the same function on both
buses include a data strobe signal and a data mask signal.

7. The system of claim 1, wherein the memory bus 1s a
double data rate two memory bus.

8. The system of claim 1, wherein a portion of the pattern-
recognition bus serves at least one different function based on
a mode of operation of the pattern-recognition processor.

9. The system of claim 8, wherein the at least one different
function includes address, command, and register select.

10. The system of claim 8, wherein the at least one different
function includes search criteria, output search results, and
input data.

11. The system of claim 1, wherein the pattern-recognition
processor and PU are separate components.

12. The system of claim 1, wherein the pattern-recognition
processor 1s integrated into the same component as the PU.

13. The system of claim 10, wherein the output search
results comprise which of one or more search criteria was
satisfied and which data from the mput data satisfied the one
or more search criteria.

14. A method, comprising:

transmitting a first type of signal on a portion of a pattern-
recognition bus to a pattern-recognition processor;
changing a mode of the pattern-recognition processor; and
transmitting a second type of signal on the portion of the
pattern-recognition bus.
15. The method of claim 14, wherein transmitting the first
type of signal comprises transmitting an address.
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16. The method of claim 15, wherein transmitting the sec-
ond type of signal comprises transmitting either a command
signal or a register select signal.

17. The method of claim 14, wherein transmitting the first
type of signal comprises transmitting a search criteria signal,
and wherein changing the mode of the pattern-recognition
processor comprises changing the mode of the pattern-recog-
nition processor from a configuration mode.

18. The method of claim 17, wherein transmitting the sec-
ond type of signal comprises transmitting a data stream to be
searched by the pattern-recognition processor, and wherein
changing the mode of the pattern-recognition processor coms-
prises changing the mode of the pattern-recognition proces-
sor to a search mode.

19. The method of claim 14, wherein transmitting the first
type of signal comprises transmitting a data stream to be
searched by the pattern-recognition processor.

20. The method of claim 19, wherein changing the mode of
the pattern-recognition processor comprises changing the
mode of the pattern-recognition processor to a search-report
mode.

21. The method of claim 20, wherein transmitting the sec-
ond type of signal comprises transmitting a search results
signal from the pattern-recognition processor.

22. The method of claim 20, wherein changing the mode of
the pattern-recognition processor to a search-report mode
COmMprises:

detecting that a data stream being searched has satisfied a

search criterion;

transmitting an output interrupt signal to a PU; and

recerving a command to enter the search-report mode from

the PU.

23. The method of claim 20, wherein changing the mode of
the pattern-recognition processor to a search report mode
COmMprises:

detecting that a data stream being searched has satisfied a

search criterion;

storing a value that indicates whether the search criterion

has been satisfied;

transmitting a signal indicative of the value to a PU; and

recerving a command to enter the search-report mode from
the PU.

24. The method of claim 14, comprising changing the
mode of the pattern recognition processor 1n response to an
event.

25. The method of claim 24, wherein the event comprises
satisfaction of a search criterion.

26. A system, comprising;:

a pattern-recognition processor configured to interpret a
first portion of signals recerved over a pattern-recogni-
tion bus the same way the first portion of signals are
interpreted be a memory when recerved over a memory
bus.

277. The system of claim 26, wherein the pattern-recogni-
tion processor 1s configured to interpret a second portion of
signals recerved over the pattern-recognition bus differently
from the way the second portion of signals are interpreted by
the memory when recerved over the memory bus.

28. The system of claim 26, wherein the pattern-recogni-
tion processor 1s configured to interpret a third portion of
signals receirved over the pattern-recognition bus both the
same way as the third portion of signals are interpreted by the
memory when recerved over the memory bus and differently
from the way the third portion of signals are interpreted by the
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memory when recerved over the memory bus, depending on a
mode of the pattern-recognition processor.

29. The system of claim 26, comprising a CPU coupled to
the pattern-recognition processor via the pattern-recognition
bus.

30. The system of claim 29, comprising a pattern-recogni-
tion bus controller coupled to the CPU wvia a control bus and a
data bus and to the pattern-recognition processor via the
pattern-recognition bus.

31. The system of claim 30, comprising a memory bus
controller coupled to the memory via the memory bus.

32. The system of claim 29, wherein the pattern-recogni-
tion processor and the CPU are separate components.

33. The system of claim 29, wherein the pattern-recogni-
tion processor and the CPU are integrated as a single compo-
nent.

34. The system of claim 31, wherein the memory bus
controller and the pattern-recognition bus controller are sepa-
rate components.

35. The system of claim 31, wherein the memory bus
controller and the pattern-recognition bus controller are inte-
grated as a single component.

36. The system of claim 31, wherein the pattern-recogni-
tion bus controller 1s configured to communicate with the
pattern-recognition processor through a communication pro-
tocol that 1s at least similar to that used by the memory bus
controller.

37. The system of claim 26, wherein the pattern-recogni-
tion bus comprises about the same number of connections as
the memory bus.
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38. The system of claim 26, wherein the pattern-recogni-
tion bus comprises about the same physical dimensions as the
memory bus.

39. A method, comprising:

transmitting a plurality of different types of signals

between a pattern-recognition processor and a process-
ing unit on a portion of a pattern-recognition bus,
wherein each of the plurality of different types of signals
1s associated with a different mode of the pattern-recog-
nition processor.

40. The method of claim 39, wherein the pattern-recogni-
tion processor 1s configured to interpret signals on the portion
of the pattern-recognition bus differently 1n response to a
change 1n the mode of the pattern-recognition processor.

41. The method of claim 39, wherein the plurality of dif-
ferent types of signal comprise three different types of sig-
nals.

42. The method of claim 39, wherein the plurality of dif-
ferent types of signals comprise an address signal, a control
signal, a status signal, or a combination thereof.

43. The method of claim 42, wherein the plurality of dif-
ferent types of signals comprise register select signal.

44. The method of claim 39, wherein transmitting the plu-
rality of different types of signals comprises transmitting a
data stream to be searched by the pattern-recognition proces-
sor to the pattern-recognition processor when 1n a search
mode and transmitting a search results signal from the pat-
tern-recognition processor when in a reporting mode.
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