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malware ifection 1f, within a predefined period of time, the
dialog warnings includes at least one dialog warning indicat-
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METHOD AND APPARATUS FOR
DETECTING MALWARE INFECTION

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of U.S. Provi-

sional Patent Application No. 60/910,188, filed Apr. 4, 2007,
which 1s herein incorporated by reference 1n its entirety.

REFERENCE TO GOVERNMENT FUNDING

[0002] This invention was made with Government support
under contract number W91 1NF-06-1-0316 awarded by the

Army Research Office. The Government has certain rights in
this invention.

FIELD OF THE INVENTION

[0003] The present invention generally relates to network
security, and more particularly relates to the detection of
malware infection.

BACKGROUND OF THE DISCLOSURE

[0004] Over the last decade, malicious software (“mal-
ware”) has become a primary source of most of the scanning,
backscatter, and direct attacks taking place across the Inter-
net. Among the various forms of malware, botnets represent
some of the biggest threats to computer assets. A bot 1s a
self-propagating application that infects vulnerable hosts
through direct exploitation or Trojan insertion. Bots distin-
guish themselves from other forms of malware by their ability
to establish a command and control (C&C) channel, through
which bots can be updated and directed. Once collectively
under the control of a C&C server, a collection of bots forms
a botnet, or a collection of slave computing and data assets.
Botnets are often sold and traded for a variety of illicit activi-
ties, including imformation and computing source theit,
SPAM production, phishing attack hosting, or mounting of
distributed demial-of-service (DDoS) attacks.

[0005] The bot infection process spans several diverse
transactions that occur 1n multiple directions and potentially
involves several active participants. The ability to accurately
detect all of these transactions, and to predict the order and
time-window 1n which they are recorded, eludes conventional

intrusion detection systems (IDSs) and intrusion prevention
systems (IPSs).

[0006] Thus, there 1s a need 1n the art for a method and
apparatus for detecting malware infection.

SUMMARY OF THE INVENTION

[0007] In one embodiment, the present invention 1s a
method and apparatus for detecting malware infection. One
embodiment of a method for detecting a malware infection at
a local host 1n a network, includes monitoring communica-
tions between the local host and one or more entities external
to the network, generating a dialog warning 11 the communi-
cations include a transaction indicative of a malware infec-
tion, declaring a malware infection if, within a predefined
period of time, the dialog warnings includes at least one
dialog warning indicating a transaction initiated at the local
host and at least one dialog warning indicating an additional
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transaction indicative of a malware infection, and outputting
an infection profile for the local host.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] Theteachings ofthe presentinventioncanbereadily
understood by considering the following detailed description
in conjunction with the accompanying drawings, in which:
[0009] FIG. 1 1s a schematic diagram illustrating one
embodiment of a bot infection dialog model that may be
implemented 1n accordance with the present invention;
[0010] FIG. 2 1s a schematic diagram illustrating one
embodiment of a system for detecting bot infection, accord-
ing to the present invention;

[0011] FIG. 3 1s a flow diagram illustrating one embodi-
ment of a method for generating a dialog warning indicative
of an mbound exploit, a binary download, a C&C communi-
cation, or an outbound port scan at a given host, according to
the present invention;

[0012] FIG. 4 1s a flow diagram illustrating one embodi-
ment of a method for generating a dialog warning indicative
ol an mmbound scan attempt at a given host, according to the
present invention;

[0013] FIG. 5 1s a flow diagram illustrating one embodi-
ment of a method for generating a dialog warning indicative
of an outbound scan at a given host, according to the present

invention;
[0014] FIG. 6 1s a flow diagram illustrating one embodi-
ment of a method for generating a dialog warning indicative

of an inbound payload exploit at a given host, according to the
present invention;

[0015] FIG. 7 1s a flow diagram illustrating one embodi-
ment of a method for correlating dialog warnings, according
to the present invention;

[0016] FIG. 8 illustrates one exemplary embodiment of a
network dialog correlation matrix, according to the present
invention; and

[0017] FIG. 9 1s a high level block diagram of the bot
infection detection method that 1s implemented using a gen-
eral purpose computing device.

[0018] To facilitate understanding, identical reference
numerals have been used, where possible, to designate 1den-
tical elements that are common to the figures.

DETAILED DESCRIPTION

[0019] In one embodiment, the imvention 1s a method and
apparatus for detecting malware infection. Embodiments of
the mvention detect successtul bot infections through the
communication sequences that occur during the infection
process. In one embodiment, a bot infection 1s modeled as a
set ol loosely ordered communication flows that are
exchanged between a valid iternal host and one or more
external entities. An “evidence trail” of relevant infection
events 1s collected on a per-host basis and examined for a
threshold combination of sequences.

[0020] In one embodiment, an infection sequence 1s mod-
cled as a composition of participants and a loosely ordered
sequence of exchanges: I=<A, V, C, V', E, D>, where A
represents an attacker (1.e., a source of a bot infection), V
represents a victim (1.e., a host infected with a bot), E repre-
sents an egg download location, C represents a C&C server,
and V' represents the next propagation target (1.e., of the
victim, V). D represents the bot infection dialog.
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[0021] FIG. 1 1s a schematic diagram illustrating one
embodiment of a bot infection dialog model 100 that may be
implemented 1n accordance with the present invention. Spe-
cifically, the model 100 1s used for assessing bidirectional
flows across a network boundary.

[0022] In the illustrated embodiment, the model 100 com-
prises a set of seven potential dialog transactions: external-
to-internal (1.e., attacker-to-victim) inbound scan (E1), exter-
nal-to-internal mbound exploit and/or internal (client-side)
exploit (e.g., for spam bots) (E2), internal-to-external (i.e.,
victim outward) binary (or “egg”) download (E3), internal-
to-external C&C communication (e.g., for traditional C&C
botnets) (E4), internal-to-external outbound infection scan-
ning (ES), internal-to-external attack preparation (e.g., for
spam bots and peer-to-peer botnets) (E6), and internal-to-
external peer coordination (e.g., for peer-to-peer botnets)
(E7). Atleast some of these potential dialog transactions may
be observed during the bot infection life cycle, depending on
the type of bot. For instance, transactions E1 through ES3
might indicate infection by a traditional C&C botnet (de-
scribed above), while the addition of transactions E6 and/or
E7 might indicate infection by a spam bot (i.e., a bot that
propagates through email uniform resource locator link
downloads) or a peer-to-peer botnets (1.¢., a botnet that propa-
gates via a peer-based coordination scheme) The model 100 1s
not imtended to provide a strict ordering of events, but rather
to capture a typical infection dialog (subject to some excep-
tions described 1n further detail below).

[0023] The model 100 includes early initial scanning
(transaction F1), which 1s often a preceding observation that
typically occurs 1n the form of Internet Protocol (IP) sweeps
that target a relatively small set of selected vulnerable ports.
The model 100 also includes internal-to-external attack
propagation (transaction E5). As illustrated, once the binary
1s downloaded by the victim (transaction E3), there are three
potential paths along which the dialog may continue to inter-
nal-to-external attack propagation: (1) the victim may pro-
ceed to C&C server coordination (transaction E4) before
attempting attack propagation (transaction ES); (2) the victim
may proceed to attack preparation (transaction E6) before
attempting attack propagation (transaction E5); or (3) the
victim may proceed to peer coordination (transaction E7)
belfore attempting attack propagation (transaction ES). If the
victim proceeds directly to outbound scanning and attack
propagation (transaction E5), this represents a classic worm
infection.

[0024] The model 100 1s robust to the absence of some
dialog events, allows for multiple contributing candidates for
cach of the dialog transactions, and does not require strict
sequencing on the order of which outbound dialog transac-
tions are conducted. Moreover, the model 100 1s robust to
inbound dialog transaction (1.e., E1 and E2 transactions)
detection failures, which may be the result of insufificient IDS
fidelity or malware infections that occur through avenues
other than direct remote exploit.

[0025] In one embodiment, the model 100 addresses 1ssues
of sequence order and transaction omission by using a
weilghted event threshold system, discussed in greater detail
below. This weighted system captures the minimum neces-
sary and sufficient sparse sequences of transactions under
which a bot profile can be declared. For example, one can
define a weighting and threshold scheme for the appearance
of each transaction such that a minimum set of transaction
combinations 1s required for bot detection. For instance, 1n
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one embodiment, declaration of infection by a spam bot or a
peer-to-peer botnet requires detection of at least two transac-
tions from among transactions ES through E7.

[0026] In one embodiment of the present mnvention, a dec-
laration of bot infection requires a minimum of: (1) evidence
of local host infection AND evidence of outward bot coordi-
nation or attack propagation; or (2) at least two distinct signs
of outward bot coordination or attack propagation.

[0027] FIG. 2 1s a schematic diagram illustrating one
embodiment of a system 200 for detecting bot infection,
according to the present invention. In one embodiment, the
system 200 1s a passive monitoring system that 1s deployed at
the boundary of a network, thereby providing the system 200
with a vantage point from which to observe the network
communication flows that occur between the network’s inter-
nal hosts and another network (e.g., the Internet). In this way,
the system 1s positioned to observe and detect the bidirec-
tional warning signs of local host infections.

[0028] In one embodiment, the system 200 comprises a
network intrusion alert generation engine 202 and a dialog
correlation engine 204. The alert generation engine 202 is
configured to observe network communication tlows occur-
ring between the network’s internal hosts and the Internet,
and to generate alerts for any communication tlows that may
be indicative of a bot infection. These alerts are output to the
dialog correlation engine 204 for turther analysis and 1denti-
fication of actual bot infections.

[0029] Inone embodiment, the alert generation engine 202
comprises three components that momitor inbound and out-
bound traffic flows: a rule-based intrusion detection/preven-
tion system (IDS/IPS) 206, a statistical scan anomaly detec-
tion engine 208, and a statistical payload anomaly detection
engine 210. Each of these three components generates dialog
warnings 1n response to detected dialog transactions, which
are output to the dialog correlation engine 204 for further
analysis.

[0030] Inoneembodiment, the IDS/IPS 206 1s a system that
performs packet logging and real-time traffic analysis for
observed communication flows. For instance, one example of
a system that may be implemented 1n the IDS/IPS 206 1s the
open source release of Snort described by M. Roesch 1n
“Snort—ILightweight Intrusion Detection for Networks,”
Proceedings of USENIX LISA °99, 1999. The IDS/IPS 206
relies on a ruleset 212 or collection of malware-related sig-
natures to 1dentify certain bot infection dialog transactions. In
one embodiment, the ruleset 212 includes signatures for
detecting at least one of the following dialog transactions:
inbound exploit usage (1.e., E1 and E2 transactions), binary
downloading (i.e., E3 transactions), and C&C communica-
tion patterns (1.e., E4 transactions). The IDS/IPS 206 gener-
ates dialog warnings 1n response to detected dialog transac-
tions, which are output to the dialog correlation engine 204
for further analysis.

[0031] In one embodiment, the scan anomaly detection
engine 208 1s a system that monitors communication tlows for
evidence of inbound malware scans (1.¢., E1 transactions) and
outbound infection scans (1.e., E5 transactions). For instance,
one example of a system that may be implemented 1n the scan
anomaly detection engine 208 1s the Statistical sCan Anomaly
Detection Engine (SCADE) developed at the Georgia Insti-
tute of Technology. In each case, the scan anomaly detection
engine 208 generates an anomaly score that1s used to produce
a dialog warning for output to the dialog correlation engine

204.
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[0032] In one embodiment, the payload anomaly detection
engine 210 1s a system that provides dialog warnings 1n
response to observed mbound packets that indicate inbound
infection or exploit (1.e., E2 transactions). For instance, one
example of a system that may be implemented in the payload
anomaly detection engine 210 1s the Statistical PayLoad
Anomaly Detection Engine (SLADE) developed at the Geor-
gia Institute of Technology. The payload anomaly detection
engine 210 outputs dialog warnings indicative of imbound
infection or exploit transactions to the dialog correlation
engine 204 for further analysis.

[0033] In one embodiment, the dialog correlation engine
204 maintains an assessment of all dialog exchanges between
all local hosts communicating with external entities across
the Internet, based on the dialog warnings received from the
IDS/IPS 206, the scan anomaly detection engine 208, and the
payload anomaly detection engine 210. In one embodiment,
the dialog correlation engine 204 maintains a network dialog,
correlation matrix, described in greater detail below, that
manages the state of all dialog warnings produced per local
host. When a combination of the dialog warnings for a given
local host exceeds a weighted threshold, the dialog correla-
tion engine 204 produces a bot infection profile 214 for the
local host. The bot infection profile 214 may be outputted for
review, for example by a network administrator. In one
embodiment, the bot infection profile 214 includes at least
one of the following: a confidence score indicative of a like-
lihood that the local host 1s infected with a bot, the IP address
of the local host, the IP addresses of the sources of the bot
infection (i.e., the attackers, listed by prevalence), the IP
addresses of the C&C server (listed by prevalence), the com-
plete evidence trail (i.e., signatures, scores, ports, etc.), and
the time range of the bot infection.

[0034] In one embodiment, the dialog correlation engine
204 comprises a signature log parser 216 and an alert delivery
engine 218. The alert delivery engine 218 outputs bot infec-
tion profiles to a remote repository for global collection and
evaluation of bot activity. In one embodiment, the alert deliv-
ery engine 218 first anonymizes all source-local addresses
reported within a bot infection profile, and then delivers the
bot infection profile to the data repository through a TLS over
Tor (onion routing protocol) network connection. In one
embodiment, the delivered bot infection profiles are made
available for use in large-scale assessment of bot dialog
behavior, 1n large-scale assessment of the sources and volume
ol various bot infections, and for surveying where C&C serv-
ers and exploit sources are located.

[0035] As discussed above, one embodiment of a system
200 for detecting bot infections relies 1n part on the detection
of inbound exploits, binary downloads, and C&C communi-
cations. In one embodiment, rules for detecting these trans-
actions are divided into four separate rule files: (1) a first rule
file covering 1046 imnbound exploits (E2) rules; (2) a second
rule file covering 66 binary download (E3) rules; (3) a third
rule file covering 246 C&C communications (E4) rules; and
(4) 20 outbound scan (ES) rules. Thus, a total of 1378 heu-
ristics are included 1n these rule files. These rules are selected
specifically for their relevance to malware 1dentification.

[0036] FIG. 3 1s a flow diagram illustrating one embodi-
ment of a method 300 for generating a dialog warning indica-
tive of an inbound exploit (1.e., an E2 transaction), a binary
download (1.e., an E3 transaction), a C&C communication
(1.e., an E4 transaction), or an outbound port scan/attack
preparation activity (i.e., an E5 or E6 transaction) at a given
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host, according to the present invention. The method 300 may
be implemented, for example, at the rule-based detection
engine 206 of FIG. 2.

[0037] The method 300 1s mitialized at step 302 and pro-

ceeds to step 304, where the method 300 monitors a local host
for external-to-internal communications and downloads and
for outbound port scans. The method 300 the proceeds to step

306 and applies at least one rule file to the monitored com-
munications and activities. In one embodiment, the at least

one rule file 1s at least one of the four rule files described
above.

[0038] The first rule file focuses on substantially the full
spectrum of external-to-internal exploit injection attacks. In
one embodiment, the first rule file 1s periodically augmented
with rules derived from experimental observation of live mal-
ware 1nfection attempts.

[0039] The second rule file focuses directly on malware
binary executable download events from external sites to
internal networks. In one embodiment, the second rule file
covers a plurality of malicious binary executable downloads
and download acknowledgement events.

[0040] The third rule file focuses on internally mitiated bot
C&C dialog and acknowledgement exchanges. In one
embodiment, particular emphasis 1s placed on Internet relay
chat (IRC) and uniform resource locator (URL)-based bot
coordination. Further embodiments cover Trojan backdoor
communications and popular bot commands built by key-
word searching across common majr bot families and their
variants.

[0041] The fourth rule file focuses on detection of well-
known internal-to-external backdoor sweeps, although the
scan anomaly detection engine 208 of FIG. 2 provides more
in-depth detection for general outbound port scanning.
[0042] In step 308 the method 300 determines, 1n accor-
dance with application of the rule file(s), whether a malware
infection 1s indicated. If the method 300 concludes 1n step 308
that a malware infection 1s not indicated, the method 300
returns to step 304 and proceeds as described above to moni-
tor the local host.

[0043] Alternatively, 11 the method 300 concludes 1n step
308 that a malware infection 1s indicated, the method 300
proceeds to step 310 and outputs a dialog warning for further
analysis (e.g., by the dialog correlation engine 204 of FIG. 2).
The method 300 then returns to step 304 and proceeds as
described above to monitor the local host.

[0044] As discussed above, one embodiment of a system
200 for detecting bot infections relies in part on the detection
of inbound scan attempts. In one embodiment, inbound scan
detection 1mmvolves tracking only scans that are specifically
targeted to internal hosts, thereby bounding memory usage to
the number of internal hosts. In a further embodiment,
inbound scan detection 1s based on failed connection
attempts, thereby narrowing processing to specific packet
types that provide failed connection indications.

[0045] FIG. 4 1s a flow diagram illustrating one embodi-
ment of a method 400 for generating a dialog warning indica-
tive of an inbound scan attempt (1.e., an E1 transaction) at a
given host, according to the present invention. The method

400 may be implemented, for example, at the scan anomaly
detection engine 208 of FIG. 2.

[0046] The method 400 1s mitialized at step 402 and pro-

ceeds to step 404, where the method 400 monitors a given
local host for inbound scan attempts over a predefined win-
dow of time. In step 406, the method 400 determines the
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number of failed scan attempts at all ports of the local host
during the predefined window of time. In one embodiment,
the method 400 defines two types of ports: high-severity (HS)

ports representing highly wvulnerable and commonly
exploited services (e.g., SO/HTTP, 125, 1025/DCOM, 445/
NetBIOS, 5000/UPNP, 3127/MyDoom, etc.); and low-sever-
ity (LLS) ports representing all other ports. In one particular
embodiment, 26 TCP and 4 UDP are defined as HS ports,
while all other ports are defined as LS ports. Separate totals
are maintained for the number, F, , of cumulative failed
attempts at high-severity ports and the number, F,_, of cumu-
lative failed attempts at low-severity ports.

[0047] In step 408, the method 400 calculates an anomaly
score, s, for failed scan attempts at the local host. In one
embodiment, calculation of the anomaly score 1s weighted
toward the detection of malware-specific scanning patterns
(1.e., toward detection of scans involving the ports most often
used by malware). Diflerent weights are thus assigned to
falled scan attempts to different types of ports. Thus, an
anomaly scores, s, for the local host can be calculated as:

STW L Wl (EQN. 1)

where w, 1s the weight associated with high-severity ports,
and w, 1s the weight associated with low-severity ports.

[0048] In step 410, the method 400 outputs the anomaly
score, s, as a dialog warning for further analysis (e.g., by the
dialog correlation engine 204 of FIG. 2). The method 400

then terminates in step 412.

[0049] Recent measurement studies suggest that modern
bots are packaged with approximately fifteen exploit vectors
on average to i1mprove opportunities for exploitation.
Depending on whether the attacker scans ports synchro-
nously or asynchronously, 1t 1s likely that a number of failed
connection attempts will be observed before a local host 1s
successiully infected. The method 400 can detect these types
of mbounds scans and generate dialog warnings, thereby
providing a potential early bound on the start of the bot
infection, should the detected scan(s) eventually lead to a
successiul bot infection.

[0050] As also discussed above, one embodiment of a sys-
tem 200 for detecting bot infections relies in part on the
detection of outbound scans. In one embodiment, outbound
scan detection 1s based on a voting scheme (AND, OR, or
MAJORITY) of three parallel anomaly detection models that
track all external outbound connections from a given local
host.

[0051] FIG. 5 1s a flow diagram illustrating one embodi-
ment of a method 500 for generating a dialog warning indica-
tive of an outbound scan/attack preparation action (i.e., an ES
or E6 transaction) at a given host, according to the present
invention. The method 3500 may be implemented, for
example, at the scan anomaly detection engine 208 of F1G. 2.

[0052] The method 500 1s 1mitialized at step 502 and pro-
ceeds to step 504, where the method 500 monitors the local
hosts for evidence of outbound scans. In step 506, the method
500 calculates a first anomaly score, s,, 1n accordance with
the outbound scan rate. Specifically, the first anomaly score
represents local hosts that are detected as operating high scan
rates across large sets of external addresses.

[0053] In step 507, the method 500 calculates a second

anomaly score, s,, 1n accordance with the outbound connec-
tion failure rate. Specifically, the second anomaly score rep-
resents abnormally high connection failure rates and 1s
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weilghted with sensitivity to HS port usage. In one embodi-
ment, the second anomaly score 1s calculated as:

So=(W Wl 1 )IC (EQN. 2)

where C 1s the total number of scans from a given local host
within a predefined window of time.

[0054] In step 508, the method 500 calculates a third
anomaly score, s5, In accordance with the normalized entropy
of scan target distribution. Specifically, the third anomaly
score calculates a Zipt (power-law) distribution of outbound
address connection patterns. A uniformly distributed scan
target pattern provides an indication of a potential outbound
scan. In one embodiment, the third anomaly score 1s calcu-
lated based on normalized entropy as:

H (EQN. 3)

- In{m)
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where the entropy of scan target distribution 1is:

" (EON. 4)
H = —; piln(p;)

m 1s the total number of scan targets, and p, 1f the percentage
of the scans occurring at target 1.

[0055] Having calculated the first, second, and third
anomaly scores 1n steps 506-508, the method 500 proceeds to
step 510 and determines, for each of the anomaly scores,
whether the anomaly score 1s greater than or equal to a pre-
defined threshold. If the method 500 concludes in step 510
that the anomaly score 1s not greater than or equal to the
predefined threshold, the method 500 returns to step 304 and
continues to monitor the local hosts.

[0056] Alternatively, 11 the method 500 concludes 1n step
510 that the anomaly score 1s greater than or equal to the
predefined threshold, the method 500 proceeds to step 512
and 1ssues a sub-warning for the anomaly score. In step 514,
the method 500 outputs a dialog warning (e.g., to the dialog
correlation engine 204 of FIG. 2) in accordance with the
sub-warnings for those of the first, second, and third anomaly
scores that satisiy the predefined threshold (1.e., from step
510). The dialog warning 1s generated 1n accordance with a
voting scheme (1.e., AND, OR, or MAJORITY). For
example, the AND rule dictates that a dialog warning should
be1ssued (e.g., to the dialog correlation engine 204 of FI1G. 2)
when sub-warnings have been 1ssued for all three of the first,
second, and third anomaly scores. In one embodiment, the
voting scheme 1s user-configurable. The method 500 then
terminates 1n step 3516.

[0057] As discussed above, one embodiment of a system
200 for detecting bot infections relies 1n part on the detection
of payload exploits. In one embodiment, payload exploit
detection mvolves examining the payload of every request
packet sent to services on monitored local hosts.

[0058] FIG. 6 1s a flow diagram illustrating one embodi-
ment of a method 600 for generating a dialog warning indica-
tive of an inbound payload exploit (1.e., an E2 transaction) at
a given host, according to the present invention. The method
400 may be implemented, for example, at the scan anomaly
detection engine 208 of FIG. 2.
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[0059] The method 600 1s 1mitialized at step 602 and pro-
ceeds to step 604, where the method 600 constructs a profile
of normal traffic for a service/port (e.g., HI'TP) at a given
local host. In one embodiment, the profile 1s constructed by
calculating the mean, y,, and standard deviation, o,, of the
feature vector of normal tratfic to the port.

[0060] Instep 606, the method 600 obtains the payload of a
packet sent to the port. In step 608, initializes a fixed vector
counter for storing the n-gram distribution of the payload. The
n-gram distribution represents the occurrence frequency of
possible n-byte sequences in the payload. In one embodi-
ment, the size of the vector counter 1s v (e.g., 2,000); thus, v
n-byte sequences are possible.

[0061] Instep 610, the method 600 scans the payload for an
n-gram substring, str. In step 612, the method 600 determines
whether the substring, str, 1s present. If the method 600 con-
cludes 1n step 612 that the substring, str, 1s not present, the
method 600 returns to step 610 and scans the payload for a
next n-gram substring, str.

[0062] Alternatively, 11 the method 600 concludes 1n step
612 that the substring, str, 1s present, the method 600 proceeds
to step 614 and applies a universal hash function h( ) to the
substring, str. The method 600 then proceeds to step 616 and
increments the vector counter at the vector space indexed by
h(str) mod v.

[0063] In step 618, the method determines whether any
n-gram substrings remain to be scanned 1n the payload. If the
method 600 concludes 1n step 618 that there are n-gram
substrings remaining to be scanned, the method 600 returns to
step 610 and scans the payload for a next n-gram substring,
Str.

[0064] Altematively, if the method 600 concludes 1n step
618 that there are no n-gram substrings remaining to be
scanned, the method 600 proceeds to step 620 and calculates
the distribution of the hashed n-gram indices within the vector
space, v. IT F 1s defined as the feature space of an n-gram byte
distribution anomaly detection scheme having a total of 256
distinct features, then F' 1s defined as the feature space of an
n-gram byte distribution anomaly detection scheme having a
total of v distinct features. Thus, the hash function, h( ), 1s a
mapping from F to the smaller F' (1.e., h: F—=F"). The method
600 therefore uses a “lossy” n-gram frequency (with the help
of hash mapping) within feature space F', instead of using a
more accurate but more costly (computationally and storage-
wise) n-gram frequency within the feature space F'.

[0065] In step 622, the method 600 computes a deviation
distance, d(x,y), of the payload from the profile of normal
traffic constructed in step 604. In one embodiment, this dis-
tance 1s computed as a simplified Mahalanobis distance:

|x1_yr.
a; +a

dix, v) =
1=0)

where a 1s a smoothing factor.

[0066] Instep 624, the method 600 determines whether the
distance, d(x,y), calculated in step 620 exceeds a predefined
threshold. If the method 600 concludes in step 624 that the
distance, d(x,y), exceeds the predefined threshold, the
method 600 proceeds to step 626 and outputs a dialog warn-
ing (i.e., to the dialog correlation engine 204 of FI1G. 2). The
method 600 then terminates 1n step 628. Alternatively, 1f the
method 600 concludes 1n step 624 that the distance, d(x,y),
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does not exceed the predefined threshold, the method 600
terminates directly 1n step 628 (1.e., there 1s no anomaly).

[0067] The method 600 provides a lossy n-gram frequency
scheme for detecting payload exploitation that 1s more eili-
cient than full n-gram schemes. The runtime performance of
the method 600 1s more comparable to a 1-gram scheme.
However, experimental results have shown that the method
600 will not have a substantially higher false positive rate, or
incur significantly more penalties for false negatives, than a
tull n-gram scheme.

[0068] As discussed above, one embodiment of a system
200 for detecting bot infections relies in part on the correla-
tion of dialog warnings produced by the various components
of the intrusion alert generation engine 202. In one embodi-
ment, the dialog correlation engine 204 tracks sequences of
IDS dialog warnings that occur between each local host and
the external entities involved 1n the dialog exchanges that
trigger the warnings. Dialog warnings are tracked over a
temporal window, where each dialog warning contributes to
an overall infection sequence score that 1s maintained on a
per-host basis. In one embodiment, the dialog correlation
engine 204 employs a weighted threshold scoring function
that aggregates the weighted scores of each dialog warning
and declares a local host to be the victim of a bot infection
when a minimum combination of dialog transactions 1s found
to occur within a temporal window.

[0069] FIG. 7 1s a flow diagram illustrating one embodi-
ment of a method 700 for correlating dialog warmings,
according to the present imnvention. The method 700 may be

implemented, for example, at the dialog correlation engine
204 of FIG. 2.

[0070] The method 700 1s mitialized at step 702 and pro-
ceeds to step 704, where the method 700 recerves a dialog
warnings (e.g., from one of the components of the intrusion
alert generation engine 202). In step 706, the method 700
enters the dialog warning 1n a data structure, referred to herein
as a “network dialog correlation matrix.”

[0071] FIG. 8 illustrates one exemplary embodiment of a
network dialog correlation matrix 800, according to the
present invention. Each row of the network dialog correlation
matrix 800 corresponds to a summary of the ongoing dialog
warnings that are being generated between an individual local
host and other external entities. Most of the columns of the
network dialog correlation matrix 800 correspond to the
seven classes of dialog warnings discussed herein (1.e., El
through E7 transactions, although only E1 through ES are
illustrated 1 FIG. 8). Rows and columns of the network
dialog correlation matrix 800 are allocated dynamically as
dialog warnings are received. Each cell of the network dialog
correlation matrix 800 corresponds to one or more (possibly
agoregated) dialog warnings that map into one of the five
dialog warning classes. The network dialog correlation
matrix 800 dynamically grows when new activity involving a
local host 1s detected and shrinks when the observation win-
dow reaches an interval expiration, as discussed in further
detail below. In one embodiment, the method 700 employs an
interval-based pruning algorithm that removes old dialog
from the network dialog correlation matrix 800.

[0072] Referring back to FIG. 7, once the network dialog
correlation matrix 1s updated with the new dialog warning, the
method 700 proceeds to step 708 and determines whether a
first expiration interval has expired. In one embodiment, each
dialog 1n the network dialog correlation matrix 1s associated
with two expiration intervals: a first expiration interval cor-
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responding to a “soft prune timer” (1.€., the open-faced clocks
in FIG. 8); and a second expiration interval corresponding to
a “hard prune timer” (1.e., the shaded clocks i FIG. 8). The
soit prune timer represents a {irst fixed temporal window that
1s user-configurable to enable tighter pruning interval require-
ments for higher production dialog warnings (for instance,
inbound scan warnings are expired more quickly by the soft
prune timer). The hard prune timer represents a second fixed
temporal interval (longer than the first fixed temporal win-
dow) over which dialog warnings are allowed to aggregate,
the end of which results 1n the calculation of a threshold score.

[0073] Ifthe method 700 concludes in step 708 that the first
expiration interval (1.e., the soft prune timer) has not expired,
the method 700 returns to step 704 and proceeds as described
above to await the next dialog warning. Alternatively, if the
method 700 concludes in step 708 that the first expiration
interval has expired, the method 700 proceeds to step 710 and
determines whether a second expiration interval (1.e., the hard
prune timer) has expired.

[0074] If the method 700 concludes 1n step 710 that the
second expiration interval has not expired, the method 700
proceeds to step 714 and discards the set of dialog warnings
associated with the received dialog warning (for lack of sul-
ficient evidence), before returning to step 704 to await the
next dialog warning. For instance, the dialog represented by
the first row of FIG. 8 (1.e., for local host 192.168.12.1),

where the only dialog warning 1s for an E1 transaction, would

be discarded.

[0075] Altematively, if the method 700 concludes 1n step
710 that the second expiration interval has expired, the
method 700 proceeds to step 712 and calculates a dialog score
for the set of dialog warnings associated with the recerved
dialog warning. In one embodiment, the present invention
employs two potential criteria for determining bot infection:
(1) observation of an incoming infection warning (1.e., E2
transaction) followed by outbound local host coordination or
exploit propagation warnings (1.¢., E3-E5 transactions); or (2)
observation of a minimum of at least two forms of outbound
bot dialog warnings (1.e., E3-ES transactions).

[0076] To accommodate these requirements, a threshold
value, T, 1s defined, and a dialog score for host 1 at interval t1s
calculated as:

5 (EQN. 6)
si(f) = Z B;e;(1)
i—1

where B, 1s a Boolean variable that has a value of one 1T event
E. has dialog warnings in the time interval, t, and a value of
zero 1f otherwise. ¢, 1s the weight for event E .. In one embodi-
ment, a weighting scheme 1s empirically dertved as: ¢,=0.20;
e,=0.30; €,=0.50; e,=0.50; and e.=0.50. This scheme sub-
stantially ensures that no combination of events can satisiy
the threshold value, T, without at least one outbound dialog,
warning (1.e., E3, E4, or E5 transaction), and that two out-
bound dialog warnings are suificient to satisiy the threshold
value, T. In one embodiment, the weighting scheme 1s user
configurable.

[0077] Instep 716, the method 700 determines whether the
dialog score exceeds the threshold value, T (1.e., whether
s.(t)>T). In one embodiment, T=0.8. If the method 700 con-
cludes 1n step 716 that the dialog score does not exceed the

threshold value, the method 700 proceeds to step 714 and
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discards the set of dialog warmings associated with the
received dialog warning (for lack of sufficient evidence),
betore returning to step 704 to await the next dialog warning.

[0078] Altematively, if the method 700 concludes 1n step
716 that the dialog score exceeds the threshold value, the
method 700 proceeds to step 718 and outputs an infection
profile before returning to step 704 to await the next dialog
warning. In one embodiment, the infection profile represents
a full analysis of roles of the dialog participants, summarizes
the dialog warnings based on the transaction classes (1.e.,
E1-ES) that the dialog warnings indicate, and computes the
infection time interval. The summary of dialog warnings
comprises the raw alerts specific to the dialog, listed 1n an
organized manner, and perhaps including additional detail
about the events that triggered the dialog warnings. In one
embodiment, the infection profile includes at least one of: the
dialog score (1.e., as calculated 1n step 712), the IP address of
the victim (infected machine), at least one attacker (infection
source), and C&C server, dialog observation time, and report-
ing time.

[0079] The present mmvention provides a bot infection
detection system that 1s highly scalable and reliable (low false
positive rate). The system of the present mnvention may be
adapted for use with a variety of different network intrusion
detection systems (e.g., implemented as the core of the alert
generation engine). Moreover, as bots evolve, the set of dialog
transactions on which the system focuses could be extended
or otherwise modified to reflect the evolving threat landscape.

[0080] FIG. 9 1s a high level block diagram of the bot
infection detection method that 1s implemented using a gen-
eral purpose computing device 900. In one embodiment, a
general purpose computing device 900 comprises a processor
902, a memory 904, a bot infection detection module 905 and
various input/output (I/0) devices 906 such as a display, a
keyboard, a mouse, a modem, a network connection and the
like. In one embodiment, at least one I/O device 1s a storage
device (e.g., a disk drive, an optical disk drive, a tloppy disk
drive). It should be understood that the bot infection detection
module 905 can be implemented as a physical device or
subsystem that 1s coupled to a processor through a commu-
nication channel.

[0081] Alternatively, the bot infection detection module
905 can be represented by one or more soitware applications
(or even a combination of software and hardware, ¢.g., using
Application Specific Integrated Circuits (ASIC)), where the
software 1s loaded from a storage medium (e.g., I/O devices
906) and operated by the processor 902 1n the memory 904 of
the general purpose computing device 900. Additionally, the
software may run 1n a distributed or partitioned fashion on
two or more computing devices similar to the general purpose
computing device 900. Thus, in one embodiment, the bot
infection detection module 905 for detection bot infections at
local hosts described herein with reference to the preceding
figures can be stored on a computer readable medium or
carrier (e.g., RAM, magnetic or optical drive or diskette, and

the like).

[0082] It should be noted that although not explicitly speci-
fied, one or more steps of the methods described herein may
include a storing, displaying and/or outputting step as
required for a particular application. In other words, any data,
records, fields, and/or intermediate results discussed in the
methods can be stored, displayed, and/or outputted to another
device as required for a particular application. Furthermore,
steps or blocks 1n the accompanying Figures that recite a
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determining operation or involve a decision, do not necessar-
1ly require that both branches of the determining operation be
practiced. In other words, one of the branches of the deter-
mimng operation can be deemed as an optional step.

[0083] Although various embodiments which incorporate
the teachuings of the present invention have been shown and
described in detail herein, those skilled 1n the art can readily
devise many other varied embodiments that still incorporate
these teachings.

What 1s claimed 1s:
1. A method for detecting a malware ifection at a local
host 1n a network, the method comprising:
monitoring communications between the local host and
one or more entities external to the network:

generating at least one dialog warning 11 the communica-
tions include a transaction indicative of a malware infec-
tion;

declaring a malware infection 1f, within a predefined period

of time, the at least one dialog warning includes: at least
one dialog warning indicating a transaction 1nitiated at
the local host and at least one dialog warning indicating
an additional transaction indicative of a malware 1nfec-
tion; and

outputting an infection profile for the local host.

2. The method of claim 1, wherein a transaction indicative
of a malware infection includes at least one of: a scan attempt
targeting the local host, an exploit at the local host, a binary
download at the local host, a command and control commu-
nication mvolving the local host, or a scan originating at the
local host.

3. The method of claim 1, wherein the generating com-
Prises:

applying at least one rule file to the communications; and

outputting a dialog warning 11 one or more of the commu-

nications satisiy the at least one rule file.

4. The method of claim 1, wherein the at least one dialog
warning indicating a transaction initiated at the local host
comprises a dialog warning indicating an exploit at the local
host.

5. The method of claim 4, wherein the at least one dialog
warning indicating an additional transaction indicative of a
malware infection indicates at least one of: a binary download
at the local host, a command and control communication
involving the local host, or a scan originating at the local host.

6. The method of claim 1, wherein each of the at least one
dialog warning indicating a transaction initiated at the local
host and the at least one dialog warning indicating an addi-
tional transaction indicative of a malware infection indicates
one of: a binary download at the local host, a command and
control commumnication involving the local host, or a scan
originating at the local host.

7. The method of claim 1, wherein the mfection profile
includes at least one of: a confidence score indicative of a
likelihood that the local host 1s infected with malware, an
Internet Protocol address of the local host, at least one Inter-
net Protocol address associated with a source of the malware
infection, at least one Internet Protocol address associated
with a command and control server, at least one transaction
indicative of the malware infection, and a time range of the
malware infection.

8. A computer readable storage medium containing an
executable program for detecting a malware infection at a
local host 1n a network, where the program performs the steps

of:
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monitoring communications between the local host and
one or more entities external to the network;

generating at least one dialog warning 11 the communica-
tions include a transaction indicative of a malware infec-
tion;

declaring a malware infection 1f, within a predefined period

of time, the at least one dialog warning includes: at least
one dialog warning indicating a transaction initiated at
the local host and at least one dialog warning indicating
an additional transaction indicative of a malware infec-
tion; and

outputting an infection profile for the local host.

9. The computer readable storage medium of claim 8,
wherein a transaction indicative of a malware infection
includes at least one of: a scan attempt targeting the local host,
an exploit at the local host, a binary download at the local
host, a command and control communication involving the
local host, or a scan originating at the local host.

10. The computer readable storage medium of claim 8,
wherein the generating comprises:

applying at least one rule file to the communications; and

outputting a dialog warning 1f one or more of the commu-
nications satisiy the at least one rule file.

11. The computer readable storage medium of claim 8,
wherein the at least one dialog warming indicating a transac-
tion mitiated at the local host comprises a dialog warning
indicating an exploit at the local host.

12. The computer readable storage medium of claim 11,
wherein the at least one dialog warning indicating an addi-
tional transaction indicative of a malware infection indicates
at least one of: a binary download at the local host, a com-
mand and control communication involving the local host, or
a scan originating at the local host.

13. The computer readable storage medium of claim 8,
wherein each of the at least one dialog warning indicating a
transaction initiated at the local host and the at least one
dialog warning indicating an additional transaction indicative
ol a malware infection indicates one of: a binary download at
the local host, a command and control communication involv-
ing the local host, or a scan originating at the local host.

14. The computer readable storage medium of claim 8,
wherein the infection profile mncludes at least one of: a con-
fidence score indicative of a likelihood that the local host 1s
infected with malware, an Internet Protocol address of the
local host, at least one Internet Protocol address associated
with a source of the malware infection, at least one Internet
Protocol address associated with a command and control
server, at least one transaction indicative of the malware
infection, and a time range of the malware infection.

15. A system for detecting a malware infection at a local
host 1n a network, the system comprising:

means for monitoring communications between the local
host and one or more entities external to the network;

means for generating at least one dialog warning 1f the
communications include a transaction indicative of a
malware infection;

means for declaring a malware mftection 1f, within a pre-
defined period of time, the at least one dialog warning,
includes: at least one dialog warning indicating a trans-
action initiated at the local host and at least one dialog
warning indicating an additional transaction indicative
of a malware infection; and

means for outputting an infection profile for the local host.



US 2009/0172815 Al

16. The system of claim 15, wherein a transaction 1ndica-
tive ol a malware infection includes at least one of: a scan
attempt targeting the local host, an exploit at the local host, a

binary download at the local host, a command and control
communication involving the local host, or a scan originating
at the local host.

17. The system of claim 15, wherein the generating means
COmMprises:

means for applying at least one rule file to the communi-

cations; and

means for outputting a dialog warning 1f one or more of the

communications satisiy the at least one rule file.

18. The system of claim 15, wherein the at least one dialog
warning indicating a transaction initiated at the local host
comprises a dialog warning indicating an exploit at the local
host.
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19. The system of claim 18, wherein the at least one dialog
warning indicating an additional transaction indicative of a
malware infection indicates at least one of: a binary download
at the local host, a command and control communication
involving the local host, or a scan originating at the local host.

20. The system of claim 15, wherein each of the at least one
dialog warning indicating a transaction initiated at the local
host and the at least one dialog warning indicating an addi-
tional transaction indicative of a malware infection indicates

one of: a binary download at the local host, a command and
control communication involving the local host, or a scan
originating at the local host.

ke o ke o )



	Front Page
	Drawings
	Specification
	Claims

