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setting thereof 1s 1included to allow for more efficient power
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PCI EXPRESS ENHANCEMENTS AND
EXTENSIONS

FIELD

[0001] This mvention relates to the field of interconnects
and, 1n particular, to extensions for serial point-to-point inter-
connects.

BACKGROUND

[0002] Computer systems include a number of components
and elements. Often the components are coupled via a bus or
interconnect. Previously, mput/output (I/O) devices were
coupled together through a conventional multi-drop parallel
bus architecture referred to as Peripheral Component Inter-
connect (PCI). More recently, a new generation of an I/O bus
referred to as PCI-Express (PCle) has been used to facilitate
faster interconnection between devices utilizing a serial
physical-layer communication protocol.

[0003] A PCIE architecture includes a layered protocol to
communicate between device. As an example, a physical
layer, link layer, and transaction layer form a PCIE protocol
stack. The PCle link 1s built around dedicated unidirectional
pairs of serial point-to-point connections referred to as a lane.
A link between devices includes some number of lanes, such
as one, two, sixteen, thirty-two, and so-on. The current PCIE
specification, base spec 1.1, 1s available at http://www.pcisig.
com/speciiications/pciexpress/.

[0004] Currently, PCle links maintain coherency with
respect to processor caches and system memory. For
example, a read/write to an I/O device misses a cache,
retrieves a referenced element, performs a requested opera-
tion, and then immediately evicts the element from the cache.
In other words, an 1I/O write 1s checked against a processor
cache, but the I/O access 1s not cache coherent. Furthermore,
uncacheable MMIO accesses are uncacheable and are also
not coherent. Therefore, I/O accesses are expensive for sys-
tem operation and potentially decrease processing band-

width.

[0005] In addition, when an I/0 device operates on shared
memory, the device typically acquires a system wide lock,
performs operations on the shared memory, and then releases
the lock. Acquiring a lock in this manner potentially results in
data serialization and expensive delays 1n association with
operating on shared data with multiple processing elements.
Often microprocessors provide mechanisms for multiple
threads to perform atomic operations to avoid the penalty
associated with locks. Yet, currently PCle does not provide a
direct ability to atomically operate on shared data.

[0006] Moreover, devices 1ssue transactions in any order,
which, 1n some instances, results in ineificient memory
accesses, such as thrashing of pages of memory. For example,
a first transaction 1s 1ssued referencing a first location 1n a first
page of memory, a second transaction referencing a second
location 1n a second page of memory, and a third transaction
referencing a third location in the first page of memory. Here,
the first page 1s opened to service the first transaction, the first
page 1s closed, the second page 1s opened to service the
second transaction, the second page 1s closed, and then the
first page has to be re-opened to service the third transaction.

[0007] As devices/components become more complex and
undertake heavier workloads, power management also
becomes an increasing concern. Previously, PCle compliant
devices are capable of entering a plurality of power states.

Aug. 14, 2008

However, the power states include a single active state and a
plurality of different levels of an “off” state, 1.e. the device
consumes different levels of power but 1s potentially not
operable.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] The present invention 1s 1illustrated by way of
example and not mtended to be limited by the figures of the
accompanying drawings.

[0009] FIG. 11llustrates an embodiment of a system includ-
ing a serial point-to-point interconnect to connect I/O devices
in a computer system.

[0010] FIG. 2 illustrates an embodiment of a layered pro-
tocol stack.

[0011] FIG. 3 illustrates an embodiment of a transaction
descriptor.

[0012] FIG. 4 illustrates an embodiment of a serial point-
to-point link.

[0013] FIG. Sillustrates an embodiment of a system 1nclud-

ing a device coupled to a controller hub through a serial
point-to-point link capable of transmitting/recerving cache/
prefetch hints.

[0014] FIG. 6 1llustrates an embodiment of a list of device
request access semantics.

[0015] FIG. 7 illustrates an embodiment of a list of access
control hints (ACH).

[0016] FIG. 8 illustrates an embodiment of a packet includ-
ing an ACH field.

[0017] FIG. 9 illustrates an embodiment of a prefetch mes-
sage.

[0018] FIG. 10 1illustrates an embodiment of a heading

including an ACH field and a prefetch hint.

[0019] FIG. 11 1llustrates an embodiment of a flow diagram
for a method of providing access control and/or prefetch
hints.

[0020] FIG. 12 illustrates an embodiment of a system
capable of performing atomic operations on shared data.
[0021] FIG. 13 illustrates an embodiment of a packet
including a field to specily an atomic operation.

[0022] FIG. 14 illustrates an embodiment of an atomic
operation response packet.

[0023] FIG. 15 illustrates an embodiment of a tflow diagram
for performing an atomic operation.

[0024] FIG. 16 illustrates an embodiment of a system
capable of re-ordering issued transactions for efficient
memory access.

[0025] FIG. 17 1llustrates an embodiment of a flow diagram
for re-ordering transactions.

[0026] FIG. 18 1llustrates an embodiment of a storage ele-
ment to set a power state and a table to associate power states
with power and performance metrics.

[0027] FIG. 191llustrates an embodiment of a flow diagram
for a method of setting active sub-state 1n a device.

[0028] FIG. 20 illustrates an embodiment of a system
including a portion of local memory mapped into a host
memory space and a portion of system memory mapped 1nto
a local memory space.

[0029] FIG. 21 illustrates an embodiment of a system
including an I/O device having a cache.

DETAILED DESCRIPTION

[0030] In the following description, numerous specific
details are set forth such as examples of specific intercon-
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nects, specific packets/messages, specific fields and locations
within packets/messages, specific location of logic/caches,
specific caching/prefetch hints, specific power/performance
metrics, etc. 1 order to provide a thorough understanding of
the present invention. It will be apparent, however, to one
skilled 1n the art that these specific details need not be
employedto practice the present invention. In other instances,
well known components or methods, such as cache logic/
implementation, peripheral Component Interconnect
Express (PCle) messaging protocols, PCle fields/packets 1n
transactions, and other PCle basic implementation have not
been described i1n detail in order to avoid unnecessarily
obscuring the present invention.

[0031] The method and apparatus described herein are for
extending/enhancing serial point-to-point interconnect archi-
tecture. Specifically, mterconnect enhancement 1s primarily
discussed 1n reference to a graphic accelerator coupled to a
controller hub/root controller through PCle link. However,
the methods and apparatus for extending a serial point-to-
point link are not so limited, as they may be implemented on
or 1n association with any mtegrated circuit device, such as
any input/output device or other computer component, as
well as 1n conjunction with any type of serial point-to-point
interconnect.

Serial Point-to-Point Layered Protocol Link/Interconnect

[0032] Referring to FIG. 1, an embodiment of a system
including devices coupled to a controller hub via a serial link
1s 1llustrated. System 100 1includes processor 105 and system
memory 110 coupled to controller hub 115. Processor 1035
includes any processing element, such as a microprocessor, a
host processor, an embedded processor, a co-processor, or
other processor. Processor 105 1s coupled to controller hub
115 through front-side bus (FSB) 106. In one embodiment,
FSB 106 1s a serial point-to-point interconnect as described
below.

[0033] System memory 110 includes any memory device,
such as random access memory (RAM), non-volatile (NV)
memory, or other memory accessible by devices 1n system
100. System memory 110 1s coupled to controller hub 115
through memory interface 116. Examples of a memory inter-
face include a double-data rate (DDR) memory interface, a
dual-channel DDR memory interface, and a dynamic RAM
(DRAM) memory intertace.

[0034] In one embodiment, controller hub 115 is a root hub
or root controller in a Peripheral Component Interconnect
Express (PCle or PCIE) interconnection hierarchy. Examples
of controller hub 115 include a chipset, a memory controller
hub (MCH), a northbridge, an interconnect controller hub
(ICH) a southbridge, and a root controller/hub. Often the term
chipset refers to two physically separate controller hubs, 1.¢.
a memory controller hub (MCH) coupled to an interconnect
controller hub (ICH).

[0035] Here, controller hub 1135 1s coupled to switch/bridge
120 through serial link 119. Input/output modules 117 and
121, which may also be referred to as interfaces/ports 117 and
121, include/implement a layered protocol stack to provide
communication between controller hub 115 and switch 120.
A module, such as modules 117,118, 121,122,126, and 131,
may be implemented in hardware, software, firmware, or any
combination thereof. Furthermore, module boundaries com-
monly vary and functions are implemented together, as well
as separately 1n different embodiments. In one embodiment,
multiple devices are capable of being coupled to switch 120.
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[0036] Switch 120 routes packets/messages from device
125 upstream, 1.¢. up a hierarchy towards a root controller, to
controller hub 115 and downstream, 1.e. down a hierarchy
away from a root controller, from processor 105 or system
memory 110 to device 125. Device 125 includes any internal
or external device or component to be coupled to an electronic
system, such as an I/0 device, a Network Interface Controller
(NIC), an add-1n card, an audio processor, a network proces-
sor, a hard-drive, a storage device, a CD/DVD ROM, a moni-
tor, a printer, a mouse, a keyboard, a router, a portable storage
device, a Firewire device, a Universal Serial Bus (USB)
device, a scanner, and other input/output devices.

[0037] Graphics accelerator 130 1s also coupled to control-
ler hub 115 through serial link 132. In one embodiment,
graphics accelerator 130 1s coupled to an MCH, which 1s
coupled to an ICH. Switch 120, and accordingly I/O device
125, 1s then coupled to the ICH. I/O modules 131 and 118 are
also to implement a layered protocol stack to communicate
between graphics accelerator 130 and controller hub 115.
[0038] Turning to FIG. 2 an embodiment of a layered pro-
tocol stack 1s 1llustrated. Layered protocol stack 200 includes
any layered communication stack, such as a common stan-
dard interface (CSI) stack, PCie stack, or other protocol stack.
In one embodiment, protocol stack 200 1s a PCle protocol
stack including transaction layer 205, link layer 210, and
physical layer 220. An interface, such as mterfaces 117, 118,
121, 122, 126, and 131 in FIG. 1, may be represented as
communication protocol stack 200. Representation as a com-
munication protocol stack 1s also referred to as a module or
interface implementing/including a protocol stack.

Transaction Layer

[0039] In one embodiment, transaction layer 205 is to pro-
vide an interface between a device’s processing core and the
interconnect architecture, such as data link layer 210 and
physical layer 220. In this regard, a primary responsibility of
the transaction layer 205 1s the assembly and disassembly of
packets (1.e., transaction layer packets, or TLPs). PCle imple-
ments split transactions, 1.e. transactions with request and
response separated by time, allowing a link to carry other
traffic while the target device gathers data for the response.
[0040] In addition PCle utilizes credit-based flow control.
In this scheme, a device advertises an 1nitial amount of credit
for each of the receive builers in Transaction Layer 205. An
external device at the opposite end of the link, such as con-
troller hub 115 1n FIG. 1, counts the number of credits con-
sumed by each TLP. A transaction may be transmitted 1f the
transaction does not exceed a credit limit. Upon receiving a
response an amount of credit 1s restored. An advantage of a
credit scheme 1s that the latency of credit return does not
alfect performance, provided that the credit limit 1s not
encountered.

[0041] Inoneembodiment, four transaction address spaces
include a configuration address space, a memory address
space, an mput/output address space, and a message address
space. Memory space transactions include one or more of
read requests and write requests to transfer data to/from a
memory-mapped location. In one embodiment, memory
space transactions are capable of using two different address
formats, e.g., a short address format, such as a 32-bit address,
or a long address format, such as 64-bit address. Configura-
tion space transactions are used to access configuration space
of the PCle devices. Transactions to the configuration space
include read requests and write requests. Message space
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transactions (or, simply messages) are defined to support
in-band communication between PCle agents.

[0042] Therefore, 1n one embodiment, transaction layer
205 assembles packet header/payload 206. Format for packet
headers/payloads may be found 1n the PCle specification, 1.¢.
the PCle base spec 1.1, which 1s available at http://www.
pcisig.com/speciiications/pciexiexpress, .

[0043] Quickly referring to FIG. 3, an embodiment of a
PCle transaction descriptor 1s illustrated. In one embodiment,
transaction descriptor 300 1s a mechanism for carrying trans-
action information. In this regard, transaction descriptor 300
supports 1dentification of transactions in a system. Other
potential uses include tracking modifications of default trans-
action ordering and association of transaction with channels.
[0044] Transaction descriptor 300 includes global ident-
fier field 302, attributes field 304 and channel 1dentifier field
306. In the illustrated example, global 1dentifier field 302 is
depicted comprising local transaction 1identifier field 308 and
source 1dentifier field 310. In one embodiment, global trans-
action 1dentifier 302 1s unique for all outstanding requests.
[0045] According to one implementation, local transaction
identifier field 308 1s a field generated by a requesting agent,
and 1t 1s unique for all outstanding requests that require a
completion for that requesting agent. Furthermore, 1n this
example, source identifier 310 uniquely identifies the
requester agent within a PCle hierarchy. Accordingly,
together with source 1D 310, local transaction 1dentifier 308
field provides global identification of a transaction within a
hierarchy domain.

[0046] Attributes field 304 specifies characteristics and
relationships of the transaction. In this regard, attributes field
304 1s potentially used to provide additional information that
allows modification of the default handling of transactions. In
one embodiment, attributes field 304 includes prionty field
312, reserved field 314, ordering field 316, and no-snoop field
318. Here, priority sub-field 312 may be modified by an
initiator to assign a priority to the transaction. Reserved
attribute field 314 1s left reserved for future, or vendor-defined
usage. Possible usage models using priority or security
attributes may be implemented using the reserved attribute
field.

[0047] In this example, ordering attribute field 316 1s used
to supply optional information conveying the type of ordering,
that may modily default ordering rules. According to one
example implementation, an ordering attribute of “0” denotes
default ordering rules are to apply, wherein an ordering
attribute of “1” denotes relaxed ordering, wherein writes can
pass writes 1n the same direction, and read completions can
pass writes 1n the same direction. Snoop attribute field 318 1s
utilized to determine 1f transactions are snooped. As shown,
channel ID Field 306 identifies a channel that a transaction 1s
associated with.

Link Layer

[0048] Link layer 210, also referred to as data link layer
210, acts as an intermediate stage between transaction layer
205 and the physical layer 220. In one embodiment, a respon-
sibility of the data link layer 210 1s providing a reliable
mechanism for exchanging ‘Transaction Layer Packets
(TLPs) between two components a link. One side of the Data
Link Layer 210 accepts TLPs assembled by the Transaction
Layer 205, applies packet sequence identifier 211, 1.e. an
identification number or packet number, calculates and
applies an error detection code, 1.e. CRC 212, and submiuts the
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modified TLPs to the Physical Layer 220 for transmission
across a physical to an external device.

Physical Layer

[0049] In one embodiment, physical layer 220 includes
logical sub block 221 and electrical sub-block 222 to physi-
cally transmit a packet to an external device. Here, logical
sub-block 221 1s responsible for the “digital” functions of
Physical Layer 221. In this regard, the logical sub-block
includes a transmit section to prepare outgoing information
for transmission by physical sub-block 222, and a recerver
section to 1identily and prepare received information before
passing it to the Link Layer 210.

[0050] Physical block 222 includes a transmitter and a
receiver. The transmitter 1s supplied by logical sub-block 221
with symbols, which the transmitter serializes and transmits
onto to an external device. The recerver 1s supplied with
serialized symbols from an external device and transforms the
received signals 1into a bit-stream. The bit-stream 1s de-seri-
alized and supplied to logical sub-block 221. In one embodi-
ment, an 8b/10b transmission code 1s employed, where ten-
bit symbols are transmitted/recerved. Here, special symbols
are used to frame a packet with frames 223. In addition, 1n one

example, the recerver also provides a symbol clock recovered
from the incoming serial stream.

[0051] As stated above, although transaction layer 205, link
layer 210, and physical layer 220 are discussed in reference to
a specific embodiment of a PCle protocol stack, a layered
protocol stack 1s not so limited. In fact, any layered protocol
may be included/implemented. As an example, an port/inter-
face that 1s represented as a layered protocol includes: (1) a
first layer to assemble packets, 1.e. a transaction layer; a
second layer to sequence packets, 1.e. a link layer; and a third
layer to transmit the packets, 1.e. aphysical layer. As a specific
example, a common standard interface (CSI) layered protocol
1s utilized.

[0052] Referring next to FIG. 4 an embodiment of a PCle
serial point to point link 1s illustrated. Although an embodi-
ment of a PCle serial point-to-point link 1s 1llustrated, a serial
point-to-point link 1s not so limited, as 1t includes any trans-
mission path for transmitting serial data. In the embodiment
shown, at an electrical level, two unidirectional differential
pairs form a lane. Accordingly, device 405 includes transmis-
s1on logic 406 to transmit data to device 410 and receiving
logic 407 to recerve data from device 410. In other words, two
transmitting paths, 1.e. paths 416 and 417, and two receiving
paths, 1.e. paths 418 and 419, are included 1n a PCle lane.

[0053] A transmission path refers to any path for transmut-
ting data, such as a transmission line, a copper line, an optical
line, a wireless communication channel, an infrared commu-
nication link, or other communication path. A connection
between two devices, such as device 405 and device 410, 1s
referred to as a link, such as link 415. FIG. 4 illustrates a

single lane 1 link 415; however, any number of lanes may be
present 1n a link such as 2,4, 8, 12, 16, 32, 64, or wider.

[0054] A differential pair refers to two transmission paths,
such as lines 416 and 417, to transmit differential signals. As
an example, when line 416 toggles from a low voltage level to
a high voltage level, 1.e. a rising edge, line 417 drives from a
high logic level to a low logic level, 1.e. a falling edge. Dii-
ferential signals potentially demonstrate better electrical
characteristics, such as better signal integrity, 1.e. cross-cou-
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pling, voltage overshoot/undershoot, ringing, etc. This allows
for better timing window, which enables faster transmission
frequencies.

Caching and Prefetching Hints

[0055] Referring to FIG. 5, an embodiment of a system
capable of transmitting/receiving caching/prefetching hints
on a serial point-to-point link 1s 1llustrated. System memory
505 1s coupled to controller hub 510 through memory nter-
face 507. System memory 503 includes any memory acces-
sible by device 520 through controller hub 510, such as a
RAM, NVRAM, or other know memory device. As stated
above, controller hub 510 1includes any controller, such as an
MCH, ICH, or combination thereof, which 1s commonly
referred to as a chipset. In another embodiment, controller

hub 510 1s a root controller in a PCle hierarchy.
[0056] Device 520 1s coupled to controller hub 510 through

serial point-to-point link 515. I/O modules 511 and 521
include, 1.e. are represented as, a protocol stack. In one
embodiment, the protocol stack 1s a PCle protocol stack and
the serial point-to-point (SP2P) link 1s a SP2P PCle link. In
one embodiment, device 520 1s an /O device, such as a
graphics accelerator, network interface controller (NIC), and
an add-in card.

[0057] Device 520 1s to transmit a first packet, which 1s also
referred to as a request, message, transaction, or other known
grouping ol information, over SP2P link 515. In one embodi-
ment, the first packet includes a cache hint and/or a pretfetch
hint. In one embodiment, caching hints, also referred to as
Access Control Hints (ACHSs), potentially include temporal
hints, locality hints, cache coherency hintw, element usage
intention hints, or a combination thereof to influence caching
policies associated with an element referenced by the first
packet. According to one implementation, a prefetch hint
includes any reference to an element to be fetched for poten-
tial future use. An element includes any data, instruction,
grouping of bits, cache line, or other known information
stored 1n a memory device.

[0058] Turning to FIG. 6, an embodiment of a non-exclu-
stve list of device request access semantics associated with
cache and prefetch enhancements 1s illustrated. Essentially,
list 600 lists exemplary device requests to provide temporal
and/or locality caching/pretetching hints for efficient access
and execution. In line 605 a base read 1s listed, and 1n line 635
a base write 1s listed. In one embodiment, the base read 1s a
normal base read request with no caching or prefetching
hints, and the base write 1s a normal base write request with no
caching or prefetching hints. In an alternative embodiment, a
base read/write includes a caching hint.

[0059] In line 610 an intent to read and write indicates a
device mntends to read a cache line, or a plurality of cache
lines, and subsequently intends to write to the cache line, or
the plurality of cache lines. Here, caching hints and/or
prefetching hints are included. Line 615 listing a demand read
and pre-fetch with intent to read indicates that a device
intends to read the demand portion of a cache line and intends
to subsequently read the same cache line or an additional
cache line. Again a cache hint and/or a prefetch hint 1s/are
included. Similarly, in line 630 a demand write and prefetch
with intent to write, indicates a device will write a demand
portion of a cache line and intends to subsequently read the
same cache line or an additional cache line.

[0060] Line 620 include an intent to write back to memory.
1.€. the device requests a cache line to be evicted from a cache
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and written back to memory. Here, a cache hint and/or
prefetch hint 1s/are included 1n the request/message. Lines
635 and 640 include a direct I/O access, 1.e. a read or write,
which indicates a read but do not cache and/or a write/direct
cache access over a coherent fabric. Direct accesses are
potentially implemented utilizing Intel® Acceleration Tech-
nology (I0OAT). More information regarding Intel® Accelera-
tion Technology (IOAT) may be found at http.www.intel.
conmy/technology/ioacceleration/index.htm.

[0061] In an embodiment, where prefetch hints messages
are utilized, line 645, lists a prefetch message to carry
prefetch information and access control hints (ACHs). As
noted above, list 600 1s an 1llustrative list of device accesses
requests. Any device access request potentially includes/ret-
erences a caching and/or a prefetching hint.

[0062] Turning to FIG. 7, an embodiment of access control
hints (ACHs)/caching hints to be included in packet, request,
and/or message 1s depicted. In the illustrated embodiment,
five ACHs are listed: intent to read only, intent to read & write,
intent to write only, evict, and direct I/O (DIO) access. Other
potential hints include an intent to modify hint, an ntent to

writeback hint, a base read hint, a base write, and a base
default hint.

[0063] Entry 705 indicates that the device mtends to 1ssue
cache line reads only. As a result, a cache, such as cache 512
from FI1G. §, may cache a referenced element. In one embodi-
ment, a cache line caching the referenced element stores the
element 1n an exclusive or shared state. Here, cache 512 1s

capable of storing cache lines 1n a cache coherency state, such
as a Modified, Exclusive, Shared, or Invalid (MESI) state.

[0064] Entry 710, 1.e. mtent to read and write ACH, 1ndi-
cates the device may issue subsequent reads and writes to a
cache line. Here, a referenced element 1s fetched and held 1in
an exclusive state, as it may be modified. In contrast, entry
715, 1.e. intent to write only, indicates a device will potentially
write to a cache line. In this regard, a referenced cache line 1s
held 1n an exclusive state, but a new element associated with
the cache line 1s not fetched, as the line 1s intended to be
modified, not read.

[0065] Although any ACH may be adefault ACH, entry 720
1s depicted as the default ACH 1n this embodiment. Here, an
evict ACH 1indicates the device i1s done, 1.e. a referenced
clement/cache line may be evicted as the device does not
intend to access the element/cache line in the near future.
Lastly, i entry 725 a direct I/O (DIO) ACH indicates that the
request 1s a direct I/O request, which 1s potentially associated

with IOAT.

[0066] As indicated by the term hint, a cache or access
control hint, provides an intention/hint with a request/mes-
sage to potentially bias/influence caching/eviction policy.
However, cache control logic 1s potentially capable of 1ignor-
ing an ACH, 1.e. performing a cache/eviction operation incon-
sistent with the ACH. Furthermore, as list 700 1s a non-
exhaustive list, any other bits/messages to intluence caching/
eviction policy may be included as a first hint.

[0067] Referring to FIG. 8, an embodiment of a packet
including a cache hint, 1.e. an ACH, 1s illustrated. A packet
refers to any request, message, access, or other grouping of
information to be transmitted on a bus/interconnect. In the
embodiment shown, packet 800 includes other information
ficlds 805. Examples of other information 805 includes
reserved fields, format fields, type fields, attribute fields,
length fields, PCle specific fields, and any other protocol
specific fields. In addition, packet 800 includes requester 11D
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815, which may reference a requesting agent/device and be
part of a global ID/transaction descriptor or include a global
ID/transaction ID, as discussed above, and address field 820
to reference an address location.

[0068] ACH field 810 1s a first portion of packet 800 to
include a reference to an ACH, 1.e. a caching hint. As 1llus-
trated, first portion 810 includes three bits to specity an ACH;
however, any number of bits may be used. Furthermore, first
portion 810 may be located 1n any bit, byte, or other position
of packet 800. As illustrated below, the ACH’s listed 1n FIG.
7, as represented by different predetermined bit patterns 1n
ficld 810. For example, a bit pattern ol 000 represents evict
850 ACH, while bit pattern 011 represents itent to read &
write 865 ACH. First portion field 810 may also be referred to
as an opcode field, a message code field, a type code field, or
other code field.

[0069] In addition to temporal hints, locality cache hints
may also be included. For example, a predetermined bit pat-
tern in ACH field 810 indicates that an element 1s to be cached
in a root controller cache, a device cache, system memory
cache, or a processor cache.

[0070] In one embodiment, packet 800 1s a read/write
request packet, which may be a message, a payload, and/or a
header. Specifically, the read/write request packet/message/
header 1s an enhanced/extended PCIE read/write request
message/header. In this regard, ACH bits 810 may be present
anywhere 1n a read/write request header.

[0071] Referring next to FIG. 9 an embodiment of a
prefetch packet/message including a prefetch hint is illus-
trated. As in FIG. 8, packet 900 includes other info 905, ACH
field 910, requester 1D 915, tag field 920, message code 925
and address field 930. Here, 1n addition, prefetch hint 940 1s
also 1ncluded 1n packet 900. As stated above, a prefetch hint
includes any reference or hint to bias/influence fetching of
additional elements. In one embodiment, a prefetch 1is
referred to as act of reading ahead and maintaining coherent
copies of prefetched cache lines.

[0072] In one embodiment, a prefetch hint includes any
combination of prefetch parameters, such a count, a length, a

stride, an offset, and a direction. In this example, a prefetch
hint 1ncludes block count field 941, length field 942, stride

ficld 943, and direction field 944. As 1llustrated, length field
941 1s included 1n address field 930, while the rest of the fields
are mncluded in payload of the packet/message. However,
fields 941-944 maybe included anywhere 1n prefetch message
900, including being distributed between a payload and a
header or fully included 1n one or the other.

[0073] As an illustrative example, block count field 941
includes five bits to reference a number of blocks between 0
and 31 to prefetch, block length field 942 includes six bits to
reference a number of cache lines between 0 and 63 1n a
prefetch block, stride field 943 includes six bits to reference
an offset, 1.e. a number of cache lines between 0 and 63 until
the start of a next block, and direction field 944 includes at
least one bit to indicate and up or down direction to prefetch
n

[0074] A prefetch hint may include any other combination
of fields/parameters to reference an additional element to be
prefetched, such as a number of blocks within a page or an
interleave bit to indicate an order to fetch additional cache
line, 1.e. elements, 1n. Furthermore, a prefetch message/hint
may include some temporal use indication to indicate when a
device will 1ssue a request for a block to influence/bias a root
controller cache’s allocation and allocation policies.
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[0075] As noted above, prefetch message 900 includes
ACH field 910. Here, ACH field 910 1s to store an ACH
assoclated with the additional elements, 1.e. blocks/cache
lines, to be prefetched. As above, a locality hint potentially
indicates where prefetched elements are to be cached and a
temporal hint ACH indicates a device’s access intention to
bias caching actions associated with the additional elements.
Consequently, prefetch packet 900, in one embodiment,
includes a reference to an address, such as a starting address
or other address, a prefetch hint, and an access control hint
(ACH).

[0076] Turning to FIG. 10 another embodiment of includ-
ing a cache hint and a prefetch hint 1n a message/packet 1s
illustrated. Here, packet 1000 includes fields similar to packet
900, such as other information fields 1005, ACH field 1010,
requestor 1D field 1015, tag 1020, message code 1025, and
address 1030. However, address field 1030 1s a smaller size,
while prefetch hint 1040, having parameter fields 1041-1044,
1s included within byte 12 of a header. In one embodiment,
packet 1000 1s a read/write request header including a cache
hint and a pretfetch hint.

[0077] Referring back to FIG. 5, device 520, such as a

graphics accelerator, includes 1I/0O module 521 having a pro-
tocol stack to transmit a packet including a cache hint, 1.e. an
ACH, as described in reference to FIGS. 6-10. In another
embodiment, I/O module 521 is also to transmit a second

packet, such as a prefetch message or read/write request,
including a prefetch hint as described in FIGS. 6-10.

[0078] Controller hub 510, such as an MCH, 1s coupled to
device 520 through serial point-to-point interconnect 515. I/O
module 511 1s to receive the first and the second packet. In one
embodiment, controller hub also includes cache 512 to cache
a first element 1n a MESI cache coherency state based on an
ACH 1n the first packet and additional elements referenced in
the second prefetch packet. Controller hub 510 may also
include fetch logic 513, which in one embodiment, is
included in memory ntertace logic, to fetch/prefetch the
additional elements, 1f an ACH 1indicates the additional ele-
ments are to be fetched. For example, 1f an ACH represents an
intent a modily only, no new data needs to be fetched, as the
new data 1s to be modified anyway. In contrast, if the ACH
represent an intent to read, then newer data 1s to be fetched to
ensure the proper data 1s read.

[0079] Consequently, cache 512 essentially 1s an elastic
builer to manage/pipeline I/0O traffic. Cache 512 may exhibit
write cache, write through, and/or write-back attributes.
However, cache 512 1s not so limited, as 1t may be any style of
known cache. Although not illustrated, 1n one embodiment
bridges/switches 1n a PCle hierarchy are able to pass through
packets, requests, and/or messages, as well as route caching/
prefetching messages to a root controller.

[0080] In reference to FIG. 11, an embodiment of a flow
diagram for a method of providing access control and/or
prefetch hints 1s 1llustrated. In flow 1105, a first packet includ-
ing a reference to a first element and a first hint 1s generated.
The first packet 1s transmitted over a serial point-to-point
(SP2P) link to a first device, such as a controller hub or root
controller. In one embodiment, the SP2P link 1s a PCIE based

link. The first device recerves the first packet in tlow 1110.

[0081] Intflow 1115, atype of the first packet 1s determined.
In a first embodiment, the first packet 1s a read/write request
message mcluding an ACH. The read/write request message
may also include a prefetch hint. In another embodiment, the
packet 1s a prefetch message including a prefetch hint. A
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packet type may be determined by an opcode field, a message
code field, or other field to specity a packet type. In addition,
an ACH field and/or a prefetch hint field may be read to
determine the packet type.

[0082] If the packet includes an ACH and no prefetch hint,
then 1n flow 1120 the first element 1s fetched, 1f the ACH
indicates the first element 1s to be fetched. In flow 1125, the
first element, such as a cache line, 1s stored 1n a first MESI
cache coherency state based on the first ACH.

[0083] If the message 1s a read/write request with an ACH
and a prefetch hint, then after flows 1120 and 1125, the flow
moves to block 1130. However, 1n one embodiment where the
message 1s a prefetch message, then the flow may go directly
to flow 1130 without passing through blocks 1120 and 1125.
[0084] Intflow 1130, an additional element, or a plurality of
additional elements to be prefetched 1s determined based on a
prefetch hint. The prefetch hint includes any combination of
prefetch parameters, such as a starting address, a block count,
a length, a an ofiset, a stride, and a direction. In flow 1135, the
additional element 1s prefetched. As above, the additional
clement 1s stored 1n a cache coherency state based on an ACH
associated with the prefetch message.

Atomic Operations and Synchronization Primitives

[0085] Referring to FIG. 12, an embodiment of a system
capable of performing atomic operations 1s 1llustrated. Sys-
tem 1200 allows etficient exchange of status information and
semaphores through fast “ownership” exchange of data
shared between multiple devices. Previously, an I/O device
would acquire a system wide lock on a shared location in
memory, perform operations on the shared location, and then
release the lock. However, device 1220 1s capable of request-
ing an atomic operation. In one embodiment, an atomic
operation includes a read, modily, and write (RMW) to a
shared memory location. In another embodiment, an atomic
operation includes a read request. As an 1llustrative example,
an atomic operation 1s to operate on 4B, 8B, and 16B aligned
data.

[0086] As another illustrative example, RMW engine 1222
1s to request/specily an atomic operation, 1.e. a RMW to
meta-data/semaphore 1206, to acquire ownership of data unit
1207. Data unit 1207 includes any granularity of lockable
data, from a single bit, a single element, a single cache line, a
block of elements/cache lines, a table, or any other granular-
ity/grouping of data. In one embodiment, RMW engine 1222
1s also to track the atomic operation, which 1t 1s outstanding.
Intertace 1221, which includes a layered protocol stack, 1s to
transmit a packet/message speciiying the atomic operation to
controller hub 1210. Detection/decode logic 1212 in interface
1211 1s to detect the atomic operation, such as through a
predetermined bit pattern. Service logic 1213 services the
atomic operation, 1.e. RMW to location 1206. In response to
completing the RMW, logic in controller hub 120 generates a
response message to be transmitted over SP2P link 1215 and
received by device 1220. In this regard, RMW engine retires
the tracking of the outstanding atomic operation.

[0087] In one embodiment, semaphore 1206 1s a shared
data structure, to acquire ownership of data umt 1207. As a
result, two threads, such as threads 1226 and 1227 executing,
on processor 1225, share access to semaphore 1206, and
accordingly data unit 1207, such as a hash table or other
granularity of data, with device 1220. As a result, instead of
acquiring a system wide lock with device 1220, which stalls
thread 1226 and 1227 from concurrently operating on data in
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dataunit 1207, and atomic update of semaphore 1s serviced by
controller hub 120. In other words, device 1220 is essentially
treated as a co-equal thread/processor able to perform atomic
operations on shared data locations. Therefore, a write to
meta-data/semaphore 1206 and an exchange of the value in
location 1206 1s atomically completed, 11 a right value exists

in semaphore location 1206.

[0088] Turning to FIG. 13, an embodiment of a packet/
request/message to specily an atomic operation is 1llustrated.
Packet 1300 includes any message or request, such as a read/
write PCle request. As above 1n reference to FIGS. 8-10, any
fields may be included 1n packet 1300, such as other infor-
mation 1305, ID 1310, tag 1315, and address fields 1330. As
above, ID 1310 potentially includes a transaction descriptor,
a portion of a transaction descriptor, a unique transaction ID,
a global 1D, an agent ID, a local ID, or combination thereof.
As IDs are utilized to track outstanding atomic operation, as
discussed below, a device, such as device 1220 may generate
multiple outstanding atomic operations.

[0089] Alsoincluded in packet 1300 1s message code 1320.
Message code 1320 1s to specily an atomic operation. In one
embodiment, message code 1320 1s an opcode to be recog-
nized/detected by detection logic, such as detection logic
1212. Alternatively, an opcode field 1s included 1n packet
1300, such as in other 1nfo field 1305, to identily a request or
message, such as a read/write request. In this example, mes-
sage code 1320 1s potentially a separate field to be detected/
decoded by detection/decode logic 1212. Message code 1320
may also be referred to as a type field or other known prede-
termined bit field.

[0090] Inone embodiment, second portion 333 of message
code 1320 specifies an mstruction and first portion 330 1ndi-
cates 11 the 1nstruction 1s atomic. An 1llustrative example of
the second portion being appended to the first portion 1s
depicted 1n FIG. 13. Here, Atomic 1dentifier (AID) field 330
indicates an struction referenced 1n instruction field 335 1s
atomic, 11 bits 1n field 330 include a predetermined bit pattern
of 011. In AID field 330 includes any other bit pattern, then
the associated instruction 1s determined to not be atomic.
Instruction field 335 1dentifies an instruction, such as BitSet
instruction 321, BitClear instruction 322, Two’s complement
Add mstruction 323, add instruction 324, swap instruction
325, and test and swap instruction 326.

[0091] In an embodiment where an atomic operation
includes RMW operations, any instruction capable of RMW
may be used as an atomic instruction. In contrast, 1n an
embodiment where atomic operations include reads, any read
instruction may be utilized. As a result, FIG. 13 depicts an
illustrative non-exhaustive list of potential atomic operations,
which may be modified. In another embodiment, packet 1300
includes vendor ID field, which 1s potentially used to ID a
vendor or allow for a vendor specified 1dentification.

[0092] Referring quickly back to FIG. 12, RMW engine

1222 requests/specifies an atomic operation. An ID, such as a
global ID, transaction ID, or other unique ID 1s used to track
outstanding atomic transactions. For example, an entry 1n a
data structure, such as a queue, stack, or linked list, tracks a
status ol an atomic transaction. In one embodiment, RMW
engine 1222 allocates space 1 a device, such as in local
memory and/or the data structure, for an atomic transaction
response before 1ssuing an atomic transaction. Once an
atomic transaction 1s serviced, 1.e. completed, a response
message 1s generated and received by the mnitial requesting
device, 1.e. device 1220. The response message 1s to include a
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unique 1D, which may be used both to route the message back
to device 1220 and to locate/retire an outstanding atomic
transaction 1n the data structure.

[0093] Turming over to FIG. 14, an embodiment of a
response message 1s 1llustrated. As above, response message
1400 may include other information 1405, such as other
information in a PCIE response message. In addition,
response message 1400 1s depicted as including completer 1D
1410 to i1dentity a completing agent, byte count 1415 to
reference a byte count, requestor 1D 1420, tag 14235, and
lower address 1430. A unique ID associated with the atomic
transaction 1s included 1n response 1400. As an example, the
unique ID 1s includes a combination of the depicted IDs or 1s
within a depicted ID field. However, a unique 1D may be
located anywhere 1n response 1400. As another example, a
portion of a transaction descriptor, a transaction descriptor, a
global ID, a local ID, or other ID, as described above, i1s
included 1n response 1400.

[0094] In one embodiment, response 1400 1s generated 1n
response to servicing an atomic operation. In this regard, an
initial or old value 1s returned with response message 1400.
As an example, an atomic operation 1s specified in aread write
request generated by a graphics accelerator. The atomic
operation 1s to perform a RMW on a first memory location.
The read/write request 1s recerved by a controller hub includ-
ing a layered protocol stack. The first memory location 1s read
to return a value ot 0, the value o1 0 1s modified to a 1, and the
1 1s written to the first memory location. Response message
1400 includes a unique atomic transaction ID and old/initial
value 0. When the response message 1400 1s received by the
graphics accelerator, 1t 1s retired from a data structure tracking
the atomic transaction as outstanding through reference to the
unique atomic transaction ID.

[0095] In one embodiment, service logic, such as service
logic 1213 includes any logic to service an atomic transac-
tion. For example, service logic includes logic to perform a
read of a first value from a memory location, a modify of the
first value to a second value, and a write of the second value
back to the first memory location. An RMW may also be
referred to as an exchange, a compare and exchange, and a test
and exchange.

[0096] Referring next to FIG. 15 an embodiment of a flow
diagram for performing an atomic operation 1is illustrated. In
flow 1505, a first packet 1s generated with a device. The first
packet 1s to include a reference to the first atomic operation
and a unique transaction ID. In one embodiment the device
includes a graphics accelerator. Furthermore, the reference to
the first atomic operation includes a reference to an atomic

instruction, such as BitSet, BitClear, Two’s Complement
Add, Add, Swap, and Test & Swap.

[0097] In another embodiment, the device stores a refer-
ence to the unique transaction 1D for tracking purposes.
Moreover, as an example, space 1s allocated for a response
message to the first packet before 1ssuing the first packet. The
first packet 1s then transmitted using a layered protocol stack
to a controller hub over a SP2P link. Note that the first packet
may be transmitted over a plurality of SP2P links and routed
through bridges/switches to reach a controller hub, such as a
root controller hub.

[0098] The first packet 1s received with the controller hub
through a layered protocols stack in flow 1510. The controller
hub detects the reference to the atomic operation. In one
embodiment, a predetermined bit pattern specifies the atomic
operation from the atomic operations mentioned above. In
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flow 1515, the atomic operation 1s serviced. In an embodi-
ment, where an atomic operation includes an atomic RMW,
the RMW 1s performed atomically.

[0099] Next, in flow 1520 a response message 1s generated
in response to servicing the atomic operation. Here, the
response message 1s to include an old value and a reference to
the unique transaction ID. In one embodiment, the old value
1s a value read while servicing the atomic transaction. The
response message 1s transmitted back to the device. In regards
to this, a unique transaction 1D, which references an original
requester, 1.e. the device, 1s potentially used to route the
response message back to the correct device.

[0100] Inflow 1525 the response message 1s received by the
device, and 1n flow 1530 the reference to the atomic operation
1s retired based on the unique transaction ID. Essentially, the
reference to the unmique ID stored in the device for tracking
purposes 1s retired, as the response message indicates the
atomic operation associated with the unique ID has been
serviced.

Loose Ordering

[0101] Referring to FIG. 16, an embodiment of re-ordering
transactions 1s 1llustrated. System memory 1603 1s often logi-
cally broken up and accessible 1n pages to more efficiently
manage/access memory. As a result, system memory 1603 1s
illustrated as broken into pages 1606-1608. Page 1606
includes memory locations B and D, page 1607 includes
memory location A, and page 1608 includes memory loca-
tions C and E.

[0102] Device 1620 generates a first number of transac-
tions. Transactions 1616 are transmitted through a protocol
stack 1n 1nterface 1621 on SP2P interconnect 1615. I/O mod-
ule 1611 in controller hub 1610 receives transactions 1616 in
a first order. As 1llustrated, the second transaction in the first
order references memory location B in page 1606, as denoted
by B,, while the eighth and the last transaction 1n the first
order also references location B, as denoted by B,. Other
transactions 1n the first order are represented similarly.
[0103] Controller hub 1610 also includes re-order logic
1612 to re-order transactions 1616 to second order 1617. In
one embodiment, re-order logic 1612 1s included 1n a core of
controller hub 1610. However, reorder logic 1612 may be
included anywhere in controller hub 1610, including 1/0
module 1611. Furthermore, transactions 1616 maybe re-or-
dered from an original order in protocol stack 1621, on inter-
connect 1615, and/or by logic 1n protocol stack 1611.
[0104] Re-orderlogic 1612 1sto order first number of trans-
actions 1616 to second order 1617, which 1s different than the
first order, based at least 1n part on maintaining priority of a
plurality of corresponding transactions. In one embodiment,
corresponding transactions include transactions that refer to
the same memory location, such as a {irst transaction and a
second transaction that reference a first memory location. In
this regard, transactions A,/A, and B,/B, are corresponding
transactions, as they reference the same memory location.
Other factors may be used to determine corresponding trans-
actions, such as sequential ordering or other addressing tech-
niques.

[0105] In one embodiment, maintaining priority includes
not allowing a first transaction of a plurality of corresponding
transactions to be ordered after a second transaction of the
plurality of corresponding transactions in the second order,
where the first transaction precedes the second transaction in
the first order. In other words, not allowing a plurality of
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corresponding transactions to pass each other. Or, not order-
ing a {irst transaction, which preceded a second transaction 1n
the first order, subsequent to the second transaction in the
second order

[0106] For example, transaction B, 1s 1ssued belore, 1.e.
preceding, B, in the first order. In second order 1617 B, 1s not
allowed to pass B,, as demonstrated by B, being placed
before B, 1n the second order. From a relative perspective of
the memory location, such as memory location B, B, cannot
be ordered to access location B before B, does. Logically, if
B 1s awrite to a location B that 1s to occur atter B, reads from
location B, if B, 1s serviced first, then inaccurate data would
be read by servicing B, second.

[0107] However, 1n one embodiment any other combina-
tion of factors, such as ellicient access to pages, access pat-
tern, sequential addressing, and service time are used to deter-
mine the second order. For example, 11 the first order 1s
executed verbatim, page 1607 1s opened to service transaction
A,, page 1607 1s then closed, page 1606 1s opened to service
transaction B,, page 1606 1s then closed, page 1608 1s then
opened to service transaction C, page 1608 1s closed, and page
1606 1s reopened to service transaction D. This nelfficient
page access may be referred to as thrashing, when accesses
alternate between pages.

[0108] As aresult, second order 1617 accounts for efficient
page access 1n that, page 1606 1s opened to service transac-
tions B,, B,, and D, page 1606 1s closed and page 1607 1s
opened to service transactions A, and A |, and then page 1607
1s closed and page 1608 1s opened to service transactions E
and C. Here, pages are efficiently accessed to save on access/
service time. Service logic to perform/service the transac-
tions may also be included 1n controller hub 1610.

[0109] FIG. 17 depicts an embodiment of a method for

loosely ordering transactions. In tlow 1705, a first number of
transactions are recerved on a serial point-to-point link, such
as a PCIE link. In flow 1710, a second order of the plurality of
transactions 1s determined. In one embodiment, the second
order 1s to be based at least 1n part on maintaining a priority of
a plurality transactions of the first number of transactions.
The plurality of transactions corresponding, 1.e. each of them
reference a first memory location.

[0110] In one embodiment, maintaining a priority of the
plurality of transactions includes not allowing a first transac-
tion of the plurality of transactions to be ordered after a
second transaction of the plurality of transactions 1n the sec-
ond order. Here, the first transaction precedes the second
transaction in the first order, so the second transaction 1s not
allowed to pass the first transaction 1n the second order. In one
embodiment, the second order 1s difterent from the first order
the first number of transactions 1s received 1n. Furthermore, in
another embodiment, the second order 1s also based at least in
part on an additional parameter selected from a group con-
sisting of an access pattern, sequential addressing, and a
service time, 1.¢. how long i1t will take to service the transac-
tion from an estimate or past access. Next in tlow, 1715 the
transactions are serviced in the second order, 1.e. the transac-
tions are performed.

Pertormance/Power Active Sub-States

[0111] Turnming to FIG. 18, an embodiment of active power
sub-states associated with performance and power metrics 1n
a device 1s 1llustrated. In one embodiment, table 1815 stores
power states associated with performance and power metrics.
In one embodiment, table 18135 1s made up of a plurality of
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storage elements 1n a device. For example, 12 configuration
registers 1n a device store entries 1850-1861.

[0112] In one embodiment, the power states are active
power sub-states. Here, 1n each active sub-state, a device 1s
able to perform I/0 tasks; however, each active sub-state 1s
associated with different power and performance metrics to
consume different levels of power or operate at different
levels of performance. In contrast, non-active power states are
potentially associated with different power consumption lev-
¢ls; however, the non-active power states typically included
difterent levels of “off”, where an I/O device 1s not able to
perform I/0 operations or other primary functions.

[0113] In the example illustrated, table 1815 includes four
active power sub-states, 1.e. sub-states 1-4. However, any
number of sub-states, such as seven, may be associated with
performance and power metrics in table 18135. As an example,
sub-state 1, i entry 1850, 1s associated with a transition
latency less than 1 us 1n column 1825, a performance ratio of
15/16 1n column 1830, a voltage of 12V 1n column 1833, and
a power of 25W 1n column 1840. Note that there are three
entries per active power-sub-state 1n FIG. 18, such as entries
1850-1852 for sub-state 1. Here, a voltage value of 12V and
3.3V represents a maximum voltage value for two voltage
rails of 12V and 3.3V 1n column 1835, while a thermal value,
1s represented 1n entry 1852. In another embodiment, a fourth
entry per sub-state includes a third voltage value for a third

voltage rail. As an example, a third max voltage for a third rail
1s 1.8V.

[0114] The transition latencies listed in column 18235 may
represent any latency associated with a power state. Examples
of transition latencies include a transition latency into an
active sub-state from a maximum power state, a transition
latency out of the active sub-state to another power state, a
transition 1nto the active sub-state from a previous active
sub-state, and a transition out of the active sub-state into a
next active sub-state. Also note, that these values may be
relative or absolute.

[0115] Forexample, a transition latency of less than 5 us for
active sub-state three 1n entries 1856-1858, 1n one embodi-
ment, represents an absolute transition latency. In this regard,
column 18235’s fields represent a transition latency out of
active sub-state 3 to a maximum active sub-state, such as
sub-state 1, or a mimimum sub-state, such as 4, a transition
latency into the maximum or minimum sub-state from active-
substate 3, or a combination thereof. Alternatively, as 1llus-
trated, fields 1n column 1825 represent relative transition
latencies. For example, less than 5 us 1n entries 1856-1858
represent a transition latency of less than 5 us for transition
out of active sub-state 3 into active sub-state 2, for transition
into active sub-state 2 out of active sub-state 3, or a combi-
nation thereof.

[0116] In this later example, when in sub-state 1, values 1n
ficlds 1825 are added to determine a transition latency for
transitioning into a lower active power sub-state. To illustrate,
a transition from sub-state 1 to sub-state 4 includes a latency
of <1 us+<5 us+<10 ms. In contrast, table 1815 may be
constructed to represent transition latencies from a minimum
active power sub-state, such as 4, up to a maximum power
sub-state of 1. Here, entries 1859-1861 include smaller tran-
sition latencies from a minimum low power state then entries
1850-1852, which would include higher transition latencies.

[0117] Itis also worth noting, that some data fields, such as
fields 1n columns 1820, 1825, and 1830 are repeated within

the three entries for an active sub-state. In one embodiment,
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these values are different. In another embodiment, table 1815
1s stored as a 2-dimensional word array or other data structure
to minimize repeated fields between active sub-state entries.

[0118] As stated above, table 1815, which may be repre-

sented as any data structure, such as a list, an array, a 2-d array,
a multi-dimensional array or other known data structure, 1s to
associate a performance metric and potentially a power met-
ric with an active power sub-state. Examples of a power
metric include: a maximum voltage value, a minimum volt-
age value, an absolute voltage value, a maximum power con-
sumption value, a minimum power consumption value, and
an absolute power consumption value, and a vendor defined
power metric. Examples of a performance metric include a
sub-state performance value, an operational frequency value,
a sub-state operational unit value, a sub-state thermal value, a
sub-state transition latency value, a fractional value of maxi-
mum performance, a number of sub-units to be active, a
fractional number of pipelines to be active, a thermal value, a
voltage, a vendor defined performance value, and a device
defined performance value.

[0119] Although listed separately, power and performance
metrics are not always mutually exclusive. For example, 1f a
graphics accelerator has four pipelines/sub-units, a perfor-
mance value to indicate how many of the four pipelines/sub-
units are to be activated also affects power consumption, as
the power consumption for 1 active pipeline 1s likely less than
the power consumption of 4 active pipelines. Note a sub-unit
may include any function unit of a device, such a pipelines,
queues, logical blocks, functional blocks, or other potential
sub-units.

[0120] Alsoillustrated in FIG. 18 1s second storage element
1805. In one embodiment, second storage element 1805, as
well as entries 1850-61, are configuration registers in a con-
figuration space of a device. Storage element 1805 1s to
receive a write to set/request/select an active power sub-state.
In another embodiment, register 1803 1s also potentially writ-
ten to set an 1mactive power state.

[0121] TTypically a write 1s received from an external agent
or software. However, 1n one embodiment, a device 1s able to
write to its own register 1803 to set a power state. Often
devices setting power states 1s not advantageous, as they
typically do not have a view of system power consumption.
However, in one example, when a maximum active power
state 1s requested/set, a device may set a lower active power
state, as long as a transition latency or other performance/
power metrics do not aflect performance drastically. For
example, 11 a requested sub-state of 1 1s written to field 1806,
a device, 1n this example, may select sub-state 2 1n field 1807,
as 1t consumes less power/thermal budget than maximum
active sub-state 1. However, a device may not be able to select
active sub-state four 1n field 1807, as a transition latency of
<10 ms and/or a performance ratio of 1/16 1s deemed too low.
In another embodiment, a device 1s able to set any active
power sub-state.

[0122] However, more typically, when an mterrupt field,
such as field 1809 1s set, interrupt requests from the device are
enabled to request a change to the active sub-state. Here, a
device generates an interrupt to request an active sub-state
change. Firmware or another external agent traps the interrupt
and writes back to register 1805 to set the requested active
sub-state. In one embodiment, the write back to register 1805
1s to set field 1806 to the requested sub-sate. In another
embodiment, the device writes the requested sub-state 1n field
1806 and the write-back 1s to set sub-state select field 1807.
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[0123] Therefore, 1n response to setting the sub-state
request field 1806 and/or sub-state select field 1807, the
device 1s then set to the selected active power sub-state by
setting the power and performance metrics associated with
the selected sub-state 1n field 1807. For example, if sub state
select 1807 1s set to active sub-state 2, then the metrics 1n
entries 1853-55 associated with sub-state 2, such a perfor-
mance ratio of 12/16, are set. As above, latency 1808 may
include any transition latency, including a latency to transi-
tion 1in and/or out of a requested sub-state to/from a selected
sub-state. In addition table size field 1810 may include a

number of entries, a number of fields, or other size measure of
table 1815.

[0124] Although not illustrated, a system power manage-
ment module, which may include power management soft-
ware, a power management controller, or other logic, firm-
ware, or soltware 1n a system 1s to set a power consumption
limit for a device. In one embodiment, the power consump-
tion limit 1s based at least in part on any combination of
factors, such as a total amount of power available to a system,
a total amount of heat capable of being dissipated by the
system, an amount of current power consumption of the
device, an amount of heat currently generated by the device,
a current active state of the device, a workload of the device,
an interrupt request from the device to change to an active
sub-state, a current operating frequency of the device, and a
number of sub-units 1n the device that are active.

[0125] In this regard the system power management mod-
ule 1s to comprehend system wide power and performance
issues. For example, a system power management module
(SPMM) 1s able to measure or read an amount of power able
to be generated for the system by a power supply. Based on
the total power, workloads of devices, such as processors and
I/O devices, and requested power states of the devices, the
system power management module sets power/performance
consumption limits for each device. If a request for a power
state above a set limit for a device 1s requested, the power state
change request 1s potentially denied. An SPMM may also
comprehend other system factors, such as a total amount of
heat capable of being dissipated in a system. As a result, the
SPMM 1s to write to storage element 1805, the write refer-
encing an active sub-state, which 1s based on the power con-
sumption and/or thermal limit for the device and/or a system
the device 1s included within.

[0126] Referring next to FIG. 19 an embodiment of a flow
diagram for a method of setting an active sub-state 1n a device
1s 1llustrated. In tlow 19035, an 1nterrupt 1s generated with an
I/0O device to request a change to an active power sub-state. As
noted above, the iterrupt may be trapped by firmware or
other agent. A write to the I/0 device 1s generated to set the
active power sub-state 1n response to servicing the interrupt.
Belore generating an interrupt, an interrupt field 1 a first
storage element may be set to enable generation of interrupts.

[0127] In flow 1910 a write to a first storage element 1s
received through a layered protocol stack 1n the I/O device. In
one embodiment, the first storage element 1s a configuration
register in a configuration register space ol the I'O device. The
write 1s to set a field in the first storage element to the active
sub-sate or another active-sub state based on the request. In
one embodiment, the I/O device 1s a PCIE device including a
PCIE layered protocol stack. Next, in tlow 1915 the requested
active power-sub state 1s stored 1n the first storage element.

[0128] A metric associate with the active-power sub-state 1s
determined from a second storage element. In one embodi-
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ment, the second storage element 1s a configuration register in
a configuration register space of the I/O device. As a first
example, the active sub-state 1s located 1n a data-structure
including the second storage element, and a metric associated
with the active sub-state 1n the second storage element 1s read
out.

[0129] In one embodiment the metric 1s a performance
metric, as described above. In another embodiment, the met-
ric 1s a power metric, as described above. Examples of a
metric include a frequency, a latency, a transition latency, a
thermal value, a number of sub-units of the I/O device to be
active, a performance percentage of a maximum perior-
mance, a vendor defined performance metric, a voltage, a rail
voltage, a power value, and a percentage power value of a
maximum power. Next, in flow 1925, the metric 1s configured
in the I/O device 1n response to string the requested active
power sub-state 1n the first storage element. Essentially the
power and performance metrics are set to the active power
sub-state values to set the I/O device to the active power
sub-state.

Device and Shared Memory Window Caching

[0130] In FIG. 20, an embodiment of a system capable of
mapping portions of local and system memory into each other
as caches 1s illustrated. Here system memory 2005 includes
any shared memory, such as a DRAM, NVRAM, or other
memory device. System memory 2003 1s typically available
in shared/host memory space 2009, although some portions
may be invisible to host memory space 2009.

[0131] Here, device 2020 1s associated with local memory
2022, which may include SRAM, NVRAM, or other local
memory. Device 2020 includes an I/O device, such as a graph-
ics accelerator, add-in card, network processor, or other I/O
device. Portion 2023 of local memory 2022 1s mapped into
host address space 2009. As a result, a processor, not shown,
or other device 1s able to see mapped local memory window
2008 as part of host address space 2009. As a result, other
resources are able to share access to device 2020°s local
memory 2022 through window 2008.

[0132] In one embodiment, Base Address Register (BAR)
2025 to store a base address for device 2020 1s utilized to map
portion 2023 into host memory space 2009. Often 1n a page
table structure, a BAR stores a starting address for a logical/
linear/virtual view of memory. For example, a BAR includes
a reference to a page director entry (PDE), that stores a
reference to a page table entry (PTE), that includes a range of
addresses/oifsets. In thisregard, the BAR stores areferenceto
an address within host address space 2009 to include window
2008. Note that some portions of local memory 2022 are
potentially ivisible 1n system memory space 2009.

[0133] Inone embodiment, mapped local memory window
2008 1s to be utilized as a cache for local memory 2022 to
improve bandwidth and latency for accesses to local memory
2022 by another device, such as a processor in system 2000.
As a result, elements are fetched to window 2008 from local
memory 2022 and potentially stored in cache coherency
states, such as MESI states. Other devices, such as processors
in system 2000 access local memory 2022 through window
cache 2008. When an element 1s requested and a hit 1n win-
dow 2008 occurs, the element may be directly provided to a
requesting agent. In contrast, upon a miss the requested ele-
ment 1s fetched from local memory 2022.

[0134] In one embodiment, window cache 2008 1s utilized
as a write-back cache, where elements are stored 1n window
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2008 and later written-back to local memory 2022. Other
styles/attribute of caches, such as write-through caches, may
also be used. In another embodiment, snoop filter 2012 1s
included 1n controller hub 2010 to filter snoops to/from win-
dow cache 2008 to reduce snoop trailic on memory interface

2016 and on SP2P link 2015.

[0135] Similar to mapping of a portion of local memory
2022, in one embodiment, portion 2006 of system memory
2005 1s mapped 1nto local memory 2022 to be utilized as an
accelerator cache of system memory. Here, operation 1s simi-
lar to window I/O cache, as mapped system memory portion
2023 operates as window cache 2023. In one embodiment,
window cache 2023 utilizes write-back cache memory
attributes to 1ntertace through SP2P link 2015 and memory
interface 2016 with system memory 2005. In one embodi-
ment, mapping of system memory portion 2006 into local
memory 2023 includes setting a portion of system memory

2006 as logically viewable 1in device 2020°s local memory
address space.

[0136] In one embodiment, snoop filter 2024 1s to filter a
first plurality of snoop requests associated with the local
memory. In other words, snoop filter 2024 1s to track a first
number of lines of local memory 2022 that are cached in
window cache 2008 and to filter snoops to a second number of
lines of local memory 2022 that are not cached. Similarly,
snoop filter 2012 1s to track a first number of lines of system
memory 2025 that are cached 1 window cache 2023 and to

filter snoops to a second number of lines of system memory
2005 that are not cached.

[0137] FIG. 21 illustrates an embodiment of a system
including an I/0O device having a cache. System 2100 includes
any electronic system, such as a computer system. Processor
2125 1s coupled to controller hub 2110 through front-side bus
(FSB) 2126. Controller hub 2110 1s coupled to system
memory 2105 through memory interface 2109 and to 1I/O
device 2120 through SP2P link 2115. I/O modules 2111 and
2121 implement a layered protocol stack to facilitate com-
munication between device 2120 and controller hub 2110. In
one embodiment, controller hub 2110 includes a cache. For
example, controller hub 2110 1s a chipset including a chipset
cache. In one embodiment, snoop filter 2112 1s present and/or
replicated in device 2120.

[0138] With cache 2122 residing in device 2120, poten-
tially new requests/transactions are available to support I/O
device caching. For example, new possible upstream requests
include a read share for cache 2122 to mark a line shared, a
read current to get a snapshot, a read exclusive to mark a line
1n exclusive or modified state on a write. In addition, a down-
stream snoop mvalidate transaction 1s supported for shared or
exclusive/modified states. Moreover, new responses may be
supported such as a writeback response with/without data that
relinquishes ownership, a snoop response with/without data

that relinquishes ownership, and a data response for any
MESI state.

[0139] In one embodiment cache 2122 exhibits write-back
and/or write-through caching attributes. In this regard, cache
2122 and cache 2112 operate to cache system memory 2105
clements 1in different locations in system 2100. Consequently,
locality caching hints, as discussed above, may be utilized to
cache specific lines/elements 1n different location to enable
quicker access. As a result, control logic in cache 2122 may
also be capable of receiving and interpreting prefetch/caching
hints.
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[0140] Inaddition, an I/O device cache, such as cache 2122
1s capable of caching lines 1n cache coherency states 1n addi-
tion to traditional MESI states. As a first example, cache 2122
holds a line 1n a Fetch In Progress (FIP) state indicating a
tetch 1s 1n progress. Another example includes a Snapshot (C)
coherency state to indicate a snapshot of a cache line.

[0141] Examples of Device 2120 include a graphics accel-
erator, a network controller, an add-in card, an audio proces-
sor, or other I/O device. I/O device 2120 includes cache 2122

capable of maintaiming cache lines in a MESI cache coher-
ence state. A root controller, such as controller hub 2110, in
one embodiment, maintains a directory of cache lines cached
by device 2120. In this regard, snoop filter 2112 stores a page
address, a status indicator, a host physical address for the
page, and a requesting ID of the requesting agent that 1s
caching a referenced line. As a result, snoop filter 2112 may
be partitioned among multiple I/O devices/switches.

[0142] Asillustrated above, temporal and locality caching/
prefetching hints are capable of being provided 1n a SP2P
interconnect fabric. Specifically, in PCle requests/messages
hints are provided to enable more efficient memory access,
caching, and prefetching for subsequent execution. In addi-
tion, extensions/enhancements mncluding new message codes
allow for atomic operations to be performed/requested by
PCle devices. As a result, the expensive locks by I/O devices
to shared memory locations may be avoided, and thereby
arbitrated among all resources to provide efficient atomic
ownership acquisition of shared data locations.

[0143] Furthermore, transactions are able to be re-ordered
to provide for eflicient page table memory accesses while
ensuring memory location mtegrity by maintaining priority
of corresponding transactions to a same memory location. As
previous PCle essentially included one active power state and
a plurality of mactive power states, new configuration regis-
ters and system power management techniques allow for
more elficient power and performance management. Finally,
mapping of device local memory as a window cache 1n a host
memory space, and inversely, system memory as a second
window cache i1n the device local memory space enables
eificient latency and bandwidth access between processors
and PCle devices.

[0144] The embodiments of methods, software, firmware
or code set forth above may be implemented via istructions
or code stored on a machine-accessible or machine readable
medium which are executable by a processing element. A
machine-accessible/readable medium includes any mecha-
nism that provides (i.e., stores and/or transmits) information
in a form readable by a machine, such as a computer or
clectronic system. For example, a machine-accessible
medium includes random-access memory (RAM), such as
static RAM (SRAM) or dynamic RAM (DRAM); ROM;
magnetic or optical storage medium; tlash memory devices;
clectrical, optical, acoustical or other form of propagated
signals (e.g., carrier waves, inirared signals, digital signals);
etc.

[0145] Reference throughout this specification to “one
embodiment” or “an embodiment” means that a particular
feature, structure, or characteristic described 1n connection
with the embodiment i1s included in at least one embodiment
of the present invention. Thus, the appearance of the phases
“in one embodiment” or “in an embodiment” 1n various
places throughout this specification are not necessarily all
referring to the same embodiment. Furthermore, the particu-
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lar features, structures, or characteristics may be combined 1n
any suitable manner 1n one or more embodiments.

[0146] Inthe foregoing specification, a detailed description
has been given with reference to specific exemplary embodi-
ments. It will, however, be evident that various modifications
and changes may be made thereto without departing from the
broader spirit and scope of the invention as set forth 1n the
appended claims. The specification and drawings are, accord-
ingly, to be regarded 1n an 1illustrative sense rather than a
restrictive sense. Furthermore, the foregoing use of embodi-
ment and other exemplarily language does not necessarily
refer to the same embodiment or the same example, but may
refer to different and distinct embodiments, as well as poten-
tially the same embodiment.

1-40. (canceled)
41. A method comprising:

recerving a first number of transactions on a serial point-
to-point interconnect 1n a first order;

determining a second order of the plurality of transactions,
the second order to be based at least in part on maintain-
ing a priority of a plurality transactions of the first num-

ber of transactions that each reference a first memory

location, wherein the second order 1s different from the

first order.

42. The method of claim 41, wherein maintaining a priority
of a plurality of transactions that each reference a first
memory location comprises:

not allowing a first transaction of the plurality of transac-

tions to be ordered after a second transaction of the
plurality of transactions in the second order, wherein the
first transaction precedes the second transaction 1n the
first order.

43. The method of claim 41, further comprising servicing,
the first number of transactions 1n the second order.

44. The method of claim 41, wherein the serial point-to-
point interconnect 1s a Peripheral Component Interconnect
Express (PCIE) interconnect.

45. The method of claim 41, wherein the second order 1s
also based at least 1n part on eflicient access to pages of a
system memory including the first memory location.

46. The method of claim 41, wherein the second order 1s
also based at least 1n part on an additional parameter selected
from a group consisting of an access pattern, sequential
addressing, and service time.

4'7. An apparatus comprising:

a controller hub including:

an 1mput/output (I/O) module comprising a protocol
stack to receive a first number of transactions in a first
order, and

a re-order module coupled to the I/O module to re-order
the plurality of transactions to a second order, which 1s
different from the first order, based at least 1n part on
not allowing a plurality of corresponding transactions
of the first number of transactions to pass each other in
the second order.

48. The apparatus of claim 47, wherein the protocol stack 1s
a layered protocol stack including a physical layer, a link
layer, and a transaction layer, and wherein the controller hub
1s selected from a group consisting of a chipset, a memory

controller hub (MCH), a northbridge, an interconnect con-
troller hub (ICH), and a southbridge.

49. The apparatus of claim 48, wherein re-order module 1s
included 1n a core of the controller hub.
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50. The apparatus of claim 48, wherein the plurality of
corresponding transactions reference a memory location, and
wherein not allowing a plurality of corresponding transac-
tions to pass each other includes not ordering a first transac-
tion, which preceded a second transaction 1n the first order,
subsequent to the second transaction in the second order.

51. The apparatus of claim 47, wherein the re-order module
to re-order the plurality of transactions to a second order,
which 1s different from the first order, 1s also based at least 1n
party on eificient access to pages of a memory.

52. A system comprising:

a device including a first layered protocol stack, the layered
protocol stack including a first physical layer, a first link
layer, and a first transaction layer, wherein the layered
protocol stack 1s to transmit a first number of transac-
tions to a controller hub over a serial point-to-point link;

the controller hub coupled to the device through the serial
point-to-point link mcluding;:

a second layered protocol stack, the second layered pro-
tocol stack including a second physical layer, a sec-
ond link layer, and a second transaction layer, wherein
the second layered protocol stack 1s to receive the first
number of transactions 1n a first order,
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re-order logic to re-order the first number of transactions
into a second order based at least 1n part on preserving,
a priority of a plurality of corresponding transactions
ofthe first number of transactions, wherein the second
order 1s different from the first order; and

servicing logic to service the first number of transactions
in the second order.

53. The system of claim 52, wherein a plurality of corre-
sponding transactions of the first number of transactions com-
prises a plurality of the first number of transactions that retf-
erence a same memory location.

54. The system of claim 53, wherein preserving a priority
of a plurality of corresponding transactions of the first num-
ber of transactions comprises ordering the plurality of trans-
actions, which reference the same memory location, 1n a same
access order relative to the same memory location.

55. The system of claim 52, wherein the device 1s selected
from a graphics accelerator, a graphic processor, an add-in
card, a Peripheral Component Interconnect Express (PCIE)
device, and an I/O device.

56-82. (canceled)
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