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(57) ABSTRACT

Embodiments of the present invention are directed to action
recipes for a crowdsourced digital assistant. Users can define
an action recipe by recording a set of inputs across one or
more applications, by providing multiple sub-commands in
a single on-the-fly command, by providing one or more
associated commands, or otherwise. An action recipe dataset
1s generated, and stored and indexed on a user device and/or
on an action cloud server. As such, any user can mvoke an
action recipe by providing an associated command to a
crowdsourced digital assistant application on a user device.
The crowdsourced digital assistant searches for a matching
command on the user device and/or the action cloud server,
and 1f a match 1s located, the corresponding action recipe
dataset 1s accessed, and the crowdsourced digital assistant
emulates the actions in the action recipe on the user device.

14 Claims, 8 Drawing Sheets
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ACTION RECIPES FOR A CROWDSOURCED
DIGITAL ASSISTANT SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 15/936,001 filed Mar. 26, 2018, now U.S. Pat.
No. 11,340,925, which 1s related by subject matter to and
claims the beneﬁt of U.S. Provisional Patent Application No.
62/508,181, filed May 18, 2017/, entitled “SYSTEMS AND
MJTHODS FOR CROWDSOURCED ACTIONS AND
COMMANDS,” U.S. Provisional Patent Application No.
62/509,534, filed May 22, 2017, entitled “CONNECTING
MULTIPLE MOBILE DEVICES TO A SMART HOME
ASSISTANT ACCOUNT,” U.S. Provisional Patent Appli-
cation No. 62/576,804, filed Oct. 25, 2017, entitled “CON-
NECTING MULTIPLE MOBILE DEVICES TO A SMART
HOME ASSISTANT ACCOUNT,” U.S. Provisional Patent
Application No. 62/539,866, filed Aug. 1, 2017, entitled
“OPTIMIZING DISPLAY ENGAGEMENT IN ACTION
AUTOMATION,” U.S. Provisional Patent Application No.
62/576,766, filed Oct. 25, 2017, entitled “A CROWD-
SOURCED DIGITAL ASSISTANT SYSTEM,” and U.S.
Provisional Patent Application No. 62/613,163, filed Jan. 3,
2018, entitled “ACTION RECIPES FOR CROWD-

SOURCED DIGITAL ASSISTANT SYSTEM,” which are
incorporated herein by reference 1n their entirety.

BACKGROUND

Digital assistants have become ubiquitous 1n a variety of
consumer electronic devices. Modern day digital assistants
employ speech recognition technologies to provide a con-
versational interface between users and electronic devices.
These digital assistants can employ various algorithms, such
as natural language processing, to improve interpretations of
commands received from a user. Consumers have expressed
various frustrations with conventional digital assistants due
to privacy concerns, constant misinterpretations of spoken
commands, unavailability of services due to weak signals or
a lack of signal, and the general requirement that the
consumer must structure their spoken command 1n a dialect
that 1s uncomiortable for them. Further, the actions resulting,
from these commands 1n existing digital assistants typically
do not execute the functions within applications already
availlable on the mobile devices, which are often what users
would like to do when on the move. Finally, existing digital
assistants do not execute multiple functions, whether within
a single application or across multiple applications.

SUMMARY

This summary 1s provided to introduce a selection of
concepts 1 a simplified form that are further described
below 1n the detailed description. This summary 1s not
intended to identily key features or essential features of the
claimed subject matter, nor 1s it intended to be used in
1solation as an aid 1n determining the scope of the claimed
subject matter.

Embodiments of the present mvention are directed to
action recipes for a crowdsourced digital assistant applica-
tion. An action recipe can be recorded or otherwise defined
to perform a sequence actions across one or more applica-
tions. By way of nonlimiting example, a user may define an
action recipe to be executed when leaving the home by
recording the following actions. First, the user turns on the
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house alarm using HONEYWELL TOTAL CONNECIT®.
Second, the user sets the sprinkler system using RACHIO®.

Third, the user lowers the temperature of the thermostat
using NEST®. Once an action recipe has been recorded or
otherwise defined, the action recipe can be associated with
one or more commands (e.g., “I’'m leaving home now”). A
corresponding action recipe dataset can be generated,
including a representation of the set of inputs, applications
and associated commands. The action recipe dataset can be
stored and indexed on a user device and/or on an action
cloud server. As such, any user can mvoke a defined action
recipe by providing an associated command to the crowd-
sourced digital assistant application or executing a sequence
ol actions across one or more apps.

For example, upon receiving a command, the crowd-
sourced digital assistant can search for a matching command
on the user device and/or the action cloud server. If a match
1s located, the corresponding action recipe dataset 1is
accessed, and the crowdsourced digital assistant emulates
the actions 1n the action recipe on the user device. In some
embodiments, 11 a command 1s not recognized, an action
recipe can be constructed on the fly by parsing a received
command 1nto one or more sub-commands, and the sub-
commands can be processed as a sequence of actions. As
such, a user can efliciently and effectively perform multiple
actions using a single command, whether within one appli-
cation or multiple applications. This can happen wvia the
original user command being split into multiple recognized
sub-commands already associated with actions.

In some embodiments, the digital assistant application can
execute action recipes by passing data from one action or
application to another action or application. For example, 1f
one action generates an output (e.g., an ETA from a navi-
gation app) for use 1n a second application (e.g., texting the
ETA to a particular contact), the action recipe can utilize the
output from one action as an input ito another application.
In some embodiments, the digital assistant application can
apply a transformation to the data that gets passed between
actions using one or more transformation and/or compat-
ibility rules. Additionally and/or alternatively, an action
within an action recipe can be bound or otherwise associated
with a particular function (e.g., determining a temperature),
as opposed to being associated with a particular application.
As such, a variety of applications might be available to
perform a particular function, and selected based on avail-
ability and/or a priority order. Additionally and/or alterna-
tively, an action might be defined to perform functions
across multiple applications (e.g., to find the best price for
a room across multiple applications).

As such, the digital assistant application disclosed herein
facilitates efhicient and eflective control of any number of
disparate applications to perform any number of actions
using customized commands.

BRIEF DESCRIPTION OF THE

DRAWINGS

Aspects of the present disclosure are described 1n detail
below with reference to the attached documents, wherein:

FIG. 1 1s a block diagram of an exemplary computing
system for using action recipes, 1n accordance with embodi-
ments of the present mvention;

FIG. 2 1s a block diagram of an exemplary computing
system for using action recipes, 1n accordance with embodi-
ments of the present mvention;

FIG. 3 1s an example user interface depicting a command
trigger, in accordance with embodiments of the present
invention;
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FIG. 4 1s an example user interface with a list of action
recipes, 1n accordance with embodiments of the present
imnvention;

FIGS. SA-5D are illustrations of an example user inter-
face of a digital assistant application executing an action
recipe, 1n accordance with embodiments of the present
invention;

FIG. 6 1s a flow diagram showing a method for defining
action recipes with a digital assistant application, according
to various embodiments of the present invention;

FIG. 7 1s a flow diagram showing a method for defining
action recipes with a digital assistant application, according
to various embodiments of the present invention; and

FIG. 8 1s a block diagram of an exemplary computing
environment suitable for use 1n 1mplementing embodiments
of the present invention.

DETAILED DESCRIPTION

Overview

Generally, conventional digital assistants provide an inter-
face for accessing various functionality using actions, func-
tions, skills, and the like, of the digital assistant. Conven-
tional digital assistants include various drawbacks. For
example, digital assistants often employ speech recognition
technologies to provide a conversational interface for con-
sumers to access such functionality using commands that
often include the name of the corresponding function or
other pre-determined syntax. In such systems, the syntax of
the command 1s 1mportant, so the name of the function or
pre-determined syntax must be imncluded 1n the command. IT
a consumer using a digital assistant wants to navigate
logically, the nigid syntax requirements of conventional
digital assistants can 1ncrease the cognitive load required to
execute a command by requiring the consumer to think of
the command syntax 1n addition to the desired functionality.
Similarly, a user may desire tlexibility to use abbreviated or
other custom commands. For example, a user may always
want to use SPOTIFY® to play music. However, conven-
tional digital assistants do not provide a way to customize
commands. Instead, the user must use the predetermined
command syntax (e.g., “play some jazz on SPOTIFY™).
This, can be tedious and time consuming.

Further, actions performed by conventional digital assis-
tants typically do not execute corresponding functions
within applications already available on the mobile devices.
Moreover, although some digital assistants provide an inter-
face to perform functionality for certain third party appli-
cations (e.g., SPOTIFY), the digital assistant may not sup-
port other third party applications (e.g., FACEBOOK®). IT
such an interface does not exist (e.g., the interface has not
been created yet, an atlirmative decision not to integrate has
been made by the digital assistant provider or a third party
soltware provider, etc.), there 1s no way for a consumer to
use the digital assistant to perform functions within those
unsupported third party applications. Instead, a user must
manually navigate the unsupported third party application
and perform the desired tunctions directly within the app.
Again, such a process 1s tedious and time consuming,
resulting 1 an unsatisfactory process.

Sometimes, a user may desire to use a digital assistant to
invoke specific functionality using a supported application,
but the desired functionality 1s not supported by the digital
assistant. For example, a user may want to add a song to a
SPOTIFY playlist using the digital assistant. Even though
some digital assistants provide an interface for such third
party applications, there 1s currently no command available
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to add a song to a SPOTIFY playlist using various digital
assistants. Similarly, there 1s no way for users to design a
command to perform this function.

Often times, a user might desire to perform consecutive
actions using one or more applications. For example, a user
might want to play a particular song and turn up the speaker
volume. However, conventional digital assistants do not
provide a way to execute consecutive functions, whether in
the same application or in different ones. For example,
conventional digital assistants will not understand or
respond to a combination of commands such as “play Don’t
Wanna Fight by ALABAMA SHAKES® and turn the vol-
ume up to 8.” Instead, the user must provide a first command
(e.g., “play Don’t Wanna Fight by ALABAMA SHAKES”),
wait for the corresponding action to execute, then provide a
second command (e.g., “volume 8”), and wait for the
corresponding second action to execute. This process may
be repeated for each additional command (e.g., “add this
song to my library”). Such a process can be tedious and time
consuming.

Accordingly, embodiments of the present invention are
directed to action recipes for a crowdsourced digital assis-
tant. An action recipe 1s a sequence ol actions to be per-
formed. An action recipe can be recorded or otherwise
defined to perform actions across one or more applications,
and the action recipe can be associated with one or more
commands. Users can deflne an action recipe 1n various
ways. For example, a user can define an action recipe by
recording or otherwise defining a set of 1nputs across one or
more applications, by selecting and adding existing actions
to a particular recipe, by including multiple sub-commands
in a single on-the-fly command, or otherwise. A correspond-
ing action recipe dataset can be stored and indexed on a user
device and/or on an action cloud server and either be kept
private for the creator or shared across all users of the
system. As such, any user can mnvoke a defined action recipe
by providing an associated command or commands to the
crowdsourced digital assistant. The crowdsourced digital
assistant searches for a matching command(s) on the user
device and/or the action cloud server, and i a match 1s
located, the corresponding action recipe dataset 1s accessed.,
and the crowdsourced digital assistant emulates the actions
in the action recipe on the user device. As such, a user can
ciiciently and eflectively perform multiple actions using a
single command, whether within one application or multiple
applications. The user can also 1initiate a recipe by tapping on
a visual 1con or other artifact displayed on the user’s device.

Initially, an individual action can be recorded or otherwise
defined based on a set of iputs into an application. For
example, a digital assistant application on a user device can
permit a user imtiate an action recording for a desired
application (e.g., SPOTIFY), upon which, the user can
navigate the application to perform a desired action (e.g., by
clicking the search bar, typing 1n “GREYBOY,” navigating
to the band’s artist page, and clicking the Shuflle Songs
button). Generally, the user performs an action by entering
a set of inputs (e.g., touches, selections, interactions, entered
parameters, and the like) for the selected application. During
this time, the digital assistant application records the set of
inputs. When the user 1s finished, the user may stop the
recording (e.g., by entering an mnput assigned to stop the
recording, such as pressing a device button, touching an
assigned portion of a touchscreen, etc.). Additionally and/or
alternatively to recording a set of inputs entered into a
selected application to define an action, one or more nputs
may be entered into the digital assistant application to define
a particular action. For example, an action (or some portion
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thereot) may be defined using an API call and/or a deep link
that invokes and provides one or more 1nputs to a particular
appllcatlon The API call and/or deep link can be generated
using parameters from one or more detected inputs into the
digital assistant application. Regardless of how an action 1s
defined, the digital assistant application may prompt the user
for, or otherwise permit the user to enter, a set of commands

that should be associated with the action (e.g., “I want to
hear GREYBOY,” “please play GREYBOY,” “play music

from GREYBOY, “let’s listen to some music by GREY-
BOY.” etc.). In some embodiments, a user may desire to
invoke a recorded action (e.g., shuflling songs by a particular
band) using a contextual mnput parameter within a particular
command (e.g., COLDPLAY® instead of GREYBOY).
Generally, contextual input parameters can be automatically
detected from a set of inputs, manually assigned, clarified by
a user mput prompted during execution of the action, or
some combination thereof. Prompting for mnput parameters
1s described in more detail in Applicant’s U.S. App. Ser. No.
62/610,792, the contents of which are herein incorporated by
reference 1n their entirety. Contextual input parameters
within a particular command can be used as an 1nput 1nto an
application. The digital assistant application can create an
action dataset that includes the recorded set of mputs (1n-
cluding designated contextual input parameters) and asso-
ciated commands. The action dataset 1s stored locally on the
user’s device and/or remotely on an action cloud server. As
such, any user can access the action from the action cloud
server using one of the associated commands.

Similarly, an action recipe can be recorded or otherwise
defined based on a set of mputs 1nto one or more applica-
tions. In some embodiments, a digital assistant application
on a user device can permit a user to 1mtiate a recording of
an action recipe. For example, when a user initiates a
recording mode for an action recipe using a user interface of
the digital assistant application, the digital assistant appli-
cation can permit the user to navigate among a variety of
applications to perform desired actions in each application
by entering a set of mputs (e.g., touches, selections, inter-
actions, entered parameters, and the like). During this time,
the digital assistant application records the set of inputs and
corresponding applications. When the user 1s finished, the
user may stop recording (e.g., by entering an input assigned
to stop the recording, such as pressing a device button,
touching an assigned portion of a touchscreen, etc.). Addi-
tionally and/or alternatively to recording a set of inputs
entered 1nto various applications to define an action recipe,
one or more inputs may be entered 1nto the digital assistant
applica‘[ion to define one or more of the actions for an action
recipe. For example, one or more actions (or some portion
thereol) may be defined using an API call and/or a deep link
that invokes and provides one or more mputs to a particular
apphcatlon The API call and/or deep link can be generated
using parameters from one or more detected nputs into the
digital assistant application. Regardless of how an action 1s
defined, the digital assistant application may prompt the user
for, or otherwise permit the user to enter, a set of commands
that should be associated with the action recipe. Similarly,
the user interface may permit the user to name the action
recipe, and the name of the action recipe can be used for an
associated command. Input parameters can be automatically
detected, manually assigned, clarified by a user input
prompted during execution of the action recipe, or some
combination thereof. The digital assistant application can
create an action recipe dataset that includes the set of inputs
(including 1nput parameters), corresponding applications
and associated commands. The action recipe dataset is
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stored locally on the user’s device and/or remotely on an
action cloud server. As such, any user can access the action
recipe from the action cloud server using one of the asso-
clated commands.

Additionally and/or alternatively, an action recipe can be
constructed with individual actions. For example, a user
interface of the digital assistant application can permit a user
to display or otherwise access one or more existing actions
(e.g., by speaking, typing or selecting a command such as
“show my actions™). The user interface may permit a user to
select one or more existing actions (e.g., using a touch
command, a voice command, or otherwise) and prompt the
user to add the selected action to a desired action recipe (e.g.,
via a pop-up menu, some other touch command, a voice
command, or otherwise). As such, a user can construct an
action recipe using existing actions. Similarly, the user
interface may permit a user to add to an action recipe one or
more actions that have not yet been recorded. For example,
the action recipe may include a placeholder for an action,
and the digital assistant application may permit the user to
record the action, for example, when adding it to a recipe, or
at some later time. As such, a user can define an action recipe
by selecting individual actions to include 1n the recipe.

Consider, by way of nonlimiting example, a scenario
where a user regularly uses three different applications
during her daily commute. She first disables calls and
message via the app TEXTDRIVE. She then starts her
favorite podcast on NPR®. Finally, given the Bay Area
traflic, she starts navigation to optimize her travel time using
GOOGLE® MAPS. Instead of operating these three apps
individually, the user can define an action recipe as a
sequence of these three actions, and associate the action
recipe with a command such as “start my morming com-
mute.” Now when the user 1s ready to leave for work, when
she gets into the car, she simply 1ssues the command “start
my commute to work,” and the digital assistant application
emulates the sequence of actions across the three applica-
tions.

Generally, a digital assistant application and/or an action
recipe can pass data ifrom one action or application to
another action or application. For example, a user might
define an action recipe that finds a ride home from the San
Jose airport using UBER® and sends the ETA to his wile
using WHATSAPP®. In this manner, the digital assistant
application executes the first action to generate an output

(the ETA) that gets passed to the second action as an 1nput

(to WHATSAPP). In some embodiments, the digital assis-
tant application can apply a transformation to the data that
gets passed between actions using one or more transforma-
tion and/or compatibility rules.

In some embodiments, an action within an action recipe
can be bound or otherwise associated with a particular
function, as opposed to being associated with a particular
application. Instead, multiple applications might be avail-
able to perform a particular function. In this manner, 11 a
primary application 1S unavailable (e.g.,
TRAVELOCITY®’s server 1s not responding), the action
recipe can dynamically replace the unavailable application
with an alternate compatible application (e.g., KAYAK®).
Additionally and/or alternatively, an action might be defined

to perform Ifunctions across multiple applications. For
example, an action might be defined to find the best price for
a room across multiple applications (e.g., KAYAK, TRAV-
ELOCITY, HOTELS.COM®, AIRBNB®, etc.).
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As such, the digital assistant application disclosed herein
facilitates eflicient and eflective control of any number of
disparate applications to perform any number of actions
using customized commands.

Exemplary Crowdsourced Digital Assistant Environment

Referring now to FIG. 1, a block diagram of exemplary
environment 100 suitable for use in implementing embodi-
ments of the mvention 1s shown. Generally, environment
100 1s suitable for recording, executing and crowdsourcing
action recipes, and, among other things, facilitates emulating
actions across one or more applications. Environment 100
includes creator device 110, consumer device 120, action
cloud server 130 and network 140. Creator device 110 and
consumer device 120 can be any kind of computing device
capable of facilitating emulation of actions across one or
more applications. For example, in an embodiment, creator
device 110 and consumer device 120 can be a computing
device such as computing device 800, as described below
with reference to FIG. 6. In embodiments, creator device 110
and consumer device 120 can be a personal computer (PC),
a laptop computer, a workstation, a mobile computing
device, a PDA, a cell phone, or the like. Similarly, action
cloud server 130 can be any kind of computing device
capable of facilitating crowdsourcing of action recipes. For
example, 1n an embodiment, action cloud server 130 can be
a computing device such as computing device 800, as
described below with reference to FIG. 8. In some embodi-
ments, action cloud server 130 comprises one or more server
computers, whether distributed or otherwise. Generally, the
components ol environment 100 may communicate with
cach other via a network 140, which may include, without
limitation, one or more local area networks (LLANs) and/or
wide area networks (WANSs). Such networking environ-
ments are commonplace 1n oflices, enterprise-wide com-
puter networks, intranets, and the Internet.

Referring now to FIG. 2, a block diagram of exemplary
environment 200 suitable for use in 1implementing embodi-
ments of the mvention 1s shown. Generally, environment
200 1s suitable for recording, executing and crowdsourcing
action recipes, and, among other things, facilitates emulating
actions across one or more applications. Environment 200
includes creator device 210 (which may correspond to
creator device 110 of FIG. 1), consumer device 230 (which
may correspond to consumer device 120 of FIG. 1), action
cloud server 250 (which may correspond to action cloud
server 130 of FIG. 1) and network 260 (which may corre-
spond to network 140 of FIG. 1). Generally, the components
of environment 100 may communicate with each other via
a network 260, which may include, without limitation, one
or more local area networks (LANs) and/or wide area
networks (WANSs).

Environment 200 includes creator device 210 with creator
digital assistant application 212, and likewise includes con-
sumer device 230 with consumer digital assistant application
232. In the embodiment depicted in FIG. 2, there are
different creator and consumer digital assistant applications,
however, this need not be the case. For example, 1n some
embodiments, the applications may be the same, but func-
tionality may be selectively enabled or disabled, for
example, based on a user profile or other differentiating
mechanism.

Generally, a digital assistant application may be any
application capable of facilitating execution of action reci-
pes, recording or otherwise defining action recipes, and/or
crowdsourcing of action recipes. For example, 1n some
embodiments, a digital assistant application can be built on
top of an actions soitware development kit that provides
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access to any of the functionality described herein. The
actions kit, or any of the functionality described herein, may
be incorporated or integrated into an application or an
add-on or plug-in to an application, such as creator digital
assistant application 212 and/or consumer digital assistant
application 232. Creator digital assistant application 212
and/or consumer digital assistant application 232 may be a
stand-alone application(s), a mobile application(s), a web
application(s), or the like. In some implementations, the
application(s) comprises a web application, which can run 1n
a web browser, and could be hosted at least partially
server-side. In addition, or instead, the application(s) can
comprise a dedicated application. In some cases, the appli-
cation can be integrated into the operating system (e.g., as a
service). Although generally discussed herein as a digital
assistant application, 1n some cases, the application, or
portion thereof, can be additionally or alternatively inte-
grated 1nto an operating system (e.g., as a service) or a server
(e.g., a remote server).

In the embodiment depicted 1n FIG. 2, consumer digital
assistant application 232 includes command 1nitialization
component 234, device command matchmaker 236, play-
back component 238 and on-device index 240. Generally,
command initialization component 234 detects mput com-
mands, and device command matchmaker 236 searches
on-device index 240 and/or action, recipe, and command
(“ARC”) 1ndex 256 of action cloud server 250 for a match-
ing command. If a matching command 1s located, a corre-
sponding action dataset and/or action recipe dataset 1s
accessed, and playback component 238 executes the corre-
sponding action and/or action recipe.

Command 1mtialization component 234 can optionally be
configured to receive a command trigger (e.g., through an
I/O component of consumer device 230). Any input can be
assigned as a command trigger (e.g., a device button such as
a home button of consumer device 230, an assigned portion
of a touchscreen, etc.). Once a command trigger 1s received,
command initialization component 234 can initialize a
detection of one or more spoken commands, typed com-
mands and/or some other command representation assigned
to an action. In some embodiments, command 1nitialization
component 234 need not include a command trigger to begin
detecting the one or more command representations. In
some embodiments, command 1nitialization component 234
can convert spoken commands to a textual representation for
subsequent analysis.

Device command matchmaker 236 generally matches
received commands (e.g., a textual representation) with
commands stored, e.g., on-device, on the cloud, etc. For
example, 1n one embodiment, on-device index 240 1s a
searchable index of the actions and action recipes (e.g.,
action datasets and action recipe datasets) that are stored 1n
on-device data store 242. On-device data store 242 and
on-device mdex 240 can be updated (e.g., periodically) by
making calls to action cloud server 250 to enhance an
on-device index. In some embodiments, the on-device index
240 1s a first location searched for a matching command. If
a match 1s not located, device command matchmaker 236
can access action cloud server 250 to search ARC index for
a match with commands stored on ARC data store 258. In
this manner, any locally stored actions and/or action recipes
are available for immediate access, reducing latency over
conventional digital assistants that access commands
remotely. Stmilarly, when textual representation of a com-
mand 1s transmitted to action cloud server 238 to match a
command for an action and/or action recipe stored therein,
latency 1s reduced over conventional digital assistants that
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transmit larger audio files to a cloud server. Other variations
for mmdexing actions and action recipes, and other search
prioritization schemes may be implemented. As such, the
digital assistant application disclosed herein can match
commands using the most updated matching models 1n the
cloud.

If a matching command 1s located, a corresponding action
and/or action recipe (e.g., action dataset and/or action recipe
dataset) can be accessed and provided to playback compo-
nent 238. Generally, playback component 238 emulates the
corresponding action and/or action recipe using the accessed
dataset. For an action recipe, this can include executing the
recipe by emulating a corresponding set of recorded mputs
for a recorded sequence of actions across one or more
corresponding applications. Executing an action recipe can
include passing data between actions, dynamic replacement
of applications, binding or otherwise associating an action to
a function, or otherwise. In some embodiments, 1f an action
and/or action recipe 1s accessed and mvolves an application
which has not been installed on consumer device 230,
consumer digital assistant application 232 can prompt the
user to download the app, or otherwise provide a corre-
sponding notification. As such, a consumer can efhiciently
and effectively access and execute crowdsourced actions and
action recipes using a local device.

In some embodiments, playback component 238 can pass
data from one action or application to another action or
application. For example, an action recipe might be defined
that finds a user’s location using GOOGLE MAPS and sends
the determined location to a friend using WHATSAPP. In
these embodiments, playback component 238 executes the
first action to generate the user’s location as an output (e.g.,
using GOOGLE MAPS), and playback component 238
passes the user’s determined location to the second action as
an input (to WHATSAPP). In some embodiments, playback
component 238 can apply a transformation to the data that
gets passed between actions using data passing parameters
that define one or more transformation and/or compatibility
rules. For example, 11 the user’s location 1s generated as a
pair of latitude and longitude coordinates, data passing
parameters can define a transformation to be applied to the
determined location (e.g., to generate an address, a neigh-
borhood, crossroads, and the like) before passing the loca-
tion to the subsequent action. Other variations of transior-
mations and compatibility rules will be understood by those
of ordinary skill 1n the art.

In some embodiments, an action can be bound or other-
wise associated with a particular function, as opposed to
being associated with a particular application. For example,
multiple applications might be available to perform a par-
ticular function. In this manner, 11 a primary application 1s
unavailable (e.g., TRAVELOCITY s server 1s not respond-
ing), playback component 238 can dynamically replace the
unavailable application with an alternate compatible appli-
cation (e.g., KAYAK) to perform the function. Alternative,
compatible applications may be invoked based on a set of
alternative applications for a designated function and/or a
priority order for alternative applications, whether user-
selected or otherwise. Additionally and/or alternatively, an
action might be defined to perform functions across multiple
applications. For example, an action might be defined to find
the best price for a room across multiple applications (e.g.,
KAYAK, TRAVELOCITY, HOTELS.COM, AIRBNB,
etc.). In these embodiments, playback component 238 can
perform a bound function (e.g., locate an available room for
the best price) using a set of assigned applications for that
function, whether user-selected or otherwise. Various func-
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tions can be supported to provide any kind of input or output
(e.g., city, price, time, temperature, etc.).

Turning now to creator device 210 and creator digital
assistant application 212, in some embodiments, a digital
assistant application can be provided to permit a user to
record or otherwise define actions and/or action recipes.
Accordingly, 1n addition or alternatively to components that
tacilitate playback functionality (e.g., command initializa-
tion component 214, device command matchmaker 216 and
playback component 218, which may correspond to the
components of consumer digital assistant application 232
described above), creator digital assistant application 212
includes components that facilitate recording or otherwise
defining actions and/or action recipes, including action
record component 220, recipe record component 222 and
revision component 224. Although corresponding recording
components are not depicted 1 consumer digital assistant
application 232 1n FIG. 2, in some embodiments, some or all
of these components may be incorporated or otherwise
available to consumer digital assistant application 232.

Action record component 220 generally facilitates record-
ing an action, and may include one or more sub-components
not depicted in FIG. 2, such as an action recording initial-
ization component, an action recording component, an
action command definition component, and an action
indexer. The action recording initialization component can
receive an instruction to generate an action dataset associ-
ated with a particular application (e.g., a third party appli-
cation such as SPOTIFY). For example, the action recording
initialization component can receirve a selection of a par-
ticular application within which to record an action. Addi-
tionally and/or alternatively, the action recording initializa-
tion component can receive an action record trigger (e.g.,
pressing a device button, touching an assigned portion of a
touchscreen, receiving a selection of an application, etc.).
Generally, the action recording imitialization component
initializes a recording of an action. Once initialized, the
action recording component records an action (e.g., an
action dataset) based on a set of user iputs 1nto the selected
application. For example, the action recording component
can detect a set of mputs mto the selected application (e.g.,
touches, selections, interactions, entered parameters, and the
like). During this time, the action recording component
records the set of mputs (e.g., a user clicking the search bar
in SPOTIFY, typing i “GREYBOY.,” navigating to the
band’s artist page, and clicking the Shuflle Songs button).
When the user 1s fimshed, the user may stop the recording
(e.g., by entering an input assigned to stop the recording,
such as pressing a device button, touching an assigned
portion ol a touchscreen, etc.), and the action recording
component generates an action dataset that includes a rep-
resentation of the detected set of inputs.

Once a recording 1s complete, the action command defi-
nition component may prompt the user for, or otherwise
permit the user to enter, a set of commands that should be
associated with the action (e.g., “I want to hear GREYBOY.,”
“please play GREYBOY,” “play music from GREYBOY,
“let’s listen to some music by GREYBOY.,” etc.). In some
embodiments, a user may desire to invoke a recorded action
(e.g., shuflling songs by a particular band) using a contextual
input parameter within a command (e.g., COLDPLAY
instead of GREYBOY). Generally, contextual input param-
cters can be automatically detected from a set of inputs,
manually assigned, clarified by a user input prompted during
execution of the action, or some combination thereof. The
action command definition component can include or oth-
erwise associate the commands with the action dataset.
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To make the action dataset searchable, action record
component 220 (e.g., the action indexer) can index the
action (e.g., action dataset) in on-device index 240 and store
the action 1n on-device data store 242. Additionally and/or
alternatively, action record component 220 can submit the
action to action cloud server 250 (e.g., through an API) for
indexing 1n ARC index 256 and/or storage in ARC data store
258. As such, any user can access the action from action
cloud server 250 using one of the associated commands, as
described above.

In the embodiment depicted in FIG. 2, creator digital
assistant application 212 includes recipe record component
222. Generally, recipe record component 222 facilitates
recording an action recipe, and may include one or more
sub-components not depicted 1n FIG. 2, such as an action
recipe recording initialization component, an action recipe
recording component, an action recipe command definition
component, and an action recipe indexer. Recipe record
component 222 (e.g., via an action recording 1nmitialization
component) can receive an mstruction to generate an action
recipe dataset associated. For example, the action recording,
initialization component can receive an action recipe record
trigger (e.g., pressing a device button, touching an assigned
portion of a touchscreen, recerving a selection of an appli-
cation, etc.). Generally, the action recording initialization
component 1nitializes a recording of an action. Once itial-
ized, the action recording component records an action
recipe (e.g., an action recipe dataset) based on a set of user
inputs 1into one or more applications. For example, the action
recipe recording component can detect a set of mputs 1nto
one or more applications (e.g., touches, selections, interac-
tions, entered parameters, and the like). During this time, the
action recipe recording component records the set of mputs
(c.g., opening the UBER app, requesting a ride home,
copying the ETA, opening WHATSAPP, selecting a chat
with a particular person, typing in a message, pasting the
ETA from UBER, and sending the text). When the user is
finished, the user may stop the recording (e.g., by entering
an 1put assigned to stop the recording, such as pressing a
device button, touching an assigned portion of a touch-
screen, etc.), and the action recipe recording component
generates an action recipe dataset that includes a represen-
tation of the detected set of mputs and corresponding
applications.

Additionally and/or alternatively, recipe record compo-
nent 222 (e.g., via the action recipe recording component
and/or revision component 224) may facilitate constructing
an action recipe with individual actions. For example, a user
interface can permit a user to display or otherwise access one
or more existing actions (e.g., by speaking, typing or select-
ing a command such as “show my actions”). The user
interface may permit a user to select one or more existing
actions (e.g., using a touch command, a voice command, or
otherwise) and prompt the user to add the selected action to
a desired action recipe (e.g., via a pop-up menu, some other
touch command, a voice command, or otherwise). As such,
a user can construct an action recipe using existing actions.
Similarly, the user interface may permit a user to add to an
action recipe one or more actions that have not yet been
recorded. For example, an action recipe may 1include a
placeholder for an action, and recipe record component 222
may permit the user to record the action, for example, when
adding it to a recipe, or at some later time. As such, a user
can define an action recipe by selecting individual actions to
include in the recipe.

In some embodiments, an action recipe can be constructed
on-the-fly. For example, although an action recipe has not
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previously been defined, a user might imtiate a command
(e.g., using command 1nitialization component 214) to 1ni1-
tialize a detection of a series of spoken commands, typed
commands and/or some other command representations.
Instead of, or in addition to searching an index for a
matching command (e.g., 1f no matching commands are
identified), creator digital assistant application 212 (e.g., via
command initialization component and/or recipe record
component 222) can parse the recerved command 1nto one or
more subcommands. For example, a received command
such as “find hotels 1n Dallas and show me places to eat

there” might get parsed into separate sub-commands (e.g.,
“find hotels 1n Dallas” using HOTELS.COM and “show me
places to eat there” using YELP®). If one or more of the
sub-commands can be matched (e.g., using device command
matchmaker 216), the corresponding actions can be
executed (e.g., using playback component 218), provided to
the user for approval and saving, and/or used to construct a
new action recipe based on the identified actions. In this
manner, by simply speaking in natural language, a received
command can be automatically decomposed into its con-
stituent parts to construct an action recipe on-the-ily.

Once a recording or other defimition of an action recipe 1s
complete, recipe record component 222 (e.g., via the action
recipe command definition component) may prompt the user
for, or otherwise permit the user to enter, a set of commands
that should be associated with the action recipe. Similarly, a
user iterface may permit the user to name the action recipe,
and the name of the action recipe can be used for an
associated command. Input parameters can be automatically
detected, manually assigned, or some combination thereof.
As such, recipe record component 222 (e.g., via the action
recipe command definition component) can create an action
recipe dataset that includes the set of mputs (including input
parameters), corresponding applications and associated
commands.

Generally, action recipe record component 222 (e.g., via
the action recipe imndexer) can index the action recipe (e.g.,
action recipe dataset) 1n on-device index 226 and store the
action 1n on-device data store 228. Additionally and/or
alternatively, action recipe record component 222 can sub-
mit the action recipe to action cloud server 250 (e.g., through
an API) for indexing in ARC index 256 and/or storage in
ARC data store 258. As such, any user can access the action
recipe from the action cloud server by entering one of the
assoclated commands, as described 1n more detail above.

In the embodiment depicted in FIG. 2, creator digital
assistant application 212 includes revision component 224.
Generally, revision component 224 provides a user interface
that facilitates searching for and editing actions and/or
action recipes. For example, a user mterface can permit a
user to display or otherwise access one or more existing
actions (e.g., by speaking, typing or selecting a command
such as “show my actions™) and/or one or more existing,
action recipes (e.g., by speaking, typing or seclecting a
command such as “show my action recipes”). In some
embodiments, various search algorithms can be i1mple-
mented to search for a matching action and/or action recipe.
For example, revision component 224 may accept one or
more keywords as inputs and may search on-device index
226 and/or ARC index 256 for a matching name, command
and/or metadata. In some embodiments, actions and action
recipes may be separately searchable to generate a desired
set of search results. Actions and/or action recipes that have
been defined by the user performing the search may be
prioritized 1n the search results, avoiding the expenditure of
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computing time and resources that would otherwise be
necessary to generate search results less likely to be relevant.

In some embodiments, action and/or action recipe meta-
data can facilitate eflicient searching. For example, metadata
tags can be generated to facilitate filtering and searching
actions and/or action recipes based on keywords or subjects.
By way of nonlimiting example, for an action that returns
temperature (e.g., detecting room temperature using NEST),
the corresponding action and/or action recipe can be tagged
“hot” and/or “cold,” and the like. Metadata tags can be
generated 1n various ways. For example, one or more
tagging rules can be applied to actions and/or action recipes
based on the action/recipe name, associated commands,
application involved, an mput or output parameter, and the
like. By way of nonlimiting example, searching for “action
recipes that involve heat management” might return a list of
action recipes that were tagged with a synonym or related
term for heat management (e.g., “heat,” “cold,” freezing,”
etc.). As such, a user interface can be provided to permuit
searches that include metadata.

Additionally and/or alternatively, revision component 224
provides a user interface that facilitates editing actions
and/or action recipes. A user interface may permit a user to
select one or more existing actions and/or action recipes
(e.g., using a touch command, a voice command, or other-
wise) and prompt the user to make related changes. By way
of nonlimiting example, revision component 224 may
prompt or otherwise permit a user to edit an action, for
example, by adding, modifying or deleting one or more of a
set of recorded inputs, designated contextual mput param-
eters, associated commands, action name, an associlated
application and the like. Additionally and/or alternatively,
revision component 224 may prompt or otherwise permit a
user to edit an action recipe, for example, by adding,
moditying or deleting one or more of a set of recorded
inputs, designated contextual input parameters, associated
commands, action recipe name, associated applications,
order of actions within the recipe, data passing parameters,
alternative applications for a designated function, a priority
order for alternative applications, assigned applications for
a bound function, and the like. Various user interfaces can be
implemented, as would be understood by those of ordinary
skill 1n the art.

In the embodiment depicted 1n FIG. 2, environment 200
includes action cloud server 250. Generally, action cloud
server 250 provides a service that aggregates actions, action
recipes and commands, performs matchmaking for recerved
commands, and/or delivers matched actions (e.g., action
datasets) and/or action recipes (e.g., action recipe datasets)
to requesting users. In various embodiments, action cloud
server 250 supports one or more API’s that permit creator
device 210 and/or consumer device 230 to interact with the
platform. In the embodiment depicted 1n FIG. 2, action cloud
server 250 1ncludes action, recipe, and command (“ARC™)
aggregator 252, cloud command matching component 254,
ARC index 256 and ARC data store 258.

ARC aggregator 252 generally receives recorded actions
(e.g., action datasets) and/or action recipes (e.g., action
recipe datasets) from submissions, for example, from creator
device 210. Upon receipt, ARC aggregator 252 registers the
actions and/or action recipes, for example, by indexing the
action and/or action recipe (e.g., action and/or action data-
set) in ARC index 256 and/or storing the action and/or action
recipe in ARC data store 258. Although ARC data store 2358
1s depicted as one component, ARC data store 258 may be
implemented across any number ol components, whether
distributed or otherwise. In some embodiments, submissions
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may be validated and audited. Accordingly, information
about the action, action recipe and/or associated commands
may be recorded (e.g., creator, private/shared, date, devi-
celD), action details, command details, version information,
etc.) for reference. This and other information can be
included in ARC index 256 for searching and/or matchmak-
Ing purposes.

In some embodiments, ARC aggregator 252 merges over-
lapping actions submitted by multiple users, so actions can
be uniquely identified by command, user, or otherwise.
Likewise, ARC aggregator 252 can merge overlapping
action recipes submitted by multiple users, so actions can be
umquely 1dentified by command, user, or otherwise. Addi-
tionally and/or alternatively, ARC aggregator 252 can merge
commands to improve command matchmaking. In some
embodiments, ARC aggregator 252 can create command
templates using knowledge of which command elements are
command parameters to facilitate merging. As such, ARC
aggregator 252 can expand the body of known actions,
action recipes and commands available for crowdsourcing,
permitting a digital assistant application on a user device to
incrementally increase supported functionality over time. In
this manner, action cloud server 250 can evolve over time,
as the body of actions, recipes and commands expands.

Cloud command matchmaking component 254 generally
performs matchmaking based on received command mputs
to locate potentially matching actions and/or action recipes.
For example, 1f a user of consumer device 230 inputs a
command that 1s not recognized (e.g., because there are no
matching commands in data store 242), the user’s device
command matchmaking 236 can send the command (e.g., a
textual representation thereof) to action cloud server 250 to
check the crowdsourced database, ARC data store 258
and/or crowdsourced index, ARC 1ndex 256. Cloud com-
mand matchmaking component 254 can facilitate filtering
by action and/or action recipe name, application, category,
metadata, and the like. IT a match 1s located, the correspond-
ing action and/or action recipe can be accessed and trans-
terred to the requesting device. As such, cloud command
matchmaking component 254 can access a recerved com-
mand and search ARC index 2356 for a matching stored
command 1n ARC data store 258. In some embodiments,
matchmaking can be enhanced in various ways, such as
tuzzy matching and machine learning models, as would be
understood by those of ordinary skill 1n the art. Thus, as the
body of actions, recipes and commands expands over time,
cloud command matchmaking component 254 can support
new commands.

In some embodiments, action cloud sever 2350 may
include or otherwise make use of various tools for validating
and managing actions and commands. For example, some
tools may facilitate validation, review and flagging of
actions and commands. In some embodiments, action cloud
sever 250 includes manual override tools that facilitate
review, validate or flag actions and commands, for example,
by an admimstrator. In some embodiments, action cloud
sever 250 1ncludes semi-manual tools that process actions,
action recipes and/or commands and flag specific cases for
human review. Action cloud sever 250 may control access to
the validation and management tools. For example, action
cloud server 250 may control which devices are allowed to,
or are flagged from, providing new actions and commands
(e.g., using any type of authorization and/or authentication
scheme). In some embodiments, action cloud sever 250 can
automatically blacklist a specific action, action recipe and/or
or command based on defined or learned rules, as would be
understood by those of ordinary skill in the art. In any of
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these scenarios, action cloud sever 250 can update ARC
index 256 and/or ARC data store 238 and raise correspond-
ing alerts.

Turning now to FIGS. 3-5, FIGS. 3-35 depict a series of
illustrations of an example user interface of a digital assis-
tant application executing an action recipe, in accordance
with embodiments of the present invention. Although each
of FIGS. 3-5 depict example interfaces, other variations may
be implemented within the present disclosure.

The user interface of FIG. 3 depicts an embodiment of a
digital assistant application that utilizes a command trigger
to listen for spoken commands. In this embodiment, home
button 320 1s assigned as the command trigger for the digital
assistant application. As such, when a user presses and holds
home button 320, a triggered listening mode 1s 1imtiated. A
visualization that the listening mode 1s active, such as speech
box 340, may be provided. During this listeming mode, the
digital assistant application listens for and detects spoken
commands. In some embodiments, a command trigger may
be assigned to some other button or touch interface, or may
be omitted instead. Other variations for detecting commands
will be understood by those of ordinary skill in the art.

The user interface of FIG. 4 depicts a list of action recipes.
For example, a digital assistant application might respond to
the command “show my action recipes” by providing the
user iterface depicted in FIG. 4. In this example, the
available action recipes (e.g., locally stored action recipe
datasets) include action recipe 420 and action recipe 440.
For example, action recipe 420 1s named “start my commute
to work,” and includes three actions: “driving mode,” “pub-
lic radio,” and “work.” In this example, action recipe 420
disables calls and messages via the app TEXTDRIVE, starts
a selected podcast on NPR, and begins navigation using
GOOGLE MAPS. Action recipe 440 provides another
example of an action recipe, 1n this case, consisting of three
actions. First, action recipe 440 sends a text message to the
contact “John” with the text “Hey, I’'ll be going on a run.”
Then, action recipe 440 starts playing the “beast mode”
playlist on SPOTIFY, and finally, starts a stored navigation
route through Central Park using GOOGLE MAPS. These
action recipes are simply meant as examples, and various
other action recipes will be understood by those of ordinary
skill 1n the art. Users can create their own recipes made of
different actions that are available on their device.

FIGS. 5A-5D depict a series of illustrations of a user
interface of a digital assistant application executing action
recipe 420 in FIG. 4. For example, a digital assistant
application might respond to a selection of action recipe 420
by providing the user interface depicted 1n FIGS. SA-5D. In
this example, FIG. 5A illustrates the first action (driving
mode) being executed, FIG. 3B illustrates the second action
(public radio) being executed, and FIG. 5C illustrates the
third action (work) being executed. In some embodiments,
executing an action can take place 1n the background such
that the invoked application being emulated 1s not displayed,
although this need not be the case. During execution, any
type ol notification or indication of progress may be pro-
vided. Finally, FIG. 5D illustrates an example user interface
once action recipe 420 has been executed. In this example,
calls and messages have been disabled via the app TEXT-
DRIVE (not 1illustrated), the selected podcast has begun
playing on NPR (not 1llustrated), and navigation has begun
using GOOGLE MAPS. The user interfaces depicted in the
foregoing figures are meant simply as examples. Other
variations may be implemented within the present disclo-
sure.
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As such, actions and action recipes make life easier and
faster, providing instant and customizable access to com-
monly used applications. Further, actions and action recipes
provide a natural and simplified interface for users, without
requiring users to remember specific actions or learn a new
command syntax, reducing the cognitive load required for
users to invoke actions and action recipes. Moreover, action
recipes pipeline data from action to action, which facilitates
automation, eliminates unnecessary user interactions, frees
up computing resources, and improves computing efliciency.
Finally, by emulating a set of inputs for a particular user,
actions and action recipes leverage the user’s existing
accounts with third party applications. Accordingly, actions
and action recipes can consolidate tunctionality across dis-
parate systems without introducing any additional registra-
tion, authentication or authorization steps. As such, a user
can efliciently and eflectively perform multiple actions using
a single command, whether within one application or mul-
tiple applications.

Exemplary Flow Diagrams

With reference now to FIGS. 6-7, flow diagrams are
provided illustrating methods for defining action recipes
with a digital assistant application. Each block of the meth-
ods 600 and 700 and any other methods described herein
comprises a computing process performed using any com-
bination of hardware, firmware, and/or software. For
instance, various functions can be carried out by a processor
executing instructions stored in memory. The methods can
also be embodied as computer-usable 1nstructions stored on
computer storage media. The methods can be provided by a
standalone application, a service or hosted service (stand-
alone or in combination with another hosted service), or a
plug-in to another product, to name a few.

Turning mnitially to FIG. 6, FIG. 6 illustrates a method 600
for defining action recipes with a digital assistant applica-
tion, 1n accordance with embodiments described herein.
Initially at block 610, an 1nstruction 1s received to generate
an action recipe dataset that defines a sequence of actions
associated with one or more applications. At block 620, a set
ol inputs 1nto the one or more applications 1s detected. The
set of mputs correspond to the sequence of actions. At block
630, the action recipe dataset 1s generated based at least 1n
part on the detected set of inputs and a set of command
representations received for association with the action
dataset. The digital assistant application 1s configured to
emulate the set of inputs 1n response to a recerved command
that 1s determined to correspond to one of the command
representations.

Turning now to FIG. 7, FIG. 6 1llustrates a method 700 for
defining action recipes with a digital assistant application, 1n
accordance with embodiments described herein. Initially at
block 710, an mput command to execute an action recipe
dataset 1s received. The action recipe dataset comprises a
sequence ol actions associated with one or more applica-
tions. At block 720, a textual representation of the input
command 1s parsed into a plurality of sub-commands. At
block 730, the plurality of sub-commands 1s matched with
corresponding commands associated with defined action
datasets. The defined action datasets comprise correspond-
ing sets ol mputs mto the one or more applications. At block
740, the action recipe dataset 1s generated based at least 1n
part on the defined action datasets and the mput command.
At block 750, the defined sets of mputs are emulated using
the one or more applications.

Exemplary Operating Environment

Having described an overview of embodiments of the

present invention, an exemplary operating environment in
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which embodiments of the present invention may be imple-
mented 1s described below in order to provide a general
context for various aspects of the present invention. Refer-
ring now to FIG. 8 in particular, an exemplary operating
environment for implementing embodiments of the present
invention 1s shown and designated generally as computing
device 800. Computing device 800 1s but one example of a
suitable computing environment and 1s not intended to
suggest any limitation as to the scope of use or functionality
of the mvention. Neither should computing device 800 be
interpreted as having any dependency or requirement relat-
ing to any one or combination of components illustrated.

The invention may be described 1n the general context of
computer code or machine-useable instructions, including
computer-executable mstructions such as program modules,
being executed by a computer or other machine, such as a
cellular telephone, personal data assistant or other handheld
device. Generally, program modules including routines,
programs, objects, components, data structures, etc., refer to
code that perform particular tasks or implement particular
abstract data types. The invention may be practiced 1n a
vartety of system configurations, including hand-held
devices, consumer electronics, general-purpose computers,
more specialty computing devices, etc. The invention may
also be practiced i distributed computing environments
where tasks are performed by remote-processing devices
that are linked through a communications network.

With reference to FIG. 8, computing device 800 includes
bus 810 that directly or indirectly couples the following
devices: memory 812, one or more processors 814, one or
more presentation components 816, mput/output (I/0) ports
818, mput/output components 820, and 1illustrative power
supply 822. Bus 810 represents what may be one or more
busses (such as an address bus, data bus, or combination
thereol). Although the various blocks of FIG. 8 are shown
with lines for the sake of clanty, in reality, delineating
various components 1s not so clear, and metaphorically, the
lines would more accurately be grey and fuzzy. For example,
one may consider a presentation component such as a
display device to be an I/O component. Also, processors
have memory. The inventor recognizes that such 1s the
nature of the art, and reiterates that the diagram of FIG. 8 1s
merely 1llustrative of an exemplary computing device that
can be used 1n connection with one or more embodiments of
the present mvention. Distinction 1s not made between such
categories as “workstation,” “server,” “laptop,” “hand-held
device,” etc., as all are contemplated within the scope of
FIG. 8 and reference to “computing device.”

Computing device 800 typically includes a variety of
computer-readable media. Computer-readable media can be
any available media that can be accessed by computing
device 800 and includes both volatile and nonvolatile media,
and removable and non-removable media. By way of
example, and not limitation, computer-readable media may
comprise computer storage media and communication
media. Computer storage media includes both volatile and
nonvolatile, removable and non-removable media 1mple-
mented 1n any method or technology for storage of infor-
mation such as computer-readable instructions, data struc-
tures, program modules or other data. Computer storage
media 1ncludes, but 1s not limited to, RAM, ROM,
EEPROM, flash memory or other memory technology, CD-
ROM, digital versatile disks (DVD) or other optical disk
storage, magnetic cassettes, magnetic tape, magnetic disk
storage or other magnetic storage devices, or any other
medium which can be used to store the desired information
and which can be accessed by computing device 800.
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Computer storage media does not comprise signals per se.
Communication media typically embodies computer-read-
able instructions, data structures, program modules or other
data 1n a modulated data signal such as a carrier wave or
other transport mechamism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network
or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combina-
tions of any of the above should also be 1included within the
scope of computer-readable media.

Memory 812 includes computer-storage media i the
form of volatile and/or nonvolatile memory. The memory
may be removable, non-removable, or a combination
thereof. Exemplary hardware devices include solid-state
memory, hard drives, optical-disc drives, etc. Computing
device 800 includes one or more processors that read data
from various entities such as memory 812 or I/O compo-
nents 820. Presentation component(s) 816 present data indi-
cations to a user or other device. Exemplary presentation
components include a display device, speaker, printing com-
ponent, vibrating component, etc.

I/0O ports 818 allow computing device 800 to be logically
coupled to other devices including I/O components 820,
some ol which may be built n. Illustrative components
include a microphone, joystick, game pad, satellite dish,
scanner, printer, wireless device, etc. The I/O components
820 may provide a natural user interface (NUI) that pro-
cesses air gestures, voice, or other physiological inputs
generated by a user. In some instances, mputs may be
transmitted to an appropriate network element for further
processing. An NUI may implement any combination of
speech recognition, stylus recognition, facial recognition,
biometric recognition, gesture recognition both on screen
and adjacent to the screen, air gestures, head and eye
tracking, and touch recognition (as described 1n more detail
below) associated with a display of computing device 800.
Computing device 800 may be equipped with depth cam-
eras, such as stereoscopic camera systems, infrared camera
systems, RGB camera systems, touchscreen technology, and
combinations of these, for gesture detection and recognition.
Additionally, the computing device 800 may be equipped
with accelerometers or gyroscopes that enable detection of
motion. The output of the accelerometers or gyroscopes may
be provided to the display of computing device 800 to render
immersive augmented reality or virtual reality.

Embodiments described herein support recording, execut-
ing and crowdsourcing action recipes. The components
described herein refer to integrated components of a crowd-
sourced digital assistant system. The integrated components
refer to the hardware architecture and software framework
that support functionality using the crowdsourced digital
assistant system. The hardware architecture retfers to physi-
cal components and 1nterrelationships thereof and the soft-
ware framework refers to solftware providing functionality
that can be implemented with hardware embodied on a
device.

The end-to-end software-based crowdsourced digital
assistant system can operate within the crowdsourced digital
assistant system components to operate computer hardware
to provide crowdsourced digital assistant system function-
ality. At a low level, hardware processors execute instruc-
tions selected from a machine language (also referred to as
machine code or native) instruction set for a given processor.
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The processor recognizes the native instructions and per-
forms corresponding low level functions relating, for
example, to logic, control and memory operations. Low
level software written 1n machine code can provide more
complex functionality to lhigher levels of software. As used
herein, computer-executable instructions includes any soft-
ware, including low level software written 1n machine code,
higher level software such as application software and any
combination thereof. In this regard, the crowdsourced digital
assistant system components can manage resources and
provide services for the crowdsourced digital assistant sys-
tem functionality. Any other vanations and combinations
thereot are contemplated with embodiments of the present
invention.

Having 1dentified various components in the present dis-
closure, 1t should be understood that any number compo-
nents and arrangements may be employed to achieve the
desired functionality within the scope of the present disclo-
sure. For example, the components in the embodiments
depicted 1n the figures are shown with lines for the sake of
conceptual clarity. Other arrangements of these and other
components may also be immplemented. For example,
although some components are depicted as single compo-
nents, many of the elements described herein may be imple-
mented as discrete or distributed components or 1n conjunc-
tion with other components, and 1n any suitable combination
and location. Some elements may be omitted altogether.
Moreover, various functions described herein as being per-
formed by one or more entities may be carried out by
hardware, firmware, and/or software, as described below.
For instance, various functions may be carried out by a
processor executing instructions stored 1n memory. As such,
other arrangements and elements (e.g., machines, interfaces,
functions, orders, and groupings of functions, etc.) can be
used 1n addition to or mnstead of those shown.

The subject matter of the present invention 1s described
with specificity herein to meet statutory requirements. How-
ever, the description 1tself 1s not intended to limit the scope
of this patent. Rather, the inventor has contemplated that the
claimed subject matter might also be embodied i other
ways, to include different steps or combinations of steps
similar to the ones described 1n this document, 1n conjunc-
tion with other present or future technologies. Moreover,
although the terms “step” and/or “block™ may be used herein
to connote different elements of methods employed, the
terms should not be interpreted as implying any particular
order among or between various steps herein disclosed
unless and except when the order of individual steps i1s
explicitly described.

The present invention has been described 1n relation to
particular embodiments, which are intended 1n all respects to
be 1llustrative rather than restrictive. Alternative embodi-
ments will become apparent to those of ordinary skill 1n the
art to which the present invention pertains without departing
from 1ts scope.

From the foregoing, 1t will be seen that this mvention 1s
one well adapted to attain all the ends and objects set forth
above, together with other advantages which are obvious
and inherent to the system and method. It will be understood
that certain features and subcombinations are of utility and
may be employed without reference to other features and
subcombinations. This 1s contemplated by and 1s within the
scope of the claims.

What 1s claimed 1s:

1. A computer-implemented method for defining action
recipes performed by a digital assistant application, the
method comprising:
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receiving, by a computing device, an instruction to gen-
erate an action recipe dataset that defines a sequence of
actions associated with multiple applications;

detecting, by the computing device, a set of inputs into the
multiple applications, wherein the set of mputs corre-
sponds to the sequence of actions;

recording the detected set of inputs to the multiple

applications; and

generating, by the computing device, the action recipe

dataset based on the recorded set of inputs,
wherein the digital assistant application 1s configured to
emulate the set of mputs 1n response to a received
command,
wherein the digital assistant application 1s configured to
pass data from a first application of the multiple
applications to a second, different, application of the
multiple applications when emulating the set of
inputs 1n response to the recerved command,
wherein the digital assistant application 1s configured to
provide the action recipe dataset to a remote server
to facilitate distribution to multiple computing
devices that each have the digital assistant applica-
tion 1nstalled thereon, and
wherein the recetved command instructs the digital
assistant application to:
utilize a representation of an output of the first
application as a value of a varniable input param-
cter in an 1nput command to the second applica-
tion when emulating the set of inputs 1n response
to the recerved command,
apply a transformation to the output of the first
application to generate transformed data, and
pass the transformed data as the value of the variable
input parameter 1n the input command to the
second application.

2. The computer-implemented method of claim 1,
wherein the digital assistant application 1s configured to pass
the representation of the output from the first application as
the value of the variable mput parameter in the input
command to the second application.

3. The computer-implemented method of claim 1,
wherein the action recipe dataset 1s configured to bind a first
action of the sequence of actions to a particular function.

4. The computer-implemented method of claim 3,
wherein the digital assistant application 1s configured to
emulate the first action by performing the function using an
application selected from alternative applications.

5. The computer-implemented method of claim 1,
wherein the action recipe dataset 1s configured to dynami-
cally replace an application.

6. The computer-implemented method of claim 1,
wherein the action recipe dataset 1s configured to pass data
between actions of the sequence of actions.

7. The computer-implemented method of claim 1,
wherein the received command 1ncludes a second value of a
second variable input parameter of an input into one of the
multiple applications.

8. The non-transitory computer-readable medium of claim
1, wherein the action recipe dataset 1s configured to dynami-
cally replace an application.

9. The non-transitory computer-readable medium of claim
1, wherein the action recipe dataset 1s configured to pass data
between actions of the sequence of actions.

10. The non-transitory computer-readable medium of
claim 1, wherein the received command includes a second
value of a second 1mnput parameter of an imput 1nto one of the
multiple applications.
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11. A non-transitory computer-readable medium whose
contents, when executed by a computing device, cause the
computing device to perform a method for defining action
recipes performed by a digital assistant application, the
method comprising:

receiving an instruction to generate an action recipe

dataset that defines a sequence of actions associated
with multiple applications;

detecting a set of inputs mnto the multiple applications,

wherein the set of inputs corresponds to the sequence of

actions;
recording the detected set of inputs into the multiple

applications; and
generating the action recipe dataset based on the recorded

set of 1nputs,

wherein the digital assistant application 1s configured to
emulate the set of mputs 1n response to a received
command,

wherein the digital assistant application 1s configured to
pass data from a first application of the multiple
applications to a second, different, application of the
multiple applications when emulating the set of
inputs 1n response to the recerved command,

wherein the digital assistant application 1s configured to
provide the action recipe dataset to a remote server
to facilitate distribution to multiple computing
devices that each have the digital assistant applica-
tion installed thereon, and
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wherein the received command instructs the digital

assistant application to:

utilize a representation of an output of the first
application as a value of a varnable input param-
cter in an 1nput command to the second applica-
tion when emulating the set of 1nputs 1n response
to the recerved command,

apply a transformation to the output of the first
application to generate transformed data, and

pass the transformed data as the value of the variable
input parameter in the input command to the
second application.

12. The non-transitory computer-readable medium of
claim 11, wherein the digital assistant application 1s config-
ured to pass the representation of the output from the first
application as the value of the input parameter in the 1mput
command to the second application.

13. The non-transitory computer-readable medium of
claim 11, wherein the action recipe dataset 1s configured to
bind a first action of the sequence of actions to a particular

function.

14. The non-transitory computer-readable medium of
claim 13, wherein the digital assistant application 1s config-
ured to emulate the first action by performing the function
using an application selected from alternative applications.
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