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IDENTITY-BASED RISK EVALUATION
TECHNIQUES

RELATED APPLICATIONS

The present application 1s a continuation-in-part of U.S.

application Ser. No. 17/812,841, entitled “COMPONENT-
BASED RISK EVALUATION TECHNIQUES USING
PROCESSING FLOW SIGNATURES,” filed Jul. 15, 2022,

which claims priority to U.S. Provisional App. No. 63/264,
339, enftitled “COMPONENT-BASED RISK EVALUA-
TION TECHNIQUES USING PROCESSING FLOW SIG-
NATURES,” filed Nov. 19, 2021, the disclosures of each of
the above-referenced applications are incorporated by ref-
erence herein in their entireties.

BACKGROUND

Technical Field

This disclosure relates generally to computer system
reliability, and more particularly to identity-based risk
evaluation techniques that utilize assigned risk types.

Description of the Related Art

A server system may provide various services (e.g., web
services) 1n which the computing resources of the server
system perform computing operations on behalf of a
requesting entity, such as an end user. A given service may
be made up of many individual computing operations that
may be performed for an end user. In performing a given one
of these computing operations, the server system may use a
processing tlow that utilizes a combination of many different
components. These components may be shared by multiple
different processing flows to support the various computing
operations. Accordingly, as the server system services a
request, the associated processing flow may utilize a com-
bination of many different components to generate the
desired result for the user. In some 1nstances, however, this
component-based approach may present various technical
challenges, particularly as the number of components uti-
lized by the server system increases.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram illustrating an example server
system that utilizes a set of components, according to some
embodiments.

FIG. 2 1s a block diagram illustrating an example server
system generating a flow signature value while implement-
ing a processing tlow, according to some embodiments.

FIG. 3 1s a block diagram illustrating an example flow
analysis module, according to some embodiments.

FIG. 4 1s a block diagram 1illustrating an example flow
prospecting module during a prospecting phase, according
to some embodiments.

FIG. 5 1s a flow diagram 1llustrating an example method
for performing component-based risk evaluation using pro-
cessing flow signatures, according to some embodiments.

FIG. 6A 1s a block diagram illustrating an example system
configured to assign i1dentities to one or more end users and
determine risk scores for the identities, according to some
embodiments.

FIG. 6B 1s a block diagram illustrating an example
identity database, according to some embodiments.
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FIG. 7A 1s a block diagram 1illustrating an example system
configured to assign risk types to various elements corre-

sponding to a request and determine risk scores for the
request, according to some embodiments.

FIG. 7B 1s a block diagram illustrating an example
database storing assigned risk types, according to some
embodiments.

FIG. 8 1s a block diagram 1llustrating example layers of a
system configured to determine an overall risk score for a
request from a client device, according to some embodi-
ments.

FIG. 9 1s a block diagram illustrating an example user
interface for manipulating and viewing risk detection
results, according to some embodiments.

FIG. 10 1s a tlow diagram illustrating an example method
for performing identity-based risk evaluation, according to
some embodiments.

FIG. 11 1s a block diagram 1llustrating an example com-
puter system, according to some embodiments.

DETAILED DESCRIPTION

A server system may provide various services (e.g., web
services) 1 which the computing resources of the server
system (including hardware or software elements of the
server system) perform computing operations on behalf of a
requesting entity, such as an end user. Non-limiting
examples of web services a server system may provide
include email services, streaming media services, map-
based services, online payment services, retail services, etc.

A given service may be made up of many individual
computing operations (also referred to herein as “‘experi-
ences”’) that may be performed for an end user. Consider, as
a non-limiting example, an embodiment 1n which a server
system (e.g., implemented using multiple different, geo-
graphically diverse datacenters) provides an online payment
service to many users (e.g., millions of users). In this
example embodiment, the online payment service may allow
end users to perform various computing operations, such as
creating a user account, adding funding sources, sending and
receiving funds to other user accounts, etc.

In performing a given one of these computing operations,
the server system may use a processing flow that utilizes a
combination of multiple (and, potentially, many) “compo-
nents.” As used herein, the term “component” refers to a
hardware or software element used to perform a portion of
the computation used to complete the requested computing
operation. Various non-limiting examples of components are
described in detail below. In the context of a configuration
management system utilized by the server system, a “com-
ponent,” as used herein, may also be referred to as a
“configuration item” (or “CI”), where the configuration
management system may use various processes to monitor
the status of the mdividual Cls 1 use in the system. In this
disclosure, the term “processing flow™ refers to a sequence
of components used by the server system to perform a
requested computing operation (e.g., transferring funds
between user accounts, as one non-limiting example).

A server system may include a large number (e.g., thou-
sands, tens of thousands, etc.) of distinct components. These
components may be created by, and shared between, difler-
ent teams or divisions within the entity operating the server
system such that different components are “owned” or
managed by different internal entities. In such an embodi-
ment, when designing the processing flows that will be used
to perform the computing operations offered, different com-
binations of components may be selected, used, and shared
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to support the various computing operations. Accordingly, as
the server system services a request, the associated process-
ing flow may utilize a combination of many different com-
ponents to generate the desired result for the user. Note,
however, that there may be changes to any number (e.g.,
thousands) of these components on a daily basis, for
example, as part ol ongoing soitware development eflorts.
Further, in some instances, the number of components used
in a given processing tlow can be large (e.g., 100, compo-
nents, 1,000 components, 10,000 components, etc.).

While this component-based approach does {facilitate

scalability by allowing components to be created, managed,
and shared between internal entities and experiences, 1t also
presents various technical problems. For example, the pro-
cessing flow for a given computing operation may change
over time. Consider, as a non-limiting example, a particular
component that 1s used 1n the processing flow associated
with ten different computing operations included in the
service provided by the server system. In this example, 11
there 1s a change to this particular component, 1t will affect
the ten different processing tlows associated with these ten
different computing operations. Accordingly, 1f this change
to the particular component negatively impacts the perfor-
mance of this particular component, the performance of each
of these ten different processing flows may also be nega-
tively impacted (or prevented altogether).
Using prior techniques, there 1s little to no visibility about
the underlying components included 1n a given processing
flow, the changes made to those components, the pertor-
mance of those components, the decommaissioning of com-
ponents, etc. Further, using prior techniques, these compo-
nents may be treated as a group or “batch” (e.g., tier-1
databases) rather than as individual components. Accord-
ingly, 1t may be dithicult or impossible to determine, for a
given computing operation, the identity and status of the
underlying components included 1n the processing flow used
to perform that given computing operation. Further, using,
prior approaches, there 1s no suitable technique that may be
used to quantily the risk (e.g., to the server system, the
service(s) 1t provides, the business 1t supports, etc.) associ-
ated with the constant changes to the components in the
system.

In various embodiments, the disclosed techniques address
these technical problems by using component-based risk
evaluation techniques that use processing flow signature
values to monitor and analyze the processing tflows—and
therefore the components—utilized by the server system.
For example, 1 various embodiments, the disclosed tech-
niques include assigning some or all of the components
within a server system with a corresponding component
identifier value. In some embodiments, for example, a
component identifier value 1s an immutable name that
uniquely 1dentifies a particular component. As a requested
computing operation 1s performed by the server system,
these component 1dentifier values may be used to create a
flow 1dentifier value indicative of the sequence (that 1s, the
identity and order) of components included 1n the particular
processing flow used, by the server system, to perform the
requested computing operation. Stated differently, as differ-
ent components 1n the processing flow are used, the identi-
fier values for these different components are logged and
combined (e.g., concatenated) to form a flow 1dentifier value
that indicates the sequence of components used by the server
system to perform a given processing flow. Various embodi-
ments further include creating a processing tlow signature
value by performing a hash operation on (that 1s, computing,
a hash value from) this tlow identifier value. In one non-
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4

limiting embodiment, the disclosed techniques store a pro-
cessing flow signature value, optionally along with one or
more other 1items of information, associated with some or all
of the processing flows performed by the server system.
Non-limiting examples of additional information that may
be logged includes: a flow 1dentifier value corresponding to
the tlow signature value, a timestamp indicating a time at
which the processing tlow was performed, a counter indi-
cating the number of times that the processing tlow with a
particular flow signature value was performed within a given
time period, etc.

Maintaining these items of information may provide
various technical benefits. For example, when a processing
flow 1s completed and a new processing tlow signature value
1s generated, that processing flow signature value may be
compared to processing flow signature values generated for
previous 1nstances of that processing tlow. In the event that
the new signature value fails to match the previous signature
values, the disclosed techniques may determine that there
has been a change to one or more of the components
included 1n that processing tlow. Once this change has been
detected, various embodiments include using the flow 1den-
tifier values for this processing tlow to 1identity which of the
underlying component(s) has changed. Non-limiting
examples of changes to the components may include: addi-
tions of new components to the processing flow, modifica-
tion of existing components in the processing flow, and
removal or decommissioning of components included 1n the
processing flow. Once the relevant components have been
identified (e.g., 1n a real-time or near real-time manner),
further 1nvestigation nto the nature and extent of the
changes to these components can be performed. Accord-
ingly, various disclosed embodiments provide improved
visibility into the i1dentity and status of the combination of
components included 1n the various (and, potentially, numer-
ous) processing tlows used by the server system. Additional
technical benefits provided by various disclosed embodi-
ments are described 1n more detail below.

Referring now to FIG. 1, block diagram 100 depicts a
server system 110 that includes a set of components 112A-
112N (or, collectively, components 112), a flow prospecting,
module 120, a flow analysis module 130, and a data store
140. In various embodiments, server system 110 provides
one or more computing resources as part of a service (e.g.,
a web service) that may be used directly by end users or that
may be integrated with (or otherwise used by) services
provided by third-parties. As one non-limiting example,
server system 110, 1n some embodiments, provides an online
payment service that may be used by end users to perform
online financial transactions (e.g., sending or receiving
funds) or utilized by merchants to receive funds from users
during {financial transactions. Note, however, that this
embodiment 1s described merely as one non-limiting
example. In other embodiments, server system 110 may
provide any of various suitable services, such as an email
service, a streaming media service, etc. Additionally note
that, 1n some embodiments, a “server system” (such as
server system 110) may be implemented using a single
machine. In other embodiments, however, a “server system”™
may be implemented using multiple machines executing
(e.g., at one or more datacenters) for the benefit of a single
entity. For example, 1n some embodiments, server system
110 may be implemented using multiple machines located at
one or more geographically remote datacenters.

FIG. 1 further includes client device 102 operated by user
106. Client device 102 may be any of various suitable
computing devices, such as a smartphone, laptop computer,
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desktop computer, tablet computer, etc. that user 106 may
use to access the service(s) provided via server system 110.
For example, 1n various embodiments, client device 102
executes a software application 104, such as a web browser
or a service-specilic software application, usable to access
one or more computing resources provided by the server
system 110. In the depicted embodiment, user 106 uses
client device 102 to send a request 160 to perform a
computing operation via a service provided by server system
110. As a non-limiting example, consider an embodiment 1n
which the requested computing operation specified by
request 160 1s to check an account balance of a user account
of the user 106.

In various embodiments, the server system 110 utilizes
different combinations of components 112 to perform the
various computing operations available via the service the
server system 110 provides. For example, to service request
160, the server system 110 implements a processing flow
that utilizes a sequence of components 112 to perform a
series of tasks (or “sub-operations™) necessary to complete
the requested computing operation. Non-limiting examples
of these tasks could include any of various different com-
putational sub-operations, such as user-verification, risk
evaluation, data retrieval, routing, load balancing, etc., that
need to be completed in order to accomplish the broader
computing operation requested by the user. As a simplified
example for the purposes of illustration, assume that the
processing flow utilized by the server system 110 uses the
following sequence of components 112 to perform the
requested computing operation for request 160: component
112A, 1128, 112D, 112E, and 112N. (Note that, in many
embodiments, a processing flow may include a sequence of
any number (e.g., hundreds, thousands, etc.) of components
112.) Once the processing flow has completed execution
(e.g., by successtully performing the requested operation,
through an unexpected termination of the processing tlow,
etc.), the server system 110 may provide a response 162 to
the client device 102.

Non-limiting examples of “components” that may be
included 1n a processing tlow include an asset, a container
that 1s running a service, a virtual machine, a third-party
library, a physical asset, business logic that 1s embedded nto
an application, a Kubemetes cluster, etc. Consider, as a
non-limiting example, an instance 1n which a service (pro-
vided by the server system 110) runs an API that may be
used by requesting entities (e.g., end users, third-party
systems, etc.) to send a request to that service. In this
example, the service running the API would be considered
a “component.” Further, assume that this API has a particu-
lar configuration such that 1t accepts, in a properly formatted
API request, a particular set of parameters. This configura-
tion for the API, in various embodiments, will have an
associated component 1dentifier value. If that configuration
1s later changed (e.g., to modily the particular set of attri-
butes included 1n an API request), that change would result
in the assignment of a new 1dentifier value for that compo-
nent. When the flow signature value (e.g., hash value) for a
processing tlow that includes this service 1s later computed,
this change to the configuration will result 1n a change to the
signature value. As described herein, that change 1n signa-
ture value may be mvestigated further to identity the source
of this change (the update to the API specification, 1n the
current example).

Various embodiments include utilizing identifier values
associated with components in the server system to track
which components within the infrastructure of the server
system 110 are in use for the various processing flows. As
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one non-limiting example, a processing flow may include
the sequence of components 112 (or simply the set of
components 112 that have been assigned a component
identifier value) used by the server system 110 from the
ingress point of a request (e.g., a request 160 from a user
106), to a database, through one or more software applica-
tions or microservices, to a point of egress at which a
response 1s provided to the user. In various embodiments,
the disclosed techniques include generating tlow signature
values for the processing tlows utilized by the server system
110 to service client requests. In some embodiments, for
example, the server system 110 generates a flow signature
value as a hash value based on a concatenation (or other
combination) of the identifier values for the sequence of
components in the utilized processing flow. By using the
component 1dentifier values for each of the components 1n a
processing flow and using these component 1dentifier values
to create the flow signature value, the disclosed techniques
are capable of modeling the processing tflow for a given
computing operation. These flow 1dentifier values and tlow
signature values may be generated and stored over time for
many (or all) of the different processing flows used by the
server system 110, which, i various embodiments, helps to
identily any changes 1n the components 112 included 1n a
processing flow.

In various embodiments, the disclosed techniques may be
saild to operate 1 two complementary (and, optionally,
simultaneous) phases: a prospecting phase, and a reconcili-
ation phase. In various embodiments, the reconciliation
phase and prospecting phase may be said to operate as state
machines within an overall autonomous system. During the
prospecting phase, the flow prospecting module 120 gener-
ates flow signature values for the permissible processing
flows that are permitted via the server system 110. That 1is,
flow prospecting module 120 generates flow signature val-
ues for the sequences of components 112 that are permitted
based on the logic and constraints of the individual compo-
nents 112. In various embodiments, the prospecting opera-
tions may be repeated (e.g., on a periodic basis) to generate
new and updated flow signature values as components are
added to or removed from the server system 110. Flow
prospecting module 120 and various embodiments of the
prospecting phase are described in detail below with refer-
ence to FIG. 4.

The prospecting phase may be thought of as a “non-
production” phase because, 1n various embodiments, the
prospecting operations are performed independent of the
requests being received and serviced by the server system
110. The reconciliation phase, by contrast, may be thought
of as a “production phase” because, 1n various embodiments,
the reconciliation operations discussed herein are performed
based on the instantiated production environment used by
server system 110 to service requests from clients. For
example, as a request 1s serviced, a tlow signature value may
be created based on the component identifiers for the
sequence of components used to service that request. This
process of generating flow signature values for the process-
ing flows used by the server system 110 may be performed
for all (or any desired subset) of the requests received by the
server system 110. Note that, in embodiments 1 which
server system 110 hosts a large-scale service, server system
110 may receive many (e.g., millions) requests each day. In
various embodiments, flow signature values generated either
by the flow prospecting module 120 during a prospecting
operation, or by the server system 110 w