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11007‘

Receive virtual model information associated with a virtual deformable geometric model,
the virtual model information comprising a complex rig comprising a first plurality of
transforms and a first plurality of vertices defined by a default model, and a simplified rig
comprising a second plurality of transforms and a second plurality of vertices, wherein the
second plurality of vertices correspond to the first plurality of vertices defined by the default
model ;

1102

Deform the simplified rig and the complex rig based on an animation to be applied to the
virtual deformable geometric model e
1104

Calculate a set of offset data, the set of offset data comprising, for each vertex in the first
plurality of vertices, an offset between the vertex and a corresponding vertex in the second.
plurality of verlices ;

1106

FIGURE 11
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Receive virtual model information associated with a virtual deformable geometric model,
the virtual model information comprising a complex rig comprising a first plurality of
transforms and a first plurality of vertices defined by a default model, and a simplified rig
comprising a second plurality of transforms and a second plurality of vertices, wherein the
second plurality of vertices correspond to the first plurality of vertices defined by the default
model |

Deform the simplified rig and the complex rig based on an animation to be applied to the
virtual deformable geometric model e
1204

Calculate a set of offset data, the set of offset data comprising, for each vertex in the first
plurality of vertices, an offset between the vertex and a corresponding vertex in the second.
plurality of verlices ;

1206

FIGURE 12
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1300 7‘

ldentify a virtual deformable geometric model to be animated in a real-time immersive
environment, the virtual deformable geometric model comprising a virtual model mesh
comprising a plurality of vertices, a plurality of edges, and a plurality of faces
1302

lteratively refine the virtual model mesh in one or more iterations to generate a refined
mesh, wherein each iteration of the one or more iterations increases the number of
vertices, the number of edges, and/or the number of faces
1304

Present the refined mesh during real-time animation of the virtual deformable geometric
model within the real-time immersive environment :
1306

FIGURE 13
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1400 7‘

Identify a virtual character being presented to a user within a real-time immersive
environment
1402

Determine a first animation to be applied to the virtual character
1404

Determine a nonverbal communication animation to be applied to the virtual character
simuitaneousty with the first animation
1400

communication animation
1408

Animate the virtual character in real-time based on the first animation and the nonverbal

FIGURE 14
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SYSTEMS AND METHODS FOR REAL-TIME
COMPLEX CHARACTER ANIMATIONS AND
INTERACTIVITY

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 16/045,563, filed on Jul. 25, 2018, 1ssued as
U.S. Pat. No. 10,937,219 on Mar. 2, 2021, and entitled
“SYSTEMS AND METHODS FOR REAL-TIME COM-
PLEX CHARACTER ANIMATIONS AND INTERACTIV-
ITY,” which claims priority to U.S. Provisional Patent
Application No. 62/538,590, filed on Jul. 28, 2017 and
entitled “SYSTEMS AND METHODS FOR COMPLEX
CHARACTER ANIMATIONS AND INTERACTIVITY
FOR VR AND AR,” all of which are incorporated 1n their

entireties herein by reference.

FIELD OF THE INVENTION

The present technology relates to the field of digital
character amimation. More particularly, the present technol-
ogy relates to techmques for real-time complex character
ammations and interactivity.

BACKGROUND

Virtual Reality (VR) and Augmented Reality (AR) are
new mediums for entertainment and storytelling that enable
content creators to immerse the viewer 1n ways that are not
possible in other mediums. VR and AR are powerful immer-
sive platforms to tell engaging stories with characters that
audiences can empathize with, much as one would experi-
ence 1n literature or cinema. Digital characters, such as those
used 1in VR and AR experiences, often begin as a neutralized
3D model (often called the *“default model”). A character
“rig” 1s a digital puppet that enables character models to be
ammated so that they can move, locomote, and emote, all 1n
a believable way, giving the 1llusion of life. The character nig
takes static default character models as inputs and then
applies a set of procedural modifications to these models
based on animation imput controls (such as how many
degrees the elbow 1s bent or how much the mouth of a
character 1s smiling), producing a deforming, expressive
character that amimates over time. The character rig typically
comprises a set of animation controls which drive an under-
lying hierarchy or collection of skeletal joints or bones. This
process 1s often referred to as the motion system of the
character. Then deformation layer(s) attach or bind the
character models to these animated skeletons using a variety
{ techniques.

SUMMARY

Various embodiments of the present disclosure can
include systems, methods, and non-transitory computer
readable media configured to receive virtual model infor-
mation associated with a virtual deformable geometric
model. The virtual model information comprises a complex
rig comprising a plurality of transforms and a first plurality
of vertices defined by a default model, and a simplified ng
comprising a second plurality of transforms and a second
plurality of vertices. The second plurality of vertices corre-
spond to the first plurality of vertices defined by the default
model. The simplified rig and the complex rig are deformed
based on an amimation to be applied to the virtual deform-

10

15

20

25

30

35

40

45

50

55

60

65

2

able geometric model. A set of offset data 1s calculated. The
set of oflset data comprises, for each vertex in the first
plurality of vertices, an oflset between the vertex and a
corresponding vertex in the second plurality of vertices.

In an embodiment, the animation comprises a plurality of
frames, and the set of offset data comprises, for each vertex
in the first plurality of vertices and for each frame in the
plurality of frames, an oflset between the vertex and a
corresponding vertex 1n the second plurality of vertices.

In an embodiment, an indication i1s received that the
ammation 1s to be applied to the virtual deformable geo-
metric model 1n real-time 1n an 1immersive environment.

In an embodiment, the simplified rig 1s deformed 1n
real-time based on the animation, and a complex model
deformation 1s generated based on the deforming the sim-
plified rig and the set of oflset data.

In an embodiment, the second plurality of transforms
represents a subset of the first plurality of transforms.

In an embodiment, the first plurality of transforms com-
prise a plurality of deformation transtforms and a plurality of
control transforms, and the second plurality of transforms
comprises a subset of the plurality of deformation trans-
forms.

In an embodiment, at least some of the first plurality of
transforms are arranged hierarchically.

In an embodiment, at least some of the second plurality of
transforms are arranged hierarchically.

In an embodiment, the simplified rig further comprises a
set of skinning weights that define a relationship between the
second plurality of transforms and the second plurality of
vertices.

In an embodiment, each vertex in the second plurality of
vertices 1s associated with no more than four transforms of
the second plurality of transforms.

Various embodiments of the present disclosure can
include systems, methods, and non-transitory computer
readable media configured to receirve virtual model infor-
mation associated with a virtual deformable geometric
model. The virtual model information comprises a complex
rig comprising a plurality of transforms and a first plurality
of vertices defined by a default model, and a simplified nig
comprising a second plurality of transforms and a second
plurality of vertices. The second plurality of vertices corre-
spond to the first plurality of vertices defined by the default
model. The simplified rig and the complex rig are deformed
based on an animation to be applied to the virtual deform-
able geometric model. A set of offset data 1s calculated. The
set of oflset data comprises, for each vertex in the first
plurality of vertices, an oflset between the vertex and a
corresponding vertex in the second plurality of vertices. A
compressed version of the set of oflset data 1s exported to a
real-time processing engine for real-time animation of the
virtual deformable geometric model.

In an embodiment, the compression version of the set of
oflset data 1s generated.

In an embodiment, the generating the compressed version
of the set of ofiset data comprises calculating a tight bound-
ing box for each vertex of the first plurality of vertices by,
for each vertex of the first plurality of vertices, tracking
minimum and maximum X, Y, and Z values of offsets for the
vertex through the amimation.

In an embodiment, the generating the compressed version
ol the set of offset data further comprises quantizing oflsets
in the set of oflset data using integers of 16-bits or less based
on the tight bounding boxes to generate a lower bit quanti-
zation of oflset data.
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In an embodiment, the generating the compressed version
of the set of offset data further comprises combining the
lower bit quantization of offset data with a video compres-
s1on technique by mapping X, Y, and Z oflset values to color
component values.

In an embodiment, the generating the compressed version
of the set of oflset data further comprises combining the
lower bit quantization of oflset data with lossy or lossless
audio compression techmques by mapping the X, Y, and Z
oflset values to channels of an audio stream.

In an embodiment, the generating the compressed version
of the set of oflset data further comprises combining the
lower bit quantization of oflset data with lossy or lossless
photo compression techniques by mapping the X, Y, and Z
oflset values to the color component values of pixels 1n a
photo and using adjacent pixels for sequential animation
frames.

In an embodiment, the generating the compressed version
of the set of offset data further comprises correlating each
vertex of the first plurality of vertices to a pixel of a video
stream.

In an embodiment, the correlating each vertex of the first
plurality of vertices to a pixel of a video stream comprises
correlating each vertex of the first plurality of vertices to a
pixel of a video stream by mapping each vertex of the first
plurality of vertices to a texture location using a texture
lookup or by using an indexing scheme.

In an embodiment, the generating the compressed version
of the set of offset data comprises clustering the set of offset
data to generate a plurality of clusters, and further wherein
the clustering the set of oflset data comprises clustering the
set of oflset data using K-means.

In an embodiment, the generating the compressed version
of the set of oflset data comprises clustering the set of offset
data to generate a plurality of clusters; and applying Prin-
cipal Component Analysis (PCA) to each cluster of the
plurality of clusters.

In an embodiment, the generating the compressed version
of the set of oflset data comprises representing changes
across time for oflsets of the set of offset data using an
approximating parametrized analytical function; and retain-
ing only a subset of the parameters of the approximating
parametrized analytical function

Various embodiments of the present disclosure can
include systems, methods, and non-transitory computer
readable media configured to i1dentily a virtual deformable
geometric model to be amimated 1n a real-time 1mmersive
environment. The virtual deformable geometric model com-
prises a virtual model mesh comprising a plurality of ver-
tices, a plurality of edges, and a plurality of faces. The
virtual model mesh 1s iteratively refined 1n one or more
iterations to generate a refined mesh. Each iteration of the
one or more iterations increases the number of vertices, the
number of edges, and/or the number of faces. The refined
mesh 1s presented during real-time animation of the virtual
deformable geometric model within the real-time 1immersive
environment.

In an embodiment, the real-time immersive environment
1s a virtual reality environment or an augmented reality
environment.

In an embodiment, the refined mesh comprises a second
plurality of vertices, and each vertex of the second plurality
of vertices 1s a linear weighted combination of vertices in the
plurality of vertices.

In an embodiment, each linear weighted combination of
vertices comprises one or more weights, and the method

turther comprises pre-computing the one or more weights
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4

for each linear weighted combination prior to real-time
amimation of the virtual deformable geometric model within
the real-time 1immersive environment.

In an embodiment, each linear weighted combination 1s
limited to a pre-defined maximum number of weights.

In an embodiment, for each vertex of the second plurality
of vertices having a plurality of weights greater than the
pre-defined maximum number of weights, a subset of
weilghts 1s selected from the plurality of weights for inclu-
sion 1n the linear weighted combination based on absolute
magnitudes of the weights.

In an embodiment, an approximate normal vector and an
approximate tangent vector 1s calculated for each vertex 1n
the second plurality of vertices.

In an embodiment, each vertex 1n a first subset of vertices
ol the second plurality of vertices has exactly four adjacent
vertices; the calculating the approximate normal vector for
cach vertex of the first subset of vertices comprises, for each
vertex 1n the first subset of vertices, calculating an approxi-
mate normal vector based on the four vertices adjacent to the
vertex; and the calculating the approximate tangent vector
for each vertex of the first subset of vertices comprises, for
cach vertex 1n the first subset of vertices, calculating an
approximate tangent vector based on the four vertices adja-
cent to the vertex.

In an embodiment, each vertex 1n a first subset of vertices
of the second plurality of vertices has greater than four
adjacent vertices; the calculating the approximate normal
vector for each vertex of the first subset of vertices com-
prises, for each vertex of the first subset of vertices, selecting
four vertices adjacent to the vertex, and calculating an
approximate normal vector based on the selected four ver-
tices adjacent to the vertex; and the calculating the approxi-
mate tangent vector for each vertex of the first subset of
vertices comprises, for each vertex in the first subset of
vertices, calculating an approximate tangent vector based on
the selected four vertices adjacent to the vertex.

In an embodiment, each vertex in a first subset of vertices
of the second plurality of vertices has fewer than four
adjacent vertices; the calculating the approximate normal
vector for each vertex of the first subset of vertices com-
prises, for each vertex of the first subset of vertices, deter-
mining a set of four vertices associated with the vertex, the
set of four vertices comprising all vertices adjacent to the
vertex and the vertex itsell substituted for any missing
vertices, and calculating an approximate normal vector for
the vertex based on the set of four vertices; and the calcu-
lating the approximate tangent vector for each vertex of the
first subset of vertices comprises, for each vertex in the first
subset of vertices, calculating an approximate tangent vector
based on the set of four vertices.

Various embodiments of the present disclosure can
include systems, methods, and non-transitory computer
readable media configured to i1dentity a virtual character
being presented to a user within a real-time i1mmersive
environment. A first amimation to be applied to the virtual
character 1s determined. A nonverbal communication ani-
mation to be applied to the virtual character simultaneously
with the first animation 1s determined. The virtual character
1s animated 1n real-time based on the first animation and the

nonverbal communication animation.

In an embodiment, the nonverbal communication anima-
tion 1s determined based on a user mput associated with the
usetr.
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In an embodiment, the user iput comprises location and
ortentation information associated with a set of feature

locations on the user that are tracked in the immersive
environment.

In an embodiment, the nonverbal communication anima-
tion comprises a looking anmimation to cause the virtual
character to look at one or more feature locations of the set
of feature locations on the user based on the location and
orientation information.

In an embodiment, the nonverbal communication anima-
tion comprises a looking animation to cause the virtual
character to look alternatingly at two or more objects in the
real-time 1immersive environment, wherein the two or more
objects include at least two of: a head of the user, a hand of
the user, a feature location on the body or face of the user,
another user 1n the real-time 1mmersive environment, a
second virtual character 1n the real-time 1immersive environ-
ment, or a simulated object in the real-time immersive
environment.

In an embodiment, the location and orientation informa-
tion comprises head location and orientation information
associated with the head of the user, and the nonverbal
communication animation comprises a mirroring animation
to cause the virtual character to mirror head movements by
the user based on the head location and orientation infor-
mation.

In an embodiment, the location and orientation informa-
tion further comprises hand location and orientation infor-
mation associated with one or more of the user’s hands.

In an embodiment, the animating the virtual character in
real-time based on the first animation and the nonverbal
communication animation comprises layering the nonverbal
communication animation with the first animation.

In an embodiment, the nonverbal communication anima-
tion 1s determined based on virtual environment state infor-
mation associated with the immersive environment.

In an embodiment, the nonverbal communication anima-
tion comprises increasing an activity level of the virtual
character based on the virtual environment state informa-
tion.

It should be appreciated that many other features, appli-
cations, embodiments, and/or variations of the disclosed
technology will be apparent from the accompanying draw-
ings and from the following detailed description. Additional
and/or alternative implementations of the structures, sys-
tems, non-transitory computer readable media, and methods
described herein can be employed without departing from
the principles of the disclosed technology.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A illustrates an example system including a char-
acter animation module, according to an embodiment of the
present disclosure.

FIG. 1B 1illustrates a block diagram representation of an
example of animation clip data, according to an embodiment
of the present disclosure.

FIG. 2 1illustrates an example data exporter module,
according to an embodiment of the present disclosure.

FIG. 3 illustrates an example nonverbal character cues
module, according to an embodiment of the present disclo-
sure.

FI1G. 4 illustrates an example complex model deformation
module, according to an embodiment of the present disclo-
sure.

FIG. 5 illustrates an example model tessellation module,
according to an embodiment of the present disclosure.
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FIG. 6 illustrates an example scenario associated with
model tessellation, according to an embodiment of the

present disclosure.

FIG. 7 illustrates an example scenario associated with
approximation of normal vectors, according to an embodi-
ment of the present disclosure.

FIG. 8 illustrates an example scenario associated with
approximation of normal vectors, according to an embodi-
ment of the present disclosure.

FIG. 9 illustrates an example scenario associated with
approximation of normal vectors, according to an embodi-
ment of the present disclosure.

FIG. 10 1llustrates an example tlow block diagram for the
generation of subdivision surfaces, according to an embodi-
ment of the present disclosure.

FIG. 11 1llustrates an example method to calculate vertex
oflset data between the vertices of a complex and a simple
character model, according to an embodiment of the present
disclosure.

FIG. 12 1llustrates an example method to calculate com-
pressed vertex oflset data between the vertices of a complex
and a simple character model, according to an embodiment
of the present disclosure.

FIG. 13 illustrates an example method to generate a
refined mesh from a base mesh, according to an embodiment
of the present disclosure.

FIG. 14 illustrates an example method to augment virtual
character animation with nonverbal communication anima-
tion, according to an embodiment of the present disclosure.

FIG. 15 illustrates an example of a computer system or
computing device that can be utilized 1n various scenarios,
according to an embodiment of the present disclosure.

The figures depict various embodiments of the disclosed
technology for purposes of illustration only, wherein the
figures use like reference numerals to 1dentify like elements.
One skilled in the art will readily recognize from the
following discussion that alternative embodiments of the
structures and methods illustrated in the figures can be
employed without departing from the principles of the
disclosed technology described herein.

DETAILED DESCRIPTION

Real-Time Complex Model Animations and Interactivity

Virtual Reality (VR) and Augmented Reality (AR) are
new mediums for entertainment and storytelling that enable
content creators to immerse the viewer 1 ways that are not
possible in other mediums. VR and AR are powerful immer-
sive platforms to tell engaging stories with characters that
audiences can empathize with, much as one would experi-
ence 1n literature or cinema. However, unlike film experi-
ences, VR and AR provide the opportunities for the digital
characters to interact with and react to the viewer 1n real time
because the viewer 1s fully immersed in the virtual world of
the story.

Digital characters often begin as a neutralized 3D model
(often called the “default model”). A character “rig” 1s a
digital puppet that enables character models to be animated
so that they can move, locomote, and emote, all 1n a
believable way, giving the illusion of life. The character rig
takes static default character models as inputs and then
applies a set of procedural modifications to these models
based on animation input controls (such as how many
degrees the elbow 1s bent or how much the mouth of a
character 1s smiling), producing a deforming, expressive
character that animates over time. The character rig typically
comprises a set of animation controls which drive an under-
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lying hierarchy or collection of skeletal joints or bones. This

process 1s often referred to as the motion system of the

character. Then deformation layer(s) attach or bind the

character models to these animated skeletons using a variety
{ techniques.

Conventional approaches to character amimation have
generally mvolved different levels of quality for real-time
applications (such as video games, VR, and/or AR) and
non-real-time applications (such as feature films). It can be
appreciated that computing constraints inherent i most
real-time applications have resulted 1n real-time applications
generally utilizing lower quality animations than non-real-
time applications. Video games will typically render a single
viewpoint at 30 or 60 frames per second (FPS). VR projects
have even greater computing requirements, as they will
generally render two viewpoints (one for each eye) at 90
FPS. As such, conventional approaches to VR and AR, as
well as most video games, use varniations of skinning and
morph targets, which are simple character deformation tech-
niques that result in lower quality character animations, but
are optimized to run in real-time. In character rigs intended
for real-time applications, “skinning” 1s a technique com-
monly used to bind the default model’s skin to the rig’s
bones. Each bone 1s associated with a set of vertices on the
skin that are affected by the movement of the bone. Each
skin vertex can be aflected by multiple bones. Character rigs
for real-time applications typically place limits on the num-
ber of bones that each skin vertex can be associated with as
well as the number of overall bones 1n the rig, so that the
character can be deformed 1n real-time. In real-time char-
acter rigs, facial performances are often captured as a set of
blend shapes or morph targets. A face rig can consist of a
number of modeled face shapes (such as a smile pose) that
are blended on or ofl by the animator.

Conversely, 1n a character rig for feature films, the con-
straints associated with real-time animation are not appli-
cable and, as such, a wider range of techmiques can be
applied to produce the animated character models. A more
sophisticated set of deformers as well as multiple deforma-
tion layers may be employed to capture the complexities of
musculature, fat, and skin or to maintain specific visual
qualities of the shape or silhouette of a character. Facial
performances are not limited to blend shapes and may
contain many deformation layers to capture all the intrica-
cies of the face. In many cases, complex character rigs may
run physically-based simulations to more accurately depict
long hair, clothing, muscles, and skin sliding on top of
anatomy. Complex feature-film rigs do not need to run 1n
real-time and 1t 1s typical to compute the final character
models oflline using a distributed cluster of computers,
especially with simulated elements. Due to restrictions on
computing resources inherent 1n real-time processing, con-
ventional approaches to character animation in real-time
applications, such as gaming and VR, result in animations
that lack the quality, complexity, and richness of character
amimations 1n non-real-time applications such as feature
f1lms.

An improved approach rooted in computer technology
overcomes the foregoing and other disadvantages associated
with conventional approaches specifically arising in the
realm of computer technology. In general, the present tech-

nology provides an innovative system designed for any
simulated immersive environment, which includes VR and
AR but also extends to other immersive scenarios such as
holographic technologies and brain-computer interfaces.
Immersive environments may collectively be referred to as
VR for simplicity, as appropriate. The present technology
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can be applicable to many domains such as entertainment,
medical, training, and education contexts. Although many of
the features described herein will be described with refer-
ence to VR and AR entertainment, 1t will be understood that
the present technology can be applied to any simulated or
immersive environment with a broad range of applications
beyond entertainment, and the features discussed herein
represent one specific example application. In various
embodiments, the present technology provides an innovative
system designed for VR and AR entertainment (which may
collectively be referred to as VR for simplicity, as appro-
priate) that creates high-quality amimations, including char-
acter animations, with all the wvisual fidelity and acting
subtlety that one would expect from a feature film, or other
non-real-time animation applications, but can run on VR
computing devices 1n real-time. The present technology
ecnables VR character performances that are both highly
expressive and are highly responsive to user inputs. The
present technology can be the backbone for creating truly
immersive VR experiences that place the user inside the
story, where the user i1s a character and can interact with
other characters and participate in the narrative. The present
technology enables VR experiences that combine the empa-
thy of a film with the agency of a game but with the
motivations of real life.

Some benefits of the present technology compared to
conventional approaches include:

high quality virtual representations of virtual deformable

geometric models, including both characters and other
aspects of a virtual environment with simulated move-
ment,
high quality character performances, both 1n visual fidel-
ity and animation (movement) quality, rendered 1in
real-time for VR, that can be responsive to user inputs;

teature film quality facial performances runmng in real-
time VR experiences that can dynamically respond to
user mput;

character simulations for skin, cloth, and hair running 1n

real-time VR experiences;
smooth subdivision surface models running in real-time
VR experiences;

character visual fidelity 1s not limited by fast but low-
quality techniques (such as skinning) that can run 1n
real-time game engines;

decoupling the character amimation pipeline from the

real-time engine pipeline; and

the ability to run on VR headsets tethered to high-end

computers, as well as the ability to scale down to run
on less poweriul devices such as mobile-driven VR
headset devices, AR devices, and other immersive
technologies.

The present technology enables artists to create high-
quality character animations with all the subtlety that one
expects from a feature film, but running in real-time 1n a
real-time engine where the results can be procedurally
modified by the real-time engine. The present technology
removes restrictions on real-time animated character perfor-
mances by allowing for arbitrarily complex character setups
in the animation creation tool. The disclosed real-time
engine pipeline allows for full character interactivity by
blending cycle ammations together based on game logic and
user 1mputs to produce deformed complex character models
that are rendered as smooth subdivision surfaces instead of
hard-edged polygonal models. More details relating to the
disclosed technology are provided below.

FIG. 1A illustrates an example system 100 including a
character animation module 102, according to an embodi-
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ment of the present disclosure. The character animation
module 102 can be implemented 1n one or more soiftware
applications runming on one or more computing devices. The
components (e.g., modules, elements, etc.) shown 1n this
figure and all figures herein are exemplary only, and other
implementations may include additional, fewer, integrated,
or different components. Some components may not be
shown so as not to obscure relevant details. In various
embodiments, one or more of the functionalities described in
connection with the character animation module 102 can be
implemented 1n any suitable combinations.

As shown in the example of FIG. 1A, the character
amimation module 102 can include an amimation creation
module 104 and a real-time engine module 116. As also
shown 1n the example of FIG. 1A, the animation creation
module 104 can include a complex character rig module
106, a simplified character rig module 108, an animation
module 110, and a data exporter module 112. As further
shown in the example of FIG. 1A, the real-time engine
module 116 can include a data import module 118, an
animation drivers module 120, a character interactive con-
straints module 122, a nonverbal character cues module 124,
a stmplified character rig animation module 126, a complex
model deformation module 128, a model tessellation module
130, and a rendering pipeline module 132. In an embodi-
ment, the complex model deformation module 128, the
model tessellation module 130, and/or the rendering pipeline
132 may be implemented, 1n part or 1n whole, using a
graphics processing unit (GPU) 134.

In some embodiments, the various modules and/or appli-
cations described herein can be implemented, 1n part or 1n
whole, as soltware, hardware, or any combination thereof. In
general, a module and/or an application, as discussed herein,
can be associated with software, hardware, or any combi-
nation thereof. In some implementations, one or more func-
tions, tasks, and/or operations of modules and/or applica-
tions can be carried out or performed by solftware routines,
software processes, hardware, and/or any combination
thereol. In some cases, the various modules and/or applica-
tions described herein can be implemented, 1n part or in
whole, as software running on one or more computing
devices or systems, such as on a user or client computing
device or on a server. For example, one or more modules
and/or applications described herein, or at least a portion
thereol, can be implemented as or within an application
(e.g., app), a program, or an applet, etc., running on a user
computing device or a client computing system. In another
example, one or more modules and/or applications, or at
least a portion thereof, can be implemented using one or
more computing devices or systems that include one or more
servers, such as network servers or cloud servers. It should
be understood that there can be many variations or other
possibilities.

The complex character rig module 106 can be configured
to receive and maintain data defining a complex character
rig for a digital virtual character. In general, a complex
character rig can be associated with and/or include a default
character model having a plurality of vertices. The complex
character rig can further comprise a set of animation controls
which drive an underlying set (e.g., hierarchy, collection) of
transiorms, defining 3D positions and orientations. As pre-
viously described, these transforms are typically represented
as skeletal joints or bones 1n a character ng. The complex
skeletal rig joints deform and move the vertices 1n the
default character model. In certain embodiments, skeletal
joints can comprise 3D point positions (without orientation
transform information). In certain embodiments, skeletal
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jo1nts can comprise a combination of point positions and full
transforms. In certain embodiments, a collection of joints
may be constructed i a hierarchy. However, in other
embodiments, a collection of joints may not be arranged
hierarchically. Furthermore, the presently disclosed technol-
ogy can be applied to any arbitrary set of points and
transforms that drive geometric deformations. Although
many of the features described herein will be described with
reference to character deformations driven by skeletal joints,
it will be understood that the present technology can be
applied to any deformable geometric models driven by an
arbitrary set of points and transforms, and the deformations
to virtual character models discussed herein represent one
specific example application. A rigging artist can create a
complex character rig that, 1n various embodiments, may
utilize a variety of techniques, including a range of deform-
ers, multiple deformation layers, and physically-based simu-
lations. In certain embodiments, a set of deformation joints
are derived from the skeletal control joints and these defor-
mation joints drive the geometric deformation layers. Defor-
mation joints provide a separation and encapsulation of the
deformation layers from the skeletal components. In certain
embodiments, the complex character rig can employ mul-
tiple deformation layers to capture the complexities of
various materials such as, for example, musculature, fat, and
skin, or to maintain specific visual qualities of the shape or
silhouette of a character. In certain embodiments, the com-
plex character rig contains multiple sets of deformation
jomts corresponding to the various deformation layers. In
certain embodiments, a combination of skeletal joints and
deformation joints drive the geometric deformations. The
complex character rig can also include facial performances
that may contain many deformation layers to capture all the
intricacies of the face. In various embodiments, the complex
character rig can run physically-based simulations to more
accurately depict elements of the character, such as long
hair, clothing, muscles, skin sliding on top of anatomy, and
so forth. The complex character rig may also incorporate
sophisticated facial animation setups to capture both exag-
gerated facial expressions and subtle details. The disclosed
technology removes any restrictions on the character rigs by
separating the front-end character setup, amimation, and
pipeline (1.e., the animation creation module 104) from the
real-time character systems that run in the real-time pro-
cessing engine (1.e., the real-time engine module 116), as
will be described in greater detail herein. As such, 1n various
embodiments, the complex character rig may not have
specific data requirements apart from comprising a default
character model as mput and a joint hierarchy.

The simplified character rig module 108 can be config-
ured to receive, maintain, and/or generate data defining a
simplified character rig to represent a digital virtual charac-
ter. In an embodiment, the simplified character rig can be
associated with a complex character rig generated, received,
and/or maintained by the complex character rig module 106.
In an embodiment, the simplified character rig can comprise
a set of skeletal joint transforms (akin to the skeletal joints
in the complex character rig). In various embodiments, the
simplified skeletal joint transtforms may be defined indepen-
dently from the complex character rig, and may or may not
be hierarchical. In one embodiment, the simplified character
rig may be a simplified version of a complex character rig.
For example, the simplified character rig may comprise a
simplified skeleton representing a subset of skeletal joints
present 1n the complex character rig skeleton, and excluding
all amimation control data from the complex character rig
skeleton (e.g., excluding one or more control joints from the
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complex character rig skeleton). In an embodiment, a sim-
plified character rig can comprise the simplified skeletal
joint hierarchy, default model information defining a default
character model (for example this may be the same default
character model 1ncluded 1n the complex character rig), a
skinning weight map that defines the relatlonshlp between
the simplified skeleton and the vertices in the default char-
acter model, and one or more blend shapes. In an embodi-
ment, the simplified character rig can be a limited skinned
character rig, wherein each vertex in the default character
model may be attached to no more than a maximum number
of bones, e.g., no more than 4 bones, in the simplified
skeleton. In certain embodiments, the simplified character
rig can consist of more complex deformers in addition to
skinning (such as lattices or smoothing deformers) sup-
ported by the real-time engine module 116. In certain
embodiments, the simplified character rig can be created
manually by a rigging artist. In certain embodiments, the
simplified character rig can be derived automatically from a
complex character rig by using statistical or machine learn-
ing methods. For example, a training set can be constructed
by using callisthenic animation poses with the targets being,
the deformed model control vertices for the complex char-
acter rig. A cost function can be defined that computes the
difference between the complex deformed control vertices
and the simplified control vertices. The vertex attachments
and the export rig skinned weight maps can then be learned
to minimize this cost function

The animation module 110 can be configured to receive
ammation data for a complex character rig and/or a simpli-
fied character rig. Animation for a given project can be
broken up 1nto a series of shots or clips. A given shot or clip
can include one or more virtual characters, each represented
by and/or associated with a complex character rig and a
simplified character rig. For a given shot, an animator can
hand-animate or keyirame the character rigs (complex and/
or simplified) for the one or more characters over time or the
anmimation can be motion captured from a live performance
by an actor or a combination of multiple techniques. In
certain embodiments, one shot can represent a single char-
acter action (which may also be referred to as an animation
cycle or cycle animation). The animation module 110 can be
configured to output animation data for one or more shots.
The output animation data for a shot can include the sim-
plified character’s amimated skeletal joint data for each
virtual character along with any other relevant scene data
(such as locations of props and environment elements).
Animating virtual characters with the present technology
provides the important benefit that, unlike conventional
approaches to real-time character animation, there are no
restrictions placed on the complex character rigs, as
described above. As such, animators are able to achieve
much stronger character performances than 1 a conven-
tional pipeline.

The data exporter module 112 can be configured to export
character rig data for a single or multiple character rigs and
character animation data 114 for a set of animations. The
character rig data and the character animation data 114 can
be exported for use by a real-time processing engine (e.g.,
real-time engine module 116). Character rig data can
include, for example, character default model information
(e.g., vertex positions, mesh topology), joint hierarchy data,
simplified character ng skin weight maps, data relating to
any additional deformers for a stmplified character rig, and
the like. In an embodiment, character rig data can be
exported once per character (1.e., not per frame of anima-
tion).
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In an embodiment, character animation data relating to
one or more animations to be applied to virtual characters
can be exported per character per frame of animation. Some
examples of character animation data can include local
space amimated joint transforms relative to the simplified
rig’s joint hierarchy and character model control vertices. In
an embodiment, the character model control vertices can
include complex character mesh data that 1s stored as oflset
positions relative to the mesh of a simplified character rig in
a space that 1s a weighted average of skinned weight map
joints of each vertex. As will be described 1n greater detail
below, oflsets can be calculated for each vertex 1n a character
model for each frame in each animation. The oif:

sets can be
used by the real-time engine module 116 to eflectuate
deformation of a complex character rig by deforming a
simplified character rig instead and then applying the ofisets
to the vertices 1n the character model. The data exporter
module 112 can either store this data locally on disk or send
it to a remote server. Exporting per-frame vertex oflset data
can lead to large datasets being stored on disk or transferred
over a network to a remote server. Various embodiments of
the present technology provide for multiple forms of lossy or
lossless compression to reduce the export data size. Some
examples of compression techniques can include reducing
data over time by curve fitting vertex oflsets across anima-
tion frames or reducing a number of stored vertices by using
statistical or machine learning techniques such as Principal
Component Analysis (PCA). More details regarding the data
exporter module 112 will be provided below with reference
to FIG. 2.

The data import module 118 can be configured to import
character rig data and character ammmation data 114. In an
embodiment, the data import module 118 can load the
character nig data and character animation data 114 exported
by the data exporter module 112 on demand as needed via
an asynchronous data manager. In various embodiments, the
asynchronous data manager can load the data from a local
disk or from a remote server. In an embodiment, the asyn-
chronous data manager can import the character rig data and
character animation data into a real-time game engine (e.g.,
real-time engine module 116).

As noted previously, the character animation data can
include a significant amount of data, as 1t comprises data,
such as oflset data, for one or more characters for each frame
of an animation. In an embodiment, the character animation
data can be conditioned so that 1t can be quickly consumed
at runtime. FIG. 1B provides a block diagram representation
of how character animation data can be conditioned in this
way. As mentioned above, character animation data can
comprise data pertaining to one or more animation clips. In
the example of FIG. 1B, a set of animation clip data includes
a simplified rig’s joint amimation data (e.g., animated joint
transforms for the simplified rig’s joint hierarchy) and
compressed vertex animation data (e.g., vertex oflsets for
cach model control relative to the simplified ng). The
compressed vertex amimation data 1s sliced into small
chunks (e.g., 256 frames) that can be streamed to a GPU
(e.g., GPU 134) asynchronously during runtime without
stalling. This amimation clip data can be fed from the local
machine or streamed from cloud-based servers. In order to
ensure that streaming of character animation data to the
GPU does not cause hitches, the data import module 118 can
implement a centralized scheduler to queue and stream
slices of animation as needed. As mentioned above, char-
acter animation data can include data pertaining to a plu-
rality of amimation clips. In certain embodiments, a first
chunk (e.g., 256 frames) of all amimation clips can be
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streamed to GPU memory at VR application startup. In
certain embodiments, the data import module 118 can
stream character animation data stored locally on a VR
device for optimal load performance. This however can lead
to a large VR application footprint (e.g., large local storage
usage). Alternatively, the data import module 118 can stream
the character animation data from a remote server. In certain
embodiments, as needed during VR application use, addi-
tional chunks can be fetched and stored locally 1n anticipa-
tion of being streamed to the GPU, while chunks no longer
needed can be discarded from local storage, in a manner that
balances availability of local storage and streaming speed
between the local machine and cloud-based servers.

Returning to FIG. 1A, the animation drivers module 120
can be configured to dnive animation cycles. Real-time
processing engines provide a number of mechanisms to
drive or blend between different cycle ammations. For
example, timeline-based linear editing tools can be used to
create narrative experiences such as in-game cinematics.
State machines can allow interactive games to blend
between different cycles and create complex character
behaviors based on user interactions. In certain instances,
engineers can also program procedural artificial intelligence
(Al) for even more sophisticated character response.

The character interactive constraints module 122 can be
configured to place constraints on character rig joint loca-
tions. In order to blend between cycle amimations and to
create believable character responses, 1t may be desirable to
place constraints on joint locations for a character. To blend
between a set of animation cycles, the character interactive
constraints module 122 can linearly interpolate between the
set of joint luerarchies. To place additional constraints such
as making a character look at a specified location, the
character interactive constraints module 122 can directly
modily specific joint locations (such as the neck and head
joints). The present technology also enables a rich set of
constraints including, for example, supporting regional lay-
ering of joint hierarchies to eflectuate layering together
amimation cycles (1.e., one on top of another).

The nonverbal character cues module 124 can be config-
ured to modily and/or adjust character rig joint locations
based on user and scene 1mputs. Humans use subconscious
communication cues to build emotional connections. These
nonverbal cues are critical to building meaningful relation-
ships with each other in the real world. VR has the unique
capabilities to immerse the viewer fully 1n an experience, to
enable the viewer to be a character in the experience with a
virtual embodiment, and to faithfully track the viewer’s
movements (e.g., using head and hand locations). These are
key ingredients to building meaningful subconscious com-
munication cues mmto a VR system and are not possible in
conventional film or games. In an embodiment, the nonver-
bal character cues module 124 can use user mputs, such as
user head and hand inputs, to incorporate complex nonver-
bal character responses into VR amimations. Example use
cases include

1. Looking at a user/maintaining eye contact

2. Mirroring behavior of a user

3. Increased activity

4. Dynamic performances.

As mentioned, the nonverbal character cues module 124
can receive user mputs to generate nonverbal communica-
tion amimations by modifying one or more joints and/or
vertices of a character rig. In an embodiment, the nonverbal
character cues module 124 can receive user input data from
a VR platform that tracks a user in real-time. For example,
the nonverbal character cues module 124 can use a head-
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mounted display (HMD) position and orientation as well as
hand controller position(s) and orientation(s) to accurately
track the locations and orientations of the head and hands of
a user. In another embodiment, the nonverbal character cues
module 124 can receive additional tracked inputs such as
data pertaining to the position and ornentation of additional
real-world objects that are incorporated mto a VR experi-
ence. In another embodiment, the nonverbal character cues
module 124 can receive full body and facial tracking for a
user which provides more sophisticated user inputs to the
system. In another embodiment, the nonverbal character
cues module 124 can receive one or more user mputs from
users who express their emotions through assistive technolo-
gies such as tongue controllers, eye scanners, or brain-
computer interfaces. In another embodiment, the nonverbal
character cues module 124 can receive one or more user
iputs from multiple users 1n a shared social experience.

The nonverbal character cues module 124 can also be
configured to receive mputs from a VR scene and generate
nonverbal communication animations based on scene inputs.
For example, the nonverbal character cues module 124 can
utilize virtual character joint locations as iputs as well as
other environmental inputs such as the location of various
props 1n the VR scene. The system can also use state
information associated with a VR experience.

Nonverbal communication animation data output by the
nonverbal character cues module 124 can cause nonverbal
communication animations to be layered on a virtual char-
acter’s amimated performance based on user and scene
inputs. For example, a source animation or base animation
that a virtual character 1s to perform may be determined, and
a separate nonverbal communication animation may also be
determined. The source animation may cause the virtual
character to be animated 1n a first manner (e.g., may define
a first set of orientations and/or locations for a set of joints
of an animation rig). The nonverbal communication anima-
tion data can cause one or more joint locations of an
amimation rig to be further adjusted to create a modified set
of joint locations. For example, a base amimation may cause
a virtual character to walk toward a user. A separate mir-
roring nonverbal communication animation may cause the
virtual character to mirror the user while the virtual char-
acter 1s walking toward the user. Or a separate looking
nonverbal communication animation may cause the virtual
character to maintain eye contact with the user while the
virtual character 1s walking toward the user. Procedural joint
modification provides an intuitive and direct mechanism to
modily existing animations. In another embodiment, one or
more nonverbal communication animations and layers can
be blended together. The blending or layering of amimations
can occur across all the animation rig joints or only for a
specific subset or region of joints. This approach enables
artists to explicitly animate a nonverbal performance. The
nature of the blending can be arbitrarily complex. More
details regarding the character nonverbal communication
module 124 will be provided below with reference to FIG.
3.

The simplified character rig animation module 126 can be
configured to receive animation drivers (e.g., from the
amimation drivers module 120), interactive constraints (e.g.,
from the character interactive constraints module 122), and
nonverbal communication animation data (e.g., from the
nonverbal character cues module 124) as mnputs, and ani-
mate a simplified character rig joint hierarchy based on those
inputs. The simplified character rig animation module 126
can receive a set of animation clips, blending weights, and
times from the animation drivers module 120. Character
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amimation data for the set of animation clips can be received
from the data import module 118. Modifications to the
ammation data may be received from the nonverbal char-
acter cues module 124. Next, the simplified character rig
ammation module 126 can update the simplified character
rig jomnt hierarchy based on animations and blending.
Finally, the simplified character rig animation module 126
can modily joint locations based on the interactive con-
straints received from the character interactive constraints
module 122.

The simplified character rig animation module 126 can be
configured to trigger, blend, and/or layer one or more
animations 1n a real-time engine. This may be achieved 1n a
variety of ways, including through the use of state machines,
nonlinear timeline tools, and/or event-based triggers. Ani-
mations can be combined and blended wholly, or partially
using predefined masks. This provides the ability to create
layered performances. For instance, facial performance or
hand gestures may be modified based on user input or
actions. The simplified character rig animation module 126
can blend local joint transforms and calculate weights of
vertex oflsets to drive the complex model deformation
module 128 (discussed in greater detail below).

The complex model deformation module 128 can be
configured to compute final character model deformations
based on the simplified character rig animation conducted by
the simplified character g ammation module 126 and
vertex oflset data. As discussed above, character animation
data exported by the data exporter module 112 and imported
by the data import module 118 can 1nclude per-frame vertex
oflset data detailing per-frame offsets for each vertex 1n a
character model for every frame of an animation. The vertex
oflset data can be used to simulate a complex character rig

clformation although only a simplified character rig has
actually been deformed in real-time. For every control
vertex on the character mesh, the complex model deforma-
tion module 128 can apply the simplified character rnig joint
skinning to the modified joint hierarchy as well as any
additional simplified character rig mesh deformers (such as
lattices or smoothing) and then apply the vertex oflsets of the
complex character rig mesh. This may involve blending
between sets of vertex oflsets from different amimations
and/or layering vertex oflsets from different animations
based on the animation drivers. More details regarding the
complex model deformation module 128 will be provided
below with reference to FIG. 4.

The model tessellation module 130 can be configured to
tessellate and render character models. Polygonal models
can be tessellated and rendered, but this makes the final
character deformations look rough and faceted (a look
traditionally associated with game characters). To make the
final models appear smooth and high fidelity (a look asso-
ciated with feature film characters), the model tessellation
module 130 can, 1n one embodiment, tessellate and render
Catmull-Clark subdivision surfaces in real-time. The model
tessellation module 130 can tessellate one subdivision 1tera-
tion on the deformed complex model and calculate vertex
normals and tangents. This subdivided, tessellated model
can then be handed off to the rendering pipeline module 132
for rasterization. More details regarding the model tessella-
tion module 130 will be provided below with reference to
FIG. S.

FIG. 2 1llustrates an example data exporter module 202
according to an embodiment of the present disclosure. In
some embodiments, the data exporter module 112 of FIG.
1A can be implemented as the data exporter module 202. As
shown 1n the example of FIG. 2, the data exporter module

10

15

20

25

30

35

40

45

50

55

60

65

16

202 can include an animation exporter module 204 and a
data compression module 206.

The amimation exporter module 204 can be configured to
generate and export character animation data for use by a
real-time processing engine (e.g., real-time engine module
116). In an embodiment, the animation exporter module 204
can receive at least two inputs: (1) world-space positions of
all vertices of a complex character rig; and (2) a simplified
character rig. In one embodiment, the simplified character
rig can include (a) a simplified skeleton representing a
subset of the important deformation joints of the complex
character rig with control joints excluded; (b) a full-resolu-
tion copy of the character model; (¢) a set of skinning
weights that provide the relationship between the skeleton
and the model; and (d) a skinning model (e.g., linear blend
skinning or dual quaternion skinning). For each frame in an
animation, and for each vertex 1n the model, the animation
exporter module 204 can be configured to calculate an offset
between the complex character rig and the deformed result
of the simplified character rig relative to the weights and
influencing transform matrices of the simplified character
rig.

In an embodiment, the linear blend skinning equation
(with four joints) may be represented as:

4
V= () walR, (M)
n=1

where v' 1s the deformed vertex position, v 1s the reference
position of the vertex, w 1s the skinning weight for the given
joint, R 1s the transform of the given joint in its reference
state, and M 1s the transform of the given joint 1n the
deformed state.

The summation can be factored out to produce a com-
bined transform, S:

4
S= ) walR,)(M,)
n=1

The offset (0) can then be calculated:
o=v"(S H-v

where v" 1s the world-space position of the vertex from the
complex character rig, S 1s the combined transform pro-
duced by the simplified character rig, and v 1s the reference
position of the vertex. It should be noted that S can be
produced by other skinning methods, such as dual quater-
nion skinning. S can also be generated from additional
deformers such as lattices and smoothing operations.

The data compression module 206 can be configured to
compress data to be exported by the data exporter module
202. The data exported by the data exporter module 202
(e.g., character rig data, character anmimation data) has both
spatial and temporal coherence, making 1t highly compress-
ible.

In certain embodiments, tight bounding boxes can be
calculated for each vertex of a character model over an
ammation, allowing vertex offsets to be quantized using
low-order (e.g., 8 or 16 bit) integers while maintaining
sub-millimeter accuracy. In an embodiment, the data com-
pression module 206 can be configured to calculate tight
bounding boxes for each vertex in a model by tracking the
minimum and maximum X, Y, and Z values of the offsets for
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the vertex throughout an amimation. The vertex offsets can
then be embedded into the bounding boxes using low-order
integers. In certain embodiments, an 8-bit quantization may
be used. In many instances, an 8-bit quantization shows no
visible loss of precision, while providing a 4x improvement
over a 32-bit single precision floating point representation of
the data. In certain embodiments, the low-order integers may
represent real-world distances 1n a non-linear fashion so that
they better capture vertex oflset distributions across an
anmimation where a bias 1s observed towards the center of the
bounding box as compared to 1ts faces (e.g. the 8-bit values
are not interpreted as integers, but instead are treated as
floating point numbers with a 1-bit sign, 5-bit mantissa and
2-bit exponent). In certain embodiments, the low-order
integers may represent incremental real-world distances
between successive animation frames (e.g. successive ofl-
sets with values 1, 2, 5, and 4 are represented as 1, +1
(=2-1), +3 (=5-2), and -1 (=4-5)).

In various embodiments, the data compression module
206 can be configured to combine the 8-bit or 16-bit
quantization ol a character animation with lossy or lossless
audio compression techmques, such as MP3 and WAV, by
mapping the X, Y, and Z vertex oflset values to three
channels of a single multi-channel audio stream. In various
embodiments, the data compression module 206 can be
configured to combine the 8-bit or 16-bit quantization of a
character animation with lossy or lossless photo compres-
s1on techniques, such as JPEG and PNG, by mapping the X,
Y, and Z vertex oflset values to the R, GG, and B color values
of the photo’s pixels, and using adjacent pixels for sequen-
tial animation frames. In various embodiments, the data
compression module 206 can be configured to combine the
8-bit or 16-bit quantization of a character ammation with
lossy or lossless video compression techniques, such as
H.264, H.265, and VP9, by mapping the X, Y, and Z vertex
offset values to the R, G, and B color values of the video
frames. Many computing devices used for AR and VR, such
as mobile devices (e.g., phones, tablets) and computers,
contain dedicated hardware to decode popular photo, audio,
and/or video compression formats while minimizing con-
sumption of CPU or GPU resources.

In various embodiments, the data compression module
206 can be configured to apply statistical analysis and
machine learning techniques to take advantage of the spatial
and temporal coherence of the data exported by the data
exporter module 202. As one example implementation,
Principal Component Analysis (PCA) can identify a lower
dimensional space to project all the target poses (animation
frame data within the character animation data) such that the
character animation data can be recreated within a given
level of acceptable error (e.g., within 99% accuracy). A
clustered PCA approach can be used 1n conjunction with a
clustering algorithm like K-means to achieve better results.
In certain embodiments, parametrized analytical approxi-
mate representations (e.g., polynomials, sinusoidal func-
tions, spline curves such as clamped cubic Bezier curves) of
vertex ollsets over time provide an opportunity for signifi-
cant savings through keyirame reduction techniques. In
certain embodiments, spline curves approximately represent
the vertex oflsets over time, and the parameters of those
curves (e.g., the order of the spline, and the number and
location of the spline’s control points) are chosen so that the
storage needed to store the parameters 1s minimized through
well-known curve-fitting algorithms. In certain embodi-
ments, the number of control points 1s minimized by elimi-
nating every control point whose removal does not cause the
curve to deviate from the fitted oflsets beyond a specified
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acceptable threshold. In certain embodiments, the elimina-
tion of a spline control point i1s coupled with moving
adjacent spline control points towards the position of the
climinated point, to minimize the impact of the elimination
to the shape of the spline curve.

In one embodiment, each vertex of a character model can
map to a texture location using standard UV texture lookup
techniques. This improves the spatial coherence of the data
(and thus compressibility), but at the expense of wasted
texture memory storage space for pixels that don’t map to
vertices. In another embodiment, a one-to-one correlation
between each vertex of a model and each pixel of a video
stream can be made through an indexing scheme. In certain
instances, the quality and compressibility of this scheme
may be dependent upon the indexing. To ensure better
spatial coherence of the data, clustering and sorting may be
performed used statistical analysis. In one embodiment, the
data may be clustered using K-means. Then, PCA can be
applied to each cluster, and the vertices can be sorted within
a cluster by projecting the temporal sequence onto 1ts largest
eigenvector.

FIG. 3 illustrates an example nonverbal character cues
module 302 according to an embodiment of the present
disclosure. In some embodiments, the nonverbal character
cues module 124 of FIG. 1A can be implemented as the
nonverbal character cues module 302. As discussed above,
the nonverbal character cues module 302 can be configured
to generate nonverbal communication animation data for
cllectuating one or more nonverbal communication anima-
tions 1 a virtual character. The nonverbal character cues
module 302 can generate nonverbal communication anima-
tion data based on one or more user inputs and/or VR
environment state information. As shown in the example of
FIG. 3, the nonverbal character cues module 302 can include
an eye contact and looking module 304, a mirroring module
306, an increased activity module 308, and a dynamic
performance module 310.

The eye contact and looking module 304 can be config-
ured to generate looking animation data based on user inputs
and/or VR environment state information. The looking ani-
mation data can be used (e.g., by the simplified character rig
ammation module 126), to cause a virtual character to look
at a target location. One of the most powertul forms of
nonverbal communication 1s eye contact, where a person
looks at someone else and makes direct eye contact. This
builds a sense of engagement and connection between two
people. However, prolonged eye contact can sometimes lead
to discomiort. In contrast, avoiding eye contact can have the
opposite ellect, signaling disinterest, lack of engagement, or
even avoidance.

VR provides the audience with complete agency in a
scene. They can look anywhere and therefore may miss
important parts of the story. VR content creators may find 1t
desirable to direct the eyes of a viewer to the right place at
the nght time. When a virtual character procedurally adjusts
his or her eye direction to directly look at and follow a user,
the user naturally responds by focusing his or her attention
tully back at the character. The virtual character can main-
tain eye contact, suspend eye contact temporarily at regular
intervals to prevent discomifort but without altogether dis-
engaging the user, or break eye contact (for example to look
up at the sky) and lead the user (who 1s already looking at
her) to focus on the next story beat. In an embodiment, the
eye contact and looking module 304 can be configured to
generate looking animation data that causes a character to
look at a user. When 1t 1s determined that the user 1s looking
back at the character, the eye contact and looking module
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304 can be configured to generate a second set of looking
ammation data that maintains eye contact, suspends eye
contact, or causes the character to look at another object 1n
order to direct the user to look at the other object.

In an embodiment, the eye contact and looking module
304 can be configured to adjust the eye(s), head(s), neck(s),
and/or body configuration and location of a virtual character
(e.g., adjust associated vertices and/or joints of the character
rig/model) so that a character can look directly at a target
location such as the viewer’s head or hand locations or other
objects. The eye contact and looking module 304 can be
configured to blend between any number of target locations
over time to dynamically adjust a character’s eye contact.

The eye contact and looking module 304 can be config-
ured to use the HMD head location of a user as an input in
order to set the user’s head as the eye contact target for the
virtual character. In an embodiment, the eye contact and
looking module 304 can be configured to use both the HMD
head location and one or more hand controller locations as
inputs so that the virtual character can procedurally switch
eye contact between the user’s head and the user’s hands
over time. In an embodiment, a set of features on the user’s
body and face are tracked using computer vision and motion
capture techniques. The eye contact and looking module 304
can be configured to track any user feature that 1s tracked. In
another embodiment, the user’s eye direction 1s tracked
independently from the head location and orientation. For
example, a user may be facing 1n one direction and looking
in another direction. The eye contact and looking module
304 can be configured to track the user’s eye direction
independently from the head position and orientation. In an
embodiment, the eye contact and looking module 304 can be
configured to use both the HMD head and hand controller
locations of the user as well as the locations of other
characters (e.g., the heads of other characters) as inputs. This
enables the virtual character to change eye contact between
the viewer and other characters in the scene. In another
embodiment, the system uses multiple HMD head and hand
controller locations associated with multiple users to enable
eye contact by a virtual character between multiple users 1n
a shared experience.

The eye contact and looking module 304 can be config-
ured to adjust an amimation rig for a virtual character based
on a target location. The simplest adjustment 1s to proce-
durally modity the eye joint location of the character based
on the target location. However, this solution may limait the
range of eye contact that can be achieved, the realism of the
movement, or the emotion conveyed by the character (e.g.,
extreme eye movements without any head or neck move-
ment may suggest the character has been immobilized or
teels suspicion). In another embodiment, the eye contact and
looking module 304 can procedurally modily a series of
additional joints (e.g., one or more joints 1n the body, neck,
and head of the character) along with the eye joint location
based on how far the eyes need to rotate 1n order to look at
the target location. The eye contact and looking module 304
can also be configured to procedurally modity target loca-
tions so that a character can look at different objects over
time.

In one example embodiment, the animation joints can be
blended or locked directly to the target location. This
approach may, 1 certain instances, be limited in that 1t
removes any source animation present in these animation
joints and can remove important acting cues. In another
embodiment, the various neck, head, and eye joints can be
ammated relative to a look at camera in the animation
content creation tool. In the real-time processing engine, the
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eye contact and looking module 304 can transform the look
at camera to the target location and then blend each neck,
head, and eye joint between the default look at camera and
the target look at camera. This approach enables the char-
acter to look at specific target locations but retain the
original ammated performance which 1s layered relative to
the look at. This approach can also be implemented in other
interactive animations, such as mirroring and increased
activity, as will be described 1n greater detail herein.

In one embodiment, the eye contact and looking module
304 can be configured to blend between a set (e.g., a
plurality) of looking amimations that modify the animation
rig. This allows artists to fine tune exactly how the character
adjusts based on a target location. It also enables animators
to 1nject personality 1nto the looking behavior. In another
embodiment, the eye contact and looking module 304 can be
configured to blend additional ammations to capture
nuanced performance such as eye darts.

The mirroring module 306 can be configured to generate
mirroring animation data based on user inputs and/or virtual
environment state information. The mirroring animation
data can be used (e.g., by the simplified character ng
amimation module 126), to cause a virtual character to mirror
the movement and actions of a user while still producing
realistic character movement despite any differences in size
or appearance between the character and the user. Another
powerful nonverbal cue 1s mimicry or mirroring. Two people
will often mirror each other’s actions subconsciously with-
out them even realizing 1t. This human behavior builds
connection, and 1s employed not only in entertainment
contexts, but also in clinical or education contexts such as
therapy or teaching children. The mirroring module 306
enables virtual characters to mirror actions of a user to build
subtle connection with the user.

In one example, the mirroring module 306 can receive
HMD position and orientation information as inputs and
extract a specific behavior of interest from the head trans-
form, such as a head tilt. The mirroring module 306 can
generate mirroring ammation data which causes the virtual
character to mirror the user’s actions on a time delay, for
example on a 4 second delay. The mirroring module 306 can
generate mirroring animation data which causes the virtual
character to mimic the head tilt of the user. In an embodi-
ment, the head tilt transform can be procedurally layered
into the animation rig’s head joint on a time delay. In another
example, the mirroring module 306 can use the HMD
location and hand controller locations as inputs to proce-
durally modily the animation rng’s head and hand joints on
a time delay. In one embodiment, the iput transforms can
be used to blend between mirroring ammations that then
modily the animation rig. For example, a head tilt animation
might incorporate facial features such as the character
smiling as the head rotates. In one embodiment, the mirror-
ing module 306 can mirror the user’s entire body move-
ments based on full body tracking. In another embodiment,
the mirroring module 306 can dynamically adjust the time
delay belore mirroring user actions.

The increased activity module 308 can be configured to
generate activity level ammation data based on user 1mputs.
The activity level animation data can be used (e.g., by the
simplified character rig animation module 126), to cause an
adjustment 1n an activity level of a wvirtual character.
Increased activity levels may indicate positive feelings such
as 1nterest and excitement, negative ones such as nervous-
ness, stress, and fear, or be an autonomic response to
environmental factors such as low temperature. In children
this excitement level 1s quite apparent. Even excited adults
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fidget more, talk more, and talk more quickly. Rising activity
level can be a subconscious cue that two adults are exploring
the possibility of a closer relationship. The increased activity
module 308 enables content creators to procedurally layer
increased activity based on state information for the VR
experience. This behavior can be layered procedurally by
speeding up the intensity of an animation or speeding up
character speech to adjust the amimation rig joints. In another
embodiment, the increased activity 1s achieved by blending
specific animations such as fidgeting behavior or nervous-
ness.

The dynamic performance module 310 can be configured
to make dynamic adjustments to character performances
based on user mputs and/or virtual environment state infor-
mation. For example, the dynamic performance module 310
can be configured to adjust character staging based on user
position mformation so that the user can always see the
performance clearly. As another example, a user can trigger
layered character responses such as making a character
appear to feel cold. In this example, the dynamic pertor-
mance module 310 can cause a shivering amimation to be
layered on top of a character’s existing action.

In additional examples, the dynamic performance module
310 can be configured to enable characters to adjust their
tacial performances as needed, such as adding winks, eye
blinks, and/or raising their eyebrows at a user. Procedural
nonverbal adjustments can be made at specific points in a
narrative or based on user response, such as user gaze or user
touch.

The dynamic performance module 310 can support
adjusting and/or swapping props that a character manipu-
lates or uses during a performance. The dynamic pertor-
mance module 310 can swap a prop lfor a piece ol content
based on external information about the user. This can be
used to dynamically adjust or change props for product
placement 1n a piece of content. Dynamic props can also
personalize a piece of content based on prior knowledge
about a user. Props can include, for example, clothing, and
other elements of the character’s appearance such as hair or
skin color.

FI1G. 4 illustrates an example complex model deformation
module 402 according to an embodiment of the present
disclosure. In some embodiments, the complex model detor-
mation module 128 of FIG. 1A can be implemented as the
complex model deformation module 402. As shown in the
example of FIG. 4, the complex model deformation module
402 can include a data reconstruction module 404 and a skin
compute shader module 406.

The data reconstruction module 404 can be configured to,
at runtime, decompress any necessary character animation
data (e.g., vertex animation data), blend stored oflsets using
welghts calculated during animation of the simplified char-
acter rig (e.g., by the animation module 110), and apply
skinning transformations. This may be done, for example,
using compute shaders, making 1t highly performant. If
statistical methods, such as PCA, have been applied to the
character animation data, then the data reconstruction mod-
ule 404 can be configured to reconstruct the full set of
vertices from the lower dimensional data space.

The skin compute shader module 406 can be configured
to reconstruct full-quality character (i.e., complex character)
deformations based on simplified character deformations for
a given vertex as follows:

A (V + Z XH({JH)]S
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where v" 1s the reconstructed world-space position of the
vertex from the full-quality, complex character rig, S 1s the
combined transform produced by the simplified character
rig, v 1s the reference position of the model, x 1s the weight
of the given animation clip, and o 1s the offset of the vertex
at the given frame of the animation clip. The result 1s a
reconstruction of the data provided by the data exporter
module 202 but with procedural anmimation applied from the
simplified character rig animation module 126. This recon-
struction 1s perfect if no compression was used by the data
exporter module 202, or if lossless compression was used;
otherwise, 1f lossy compression was used, the reconstruction
1s a close approximation.

FIG. 5 illustrates an example model tessellation module
502 according to an embodiment of the present disclosure.
In some embodiments, the model tessellation module 130 of
FIG. 1A can be implemented as the model tessellation
module 502. As shown in the example of FIG. 5, the model
tessellation module 502 can include a subdiv tessellator
module 504 and a normal and tangent calculation module
506.

The subdiv tessellator module 504 can be configured to
smooth and refine character animation geometry to generate
a refined mesh. In one embodiment, the subdiv tessellator
module 504 can smooth character animation geometry using
Catmull-Clark subdivision surfaces. Stencil weights can be
precomputed for all subdivided vertex positions, making the
real-time calculation a simple linear combination of the hull
vertex positions. In an embodiment, the subdiv tessellator
module 504 can be configured to smooth and refine char-
acter animation geometry using a recursive refinement tech-
nique that produces progressively smoother versions of a
mesh. In each 1teration:

Each face of the mesh produces an additional vertex (F)

at 1ts centroid;

Each edge of the mesh produces an additional vertex (E)
as a weighted combination of 1ts centroid and the
centroids of the incident faces (F); and

Each vertex (V) of the mesh 1s placed at a weighted
combination of 1ts original position, the centroids of
incident edges (E), and the centroids of incident faces
(F).

FIG. 6 illustrates an example scenario 600 depicting two
sample 1terations of the recursive techmique described
above. An mitial (or base) mesh 602 1s refined in a first
iteration to generate a first refined mesh 604, which 1s further
refined in a second iteration to generate a second refined
mesh 606. It can be seen that each iteration results in a
greater number of vertices, faces, and edges, resulting 1n a
progressively more refined mesh. The dependency of (V) on
(F) and (E), and of (E) on (F), can be simplified by
back-substitution. By applying this substitution, any vertex
in any subdivision level of a refined mesh can be represented
as a linear weighted combination of the vertices in the
deformed base mesh. The weights used 1n the linear com-
bination depend only on the base mesh topology, which
remains constant at runtime. As such, the weights can be
computed once as a pipeline step and stored. Although the
number of weights used to represent a particular vertex in a
refined mesh may be limited only by the number of vertices

in the base mesh, 1n certain embodiments, the number may
be tied to the valence of the vertex and the number of
vertices 1n each incident face. In certain embodiments, a
hard limit may be set. For example, each vertex in a refined
mesh may be represented by no more than 10 weights. In
certain embodiments, the retained weights may be the ones
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with the largest absolute magnitudes. For example, each
vertex may be represented by the 10 largest weights.

Returming to FIG. 5, the normal and tangent calculation
module 506 can be configured to calculate approximate
normal and tangent vectors for each vertex in a mesh (e.g.,
a refined mesh or a base mesh) by using an analog of the
dual-graph of the mesh. This approach produces high-
quality normals and tangents, even on arbitrarily deformed
geometry.

In a piecewise mesh with ordered vertices around each
face, geometric normals are implicitly defined on the mesh
taces. However, to give the appearance of a smooth mesh,
cach vertex can be assigned a normal as some linear com-
bination of the normals of the incident faces, and then these
vertex normals can be linearly interpolated across a polygon
using barycentric weights. However, this technique 1s com-
putationally expensive since 1t requires the precomputation
of the face normals of all incident faces to a given vertex. As
a result, real-time game engines rarely calculate vertex
normals from the deformed vertex positions. Instead, they
are typically calculated once 1n the reference pose, and then
deformed using the skinning weights and transforms.

In an embodiment, the normal and tangent calculation
module 506 can be configured to approximate vertex nor-
mals using four evenly-spaced adjacent vertices. For quad-
dominant meshes, such as those typically used with
Catmull-Clark subdivisions, most vertices have exactly four
neighbors, making the choice of the four adjacent vertices A,
B, C, and D simple and unambiguous. FIG. 7 illustrates an
example scenario 700 1n which a vertex V has exactly four
neighbors, A, B, C, and D. In such scenarios, the normal can
be calculated as follows:

(A —C)X(B - D)
1A = C)x (B - D)

Normal =

For extraordinary vertices with more than four adjacent
vertices, the normal and tangent calculation module 506 can
be configured to select four evenly-spaced adjacent vertices
from a set of adjacent vertices. In one embodiment, the four
adjacent vertices may be chosen using only topological
considerations. For example, 11 a vertex has eight incident
edges, every other adjacent vertex could be used. In one
embodiment, the four adjacent vertices may be chosen using
intrinsic properties of the mesh. For example, the four
adjacent vertices can be chosen such that the angle formed
at the vertex by the two edges connecting the vertex to any
two chosen sequential adjacent vertices 1s as close to 90
degrees as possible. FIG. 8 illustrates an example scenario
800 1n which a vertex V has more than four adjacent
vertices. In the example scenario 800, the vertex V has eight
adjacent vertices, and the four adjacent vertices A, B, C, and
D have been selected by selecting every other adjacent
vertex.

For border vertices 1n which a vertex has fewer than four
adjacent vertices, the normal and tangent calculation module
506 can be configured to substitute the vertex itself in place
of any muissing vertices. FIG. 9 illustrates an example
scenarto 900 1n which a vertex V has fewer than four
adjacent vertices. In the example scenario 900, the vertex V
has only three adjacent vertices, A, B, and C. As such, the
vertex V, 1tsell, 1s substituted as the fourth adjacent vertex,
D.

In an embodiment, tangent vectors may follow a similar
construction. Although an infinite number of tangent vectors
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exist for a given vertex (any vector that 1s perpendicular to
the defined normal), in one embodiment, the normal and
tangent calculation module 506 can be configured to select
the tangent vector that aligns with the U direction of a UV
parameterization of the mesh. Conveniently, 1n the disclosed
representation, this tangent vector 1s a linear combination of
the basis vectors (A-C) and (B-D). The coeflicients depend
only on the topology and the UV parameterization, which
remain fixed at run-time, allowing the weights of the linear
combination to be precomputed as a pipeline step. In an
embodiment, the tangent vector can be calculated as fol-
lows:

Ay —Cy)A-C)+ Dy —By)(5-D)
[(Ay = Cy)A -C)+ Dy — By )(B - D)l

Tangent =

A, B, C, D, represent the V component of the UV
parametrization of the mesh at vertices A, B, C, and D.
Vertex positions for a refined mesh, as determined by the
subdiv tessellator module 504, and approximate normal and
tangent vectors for each vertex in the refined mesh, as
calculated by the normal and tangent calculation module
506, are passed to vertex shaders where they can be con-
sumed by the render pipeline module 132 of FIG. 1A.
FIG. 10 details an exemplary process for generating the
vertex positions, normal, and tangents for a Catmull-Clark
subdivision surface based on a polygonal control model.
This pipeline 1s optimized for real-time computation on a

GPU

FIG. 11 1illustrates an example method 1100, according to
an embodiment of the present technology. At block 1102, the
method 1100 can receive virtual model information associ-
ated with a virtual deformable geometric model, the virtual
model information comprising a complex rig comprising a
first plurality of transforms and a first plurality of vertices
defined by a default model, and a simplified rig comprising

a second plurality of transforms and a second plurality of
vertices, wherein the second plurality of vertices correspond
to the first plurality of vertices defined by the default model.
At block 1104, the method 1100 can deform the simplified
rig and the complex rig based on an animation to be applied
to the virtual deformable geometric model. At block 1106,
the method 1100 can calculate a set of oflset data, the set of
oflset data comprising, for each vertex in the first plurality
of vertices, an oflset between the vertex and a corresponding
vertex 1n the second plurality of vertices.

FIG. 12 illustrates an example method 1200, according to
an embodiment of the present technology. At block 1202, the
method 1200 can receive virtual model information associ-
ated with a virtual deformable geometric model, the virtual
model information comprising a complex rig comprising a
first plurality of transtforms and a first plurality of vertices
defined by a default model, and a simplified rig comprising
a second plurality of transforms and a second plurality of
vertices, wherein the second plurality of vertices correspond
to the first plurality of vertices defined by the default model.
At block 1204, the method 1200 can deform the simplified
rig and the complex rig based on an animation to be applied
to the virtual deformable geometric model. At block 1206,
the method 1200 can calculate a set of oflset data, the set of
oflset data comprising, for each vertex in the first plurality
of vertices, an oflset between the vertex and a corresponding
vertex 1n the second plurality of vertices. At block 1208, the
method 1200 can export a compressed version of the set of
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oflset data to a real-time processing engine for real-time
amimation of the virtual deformable geometric model.
FI1G. 13 1llustrates an example method 1300, according to
an embodiment of the present technology. At block 1302, the
method 1300 can identity a virtual deformable geometric
model to be animated 1n a real-time immersive environment,
the virtual deformable geometric model comprising a virtual
model mesh comprising a plurality of vertices, a plurality of
edges, and a plurality of faces. At block 1304, the method
1300 can iteratively refine the virtual model mesh in one or
more iterations to generate a refined mesh, wherein each
iteration of the one or more iterations increases the number

of vertices, the number of edges, and/or the number of faces.
At block 1306, the method 1300 can present the refined

mesh during real-time animation of the virtual deformable
geometric model within the real-time 1mmersive environ-
ment.

FI1G. 14 1llustrates an example method 1400, according to
an embodiment of the present technology. At block 1402, the
method 1400 can 1dentify a virtual character being presented
to a user within a real-time immersive environment. At block
1404, the method 1400 can determine a first animation to be
applied to the virtual character. At block 1406, the method
1400 can determine a nonverbal communication animation
to be applied to the virtual character simultaneously with the
first animation. At block 1408, the method 1400 can animate
the virtual character 1n real-time based on the first animation
and the nonverbal communication animation.

Many variations to the example methods are possible. It
should be appreciated that there can be additional, fewer, or
alternative steps performed 1n similar or alternative orders,
or in parallel, within the scope of the various embodiments
discussed herein unless otherwise stated.

Hardware Implementation

The foregoing processes and features can be implemented
by a wide variety of machine and computer system archi-
tectures and 1n a wide variety of network and computing
environments. FIG. 15 1llustrates an example machine 1500
within which a set of 1nstructions for causing the machine to
perform one or more of the embodiments described herein
can be executed, in accordance with an embodiment of the
present disclosure. The embodiments can relate to one or
more systems, methods, or computer readable media. The
machine may be connected (e.g., networked) to other
machines. In a networked deployment, the machine may
operate 1n the capacity of a server or a client machine in a
client-server network environment, or as a peer machine 1n
a peer-to-peer (or distributed) network environment.

The computer system 1500 includes a processor 1502
(e.g., a central processing umt (CPU), a graphics processing
unit (GPU), or both), a main memory 1504, and a nonvola-
tile memory 1506 (e.g., volatile RAM and non-volatile
RAM, respectively), which communicate with each other
via a bus 1508. The processor 1502 can be implemented 1n
any suitable form, such as a parallel processing system. In
some cases, the example machine 1500 can correspond to,
include, or be included within a computing device or system.
For example, 1n some embodiments, the machine 1500 can
be a desktop computer, a laptop computer, personal digital
assistant (PDA), an appliance, a wearable device, a camera,
a tablet, or a mobile phone, etc. In one embodiment, the
computer system 1500 also includes a video display 1510,
an alphanumeric mput device 1512 (e.g., a keyboard), a
cursor control device 1514 (e.g., a mouse), a drive umt 1516,
a signal generation device 1518 (e.g., a speaker) and a
network interface device 1520.
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In one embodiment, the video display 1510 includes a
touch sensitive screen for user input. In one embodiment, the
touch sensitive screen 1s used instead of a keyboard and
mouse. The disk drive unit 1516 includes a machine-read-
able medium 1522 on which 1s stored one or more sets of
instructions 1524 (e.g., software) embodying any one or
more of the methodologies or functions described herein.
The nstructions 1524 can also reside, completely or at least
partially, within the main memory 1504 and/or within the
processor 1502 during execution thereol by the computer
system 1500. The instructions 1524 can further be transmit-
ted or received over a network 1540 wvia the network
interface device 1520. In some embodiments, the machine-
readable medium 1522 also includes a database 1525.

Volatile RAM may be implemented as dynamic RAM
(DRAM), which requires power continually i order to
refresh or maintain the data 1n the memory. Non-volatile
memory 1s typically a magnetic hard drive, a magnetic
optical drive, an optical drive (e.g., a DVD RAM), or other
type of memory system that maintains data even after power
1s removed from the system. The non-volatile memory 1506
may also be a random access memory. The non-volatile
memory 1506 can be a local device coupled directly to the
rest of the components 1n the computer system 1500. A
non-volatile memory that 1s remote from the system, such as
a network storage device coupled to any of the computer
systems described herein through a network interface such
as a modem or Ethernet interface, can also be used.

While the machine-readable medium 1522 1s shown 1n an
exemplary embodiment to be a single medium, the term
“machine-readable medium™ should be taken to include a
single medium or multiple media (e.g., a centralized or
distributed database, and/or associated caches and servers)
that store the one or more sets of instructions. The term
“machine-readable medium” shall also be taken to include
any medium that 1s capable of storing, encoding or carrying
a set of mstructions for execution by the machine and that
cause the machine to perform any one or more of the
methodologies of the present disclosure. The term
“machine-readable medium” shall accordingly be taken to
include, but not be limited to, solid-state memories, optical
and magnetic media, and carrier wave signals. The term
“storage module” as used herein may be implemented using
a machine-readable medium.

In general, routines executed to implement the embodi-
ments of the invention can be implemented as part of an
operating system or a specific application, component, pro-
gram, object, module or sequence of 1nstructions referred to
as “programs” or “applications”. For example, one or more
programs or applications can be used to execute any or all
of the functionality, techniques, and processes described
herein. The programs or applications typically comprise one
or more 1nstructions set at various times 1n various memory
and storage devices 1n the machine and that, when read and
executed by one or more processors, cause the computing
system 13500 to perform operations to execute elements
involving the various aspects of the embodiments described
herein.

The executable routines and data may be stored 1n various
places, including, for example, ROM, volatile RAM, non-
volatile memory, and/or cache memory. Portions of these
routines and/or data may be stored in any one of these
storage devices. Further, the routines and data can be
obtained from centralized servers or peer-to-peer networks.
Diflerent portions of the routines and data can be obtained
from different centralized servers and/or peer-to-peer net-
works at different times and in different communication
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sessions, Or 1n a same communication session. The routines
and data can be obtained 1n entirety prior to the execution of
the applications. Alternatively, portions of the routines and
data can be obtained dynamically, just 1n time, when needed
for execution. Thus, 1t 1s not required that the routines and
data be on a machine-readable medium in enftirety at a
particular mstance ol time.

While embodiments have been described fully in the
context of computing systems, those skilled in the art will
appreciate that the various embodiments are capable of
being distributed as a program product 1n a variety of forms,
and that the embodiments described herein apply equally
regardless of the particular type of machine- or computer-
readable media used to actually eflect the distribution.
Examples of machine-readable media include, but are not
limited to, recordable type media such as volatile and
non-volatile memory devices, tloppy and other removable
disks, hard disk drives, optical disks (e.g., Compact Disk
Read-Only Memory (CD ROMS), Digital Versatile Disks,
(DVDs), etc.), among others, and transmission type media
such as digital and analog communication links.

Alternatively, or i1n combination, the embodiments
described herein can be implemented using special purpose
circuitry, with or without software instructions, such as
using Application-Specific Integrated Circuit (ASIC) or
Field-Programmable Gate Array (FPGA). Embodiments can
be implemented using hardwired circuitry without software
instructions, or 1n combination with software instructions.
Thus, the techniques are limited neither to any specific
combination of hardware circuitry and software, nor to any
particular source for the instructions executed by the data
processing system.

For purposes of explanation, numerous specific details are
set forth 1n order to provide a thorough understanding of the
description. It will be apparent, however, to one skilled 1n
the art that embodiments of the disclosure can be practiced
without these specific details. In some instances, modules,
structures, processes, features, and devices are shown 1n
block diagram form 1n order to avoid obscuring the descrip-
tion or discussed herein. In other instances, functional block
diagrams and flow diagrams are shown to represent data and
logic tlows. The components of block diagrams and tlow
diagrams (e.g., modules, engines, blocks, structures,
devices, features, etc.) may be variously combined, sepa-
rated, removed, reordered, and replaced 1n a manner other
than as expressly described and depicted herein.

Reference 1n this specification to “one embodiment”, “an
embodiment”, “other embodiments”, “another embodi-
ment”, “in various embodiments,” or the like means that a
particular {feature, design, structure, or characteristic
described 1n connection with the embodiment 1s included 1n
at least one embodiment of the disclosure. The appearances
of, for example, the phrases “according to an embodiment”,
“in one embodiment”, “in an embodiment”, “in various
embodiments,” or “in another embodiment” in wvarious
places 1n the specification are not necessarily all referring to
the same embodiment, nor are separate or alternative
embodiments mutually exclusive of other embodiments.
Moreover, whether or not there 1s express reference to an
“embodiment” or the like, various features are described,
which may be variously combined and included in some
embodiments but also variously omitted 1n other embodi-
ments. Similarly, various features are described which may
be preferences or requirements for some embodiments but
not other embodiments.

Although embodiments have been described with refer-
ence to specific exemplary embodiments, 1t will be evident
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that the various modifications and changes can be made to
these embodiments. Accordingly, the specification and
drawings are to be regarded 1n an 1illustrative sense rather
than 1n a restrictive sense. The foregoing specification
provides a description with reference to specific exemplary
embodiments. It will be evident that various modifications
can be made thereto without departing from the broader
spirit and scope as set forth n the following claims. The
specification and drawings are, accordingly, to be regarded
in an 1llustrative sense rather than a restrictive sense.

Although some of the drawings illustrate a number of
operations or method steps in a particular order, steps that
are not order dependent may be reordered and other steps
may be combined or omitted. While some reordering or
other groupings are specifically mentioned, others will be
apparent to those of ordinary skill in the art and so do not
present an exhaustive list of alternatives. Moreover, it should
be recogmized that the stages could be implemented in
hardware, firmware, software or any combination thereof.

It should also be understood that a variety of changes may
be made without departing from the essence of the inven-
tion. Such changes are also mmplicitly included in the
description. They still fall within the scope of this invention.
It should be understood that this disclosure 1s intended to
yield a patent covering numerous aspects of the invention,
both independently and as an overall system, and in both
method and apparatus modes.

Further, each of the various elements of the invention and
claims may also be achieved in a variety of manners. This
disclosure should be understood to encompass each such
variation, be i1t a vaniation of an embodiment of any appa-
ratus embodiment, a method or process embodiment, or
even merely a varniation of any element of these.

Further, the use of the transitional phrase “comprising™ 1s
used to maintain the “open-end” claims herein, according to
traditional claim interpretation. Thus, unless the context
requires otherwise, it should be understood that the term
“comprise’” or variations such as “comprises” or “‘compris-
ing”’, are mtended to imply the inclusion of a stated element
or step or group of elements or steps, but not the exclusion
ol any other element or step or group of elements or steps.
Such terms should be interpreted in their most expansive
forms so as to aflord the applicant the broadest coverage
legally permissible in accordance with the following claims.

The language used herein has been principally selected
for readability and instructional purposes, and 1t may not
have been selected to delineate or circumscribe the inventive
subject matter. It 1s therefore mtended that the scope of the
invention be limited not by this detailed description, but
rather by any claims that issue on an application based
hereon. Accordingly, the disclosure of the embodiments of
the mvention 1s intended to be illustrative, but not limiting,
of the scope of the invention, which 1s set forth in the
following claims.

What 1s claimed 1s:

1. A computer-implemented method comprising:

receiving, by a computing system, virtual model infor-
mation associated with a virtual character, the virtual
model information comprising

a complex rig comprising a first plurality of deforma-

tions, a first plurality of transforms, and a first
plurality of vertices defined by a default model, and

a simplified rig based on the complex rig, the simplified

rig comprising one or more deformations, one or
more transforms, and one or more vertices, wherein
the one or more vertices correspond to the first
plurality of vertices defined by the default model, the
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simplified rig comprising a simplified skeleton rep-
resenting a subset of skeletal joints present 1 a
complex skeleton of the complex rig;

calculating, by the computing system, a set of oflset data

comprising, for a vertex in the first plurality of vertices
of the complex rig, an oflset between the vertex of the
complex rig and a corresponding vertex of the simpli-
fied ng; and

animating, by the computing system, the virtual character

using a real-time processing engine, wherein the real-

time processing engine ammates the virtual character

by

deforming the simplified rig and applying the set of
oflset data to the one or more vertices of the sim-
plified nng to generate a complex deformation model,
and

deforming the complex rig using the complex defor-
mation model to animate the virtual character.

2. The computer-implemented method of claim 1,
wherein

the ammmated virtual character comprises a plurality of

frames, and

the set of offset data comprises, for each vertex in the first

plurality of vertices and for each frame 1n the plurality
of frames, one or more oflsets between the vertex and
a corresponding vertex of the one or more vertices.

3. The computer-implemented method of claim 1, further
comprising receiving, by the computing system, an indica-
tion that the virtual character 1s to be animated in a real-time
environment.

4. The computer-implemented method of claim 1,
wherein each of the one or more deformations represents a
subset of the first plurality of deformations.

5. The computer-implemented method of claim 1,
wherein each of the one or more transforms represents a
subset of the first plurality of transforms.

6. The computer-implemented method of claim 1,
wherein at least some of the first plurality of transforms are
arranged hierarchically.

7. A system comprising:

at least one processor; and

a memory storing instructions that, when executed by the

at least one processor, cause the system to perform a
method comprising:
receiving virtual model information associated with a
virtual character, the virtual model information com-
prising
a complex rig comprising a first plurality of defor-
mations, a {irst plurality of transforms, and a first
plurality of vertices defined by a default model,
and
one or more simplified rigs based on the complex rig,
the one or more simplified rigs comprising one or
more deformations, one or more transforms, and
one or more vertices, wherein the one or more
vertices correspond to the first plurality of vertices
defined by the default model, the one or more
simplified rigs comprising a simplified skeleton
representing a subset of skeletal joints present 1n a
complex skeleton of the complex rig;
calculating one or more sets of oflset data, wherein a set
of oflset data corresponds to one of the one or more
simplified rigs, the set of offset data comprising, for
a vertex 1n the first plurality of vertices, an oflset
between the vertex and a corresponding vertex of the
one of the one or more simplified rigs; and
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animating the virtual character using a real-time pro-
cessing engine, wherein the real-time processing
engine animates the virtual character by
deforming the one or more simplified rigs and apply-
ing the one or more sets of oflset data to the one
or more vertices of the one or more simplified rigs
to generate a complex deformation model, and
deforming the complex rig using the complex delor-
mation model to animate the virtual character.

8. The system of claim 7, wherein

the animated virtual character comprises a plurality of

frames, and

the sets of offset data comprise, for each vertex in the first

plurality of vertices and for each frame 1n the plurality
of frames, one or more oflfsets between the vertex and
a corresponding vertex of the one or more vertices.

9. The system of claim 7, wherein the instructions, when
executed by the at least one processor, further cause the
system to perform: receiving an indication that the virtual
character 1s to be animated in a real-time environment.

10. The system of claim 9, wherein deforming the one or
more simplified rigs and applying the one or more sets of
oflset data to the one or more vertices of the one or more
simplified rigs to generate the complex deformation model
COmprises:

deforming a subset of the one or more simplified rigs and

applying a corresponding subset of the one or more sets
of offset data to one or more vertices of the subset of the
one or more simplified rigs to generate the complex
deformation model.

11. The system of claim 10, wherein the subset of the one
or more simplified rigs 1s determined by scene data.

12. The system of claim 10, wherein the subset of the one
or more simplified rigs 1s determined dynamically 1n real-
time based on scene data, the subset of the one or more
simplified rigs determined dynamically based on proximity
to a camera.

13. A non-transitory computer-readable storage medium
including instructions that, when executed by at least one
processor ol a computing system, cause the computing
system to perform a method comprising;:

receirving virtual model information associated with a

virtual character, the virtual model information com-

prising

a complex rig comprising a first plurality of deforma-
tions, a first plurality of transforms, and a first
plurality of vertices defined by a default model, and

one or more sumplified rigs based on the complex rig,
the one or more simplified rigs comprising one or
more deformations, one or more transforms, and one
or more vertices, wherein the one or more vertices
correspond to the first plurality of vertices defined by
the default model, the one or more simplified rigs
comprising a simplified skeleton representing a sub-
set of skeletal joints present 1n a complex skeleton of
the complex ng;

calculating one or more sets of oilset data, wherein a set

of offset data corresponds to one of the simplified rigs,
the set of oflset data comprising, for a vertex in the first
plurality of vertices, an oflset between the vertex and a
corresponding vertex of a simplified rig; and
animating the virtual character using a real-time process-
ing engine, wherein the real-time processing engine
animates the virtual character by
deforming the one or more simplified rigs and applying
the one or more sets of offset data to the one or more
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vertices of the one or more simplified rigs to generate
a complex deformation model, and

deforming the complex rig using the complex defor-
mation model to animate the virtual character.

14. The non-transitory
medium of claim 13, wherein

computer-readable storage

the amimated virtual character comprises a plurality of
frames, and

the sets of offset data comprise, for each vertex in the first

plurality of vertices and for each frame 1n the plurality
of frames, one or more oflsets between the vertex and
a corresponding vertex of the one or more vertices.

15. The non-transitory computer-readable storage
medium of claim 13, wherein the instructions, when
executed by the at least one processor of the computing
system, further cause the computing system to perform:
receiving an indication that the virtual character 1s to be
amimated 1n a real-time environment.
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16. The non-transitory computer-readable storage
medium of claim 15, wherein deforming the one or more
simplified rigs and applying the one or more sets of oflset
data to the one or more vertices of the one or more simplified
rigs to generate the complex deformation model comprises:

deforming a subset of the one or more simplified rigs and

applying a corresponding subset of the one or more sets
of offset data to one or more vertices of the subset of the

one or more simplified rigs to generate the complex
deformation model.

17. The non-transitory computer-readable storage
medium of claim 16, wherein the subset of the one or more
simplified rigs 1s determined by scene data.

18. The non-transitory computer-readable storage
medium of claim 16, wherein the subset of the one or more
simplified rigs 1s determined dynamically 1n real-time based
on scene data, the subset of the one or more simplified rigs
determined dynamically based on proximity to a camera.
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