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SCHEDULING DOWNLINK DATA AND
UPLINK DATA BASED ON RECEIVED

RESOURCE REQUIREMENTS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a national stage entry of International
Application No. PCT/FI12018/050609, filed Aug. 29, 2018,
entitled “SCHEDULING DOWNLINK DATA AND
UPLINK DATA BASED ON RECEIVED RESOURCE
REQUIREMENTS” which 1s hereby incorporated by refer-

ence 1n 1its entirety.

TECHNICAL FIELD

This description relates to scheduling transmissions 1n a
wireless network.

BACKGROUND

In wireless networks with a large number of devices
sending and receiving transmissions, the transmissions can
interfere with each other.

SUMMARY

According to an example, a method performed by an
access node can comprise receiving, from a core network
(CN), resource requirements for uplink transmissions cor-
responding to downlink transmissions of data between the
access node and a user device, receiving, ifrom the CN,
downlink data destined for the user device, determining,
based on the received resource requirements, a schedule for
the recetved downlink data and for expected uplink data
corresponding to the recetved downlink data, and sending
the schedule to the user device.

According to an example, an apparatus can comprise at
least one processor and a non-transitory computer-readable
storage device. The non-transitory computer-readable stor-
age device can comprise instructions stored thereon that,
when executed by the at least one processor, are configured
to cause the apparatus to receive, from a core network (CN),
resource requirements for uplink transmissions correspond-
ing to downlink transmissions of data between the apparatus
and a user device, receive, from the CN, downlink data
destined for the user device, determine, based on the
received resource requirements, a schedule for the recerved
downlink data and for expected uplink data corresponding to
the received downlink data, and send the schedule to the user
device.

According to an example, a non-transitory computer-
readable storage medium can comprise mstructions stored
thereon that, when executed by at least one processor, are
configured to cause a wireless station to receive, from a core
network (CN), resource requirements for uplink transmis-

sions corresponding to downlink transmissions of data
between the wireless station and a user device, receive, from
the CN, downlink data destined for the user device, deter-
mine, based on the received resource requirements, a sched-
ule for the received downlink data and for expected uplink
data corresponding to the received downlink data, and send
the schedule to the user device.

The details of one or more implementations are set forth
in the accompanying drawings and the description below.
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Other features will be apparent from the description and
drawings, and from the claims.

BRIEF DESCRIPTION OF THE

DRAWINGS

FIG. 1 1s a network diagram showing communication
links between devices according to an example implemen-
tation.

FIG. 2 1s a flowchart showing a method for scheduling
data according to an example implementation.

FIG. 3 1s a timing diagram showing actions and trans-
missions for scheduling data according to an example imple-
mentation.

FIG. 4A 1s a timing diagram showing a schedule for
downlink data and uplink data transmitted 1n a single
message according to an example implementation.

FIG. 4B 1s a timing diagram showing a schedule for
downlink data transmitted 1n a first message and a schedule
for uplink data transmitted 1n a second message according to
an example implementation.

FIG. 5§ 1s a timing diagram showing actions and trans-
missions for scheduling data according to an example imple-
mentation.

FIG. 6 1s a flowchart showing a method for scheduling
data according to an example implementation.

FIG. 7 1s a diagram of a wireless station according to an
example implementation.

DETAILED DESCRIPTION

FIG. 1 1s a network diagram showing communication
links between devices according to an example implemen-
tation. In the following, different exemplifying embodi-
ments will be described using, as an example of an access
architecture to which the embodiments may be applied, a
radio access architecture based on long term evolution
advanced (LTE Advanced, LTE-A) or new radio (NR, 5G),
without restricting the embodiments to such an architecture.
Embodiments described herein may also be applied to other
kinds of communications networks having suitable means
by adjusting parameters and procedures appropriately. Some
examples of other options for suitable systems are the
umversal mobile telecommunications system (UMTS) radio
access network (UTRAN or E-UTRAN), long term evolu-
tion (LTE and/or E-UTRA), wireless local area network
(WLAN or WiF1), worldwide interoperability for microwave
access (W1IMAX), Bluetooth®, personal communications
services (PCS), ZigBee®, wideband code division multiple
access (WCDMA), systems using ultra-wideband (UWDB)
technology, sensor networks, mobile ad-hoc networks
(MANETSs) and Internet Protocol multimedia subsystems
(IMS) or any combination thereof. Transmissions from an
access node and/or base station to a user device and/or user
equipment can be considered downlink transmissions, and
transmissions from a user device and/or user equipment to
an access node and/or base station can be considered uplink
transmissions.

The network can include a core network (CN) 102. The
core network 102, which can also be considered a network
core, an Evolved Packet Network (EPC), or a backbone
network, can direct communications over a packet data
network, such as by delivering routes to exchange informa-
tion among subnetworks.

The network can include a factory network 104. The
factory network 104 can route communications between
multiple factories, such as the factory 114 shown in FIG. 1.
In some examples, the factory network 104 can implement
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Ultra-Reliable and Low Latency Communication (URLLC)
in fifth-generation (5G) New Radio (NR) wireless technol-
ogy. The factory network 104 can securely deliver data
messages end-to-end with high reliability, meeting hard
latency requirements. The factory network 104 can imple-
ment cooperation and safety functions of autonomous
vehicles, momtoring and control in smart grids, tactile
teedback 1 remote medical procedures, control and coor-
dination of unmanned aviation vehicles such as drones,
robotics, and/or industrial automation, as non-limiting
examples.

The network can include a controller 106. The controller
106 can be 1n wired or wireless communication with the core
network 102, the factory network 104, and/or one or more
access nodes 108. The controller 106 can interact with a
large number of sensors and/or actuators 112A, 112B, 112C,
112D (described below and referred to collectively as sen-
sors/actuators 112), which can be integrated 1in a manufac-
turing unit, such as a factory 114. The controller 106 can
periodically submit instructions to the sensors/actuators 112.
The controller 106 can submit the instructions to the sensors/
actuators within a closed-loop control application. The
instructions can be 1included 1n messages and/or telegrams.
In some examples, the messages and/or telegrams can be
less than fifty-six bytes long. The controller 106 therefore
may comprise functions of a local serving gateway as well
as a local application server for serving factory users.

The sensors/actuators 112 can respond to the instructions
from the controller 106 within a cycle time. In some
examples, the cycle time from the controller 106 sending the
instructions to the sensors/actuators 112 sending their
responses can be two milliseconds. The low cycle time can
set stringent end-to-end latency constraints on forwarding
messages and/or telegrams by the access node 108, such as
one millisecond. The messages and/or telegrams can be
delivered 1sochronously. The 1sochronous delivery of the
messages and/or telegrams can place tight constraints on
delivery, such as within one microsecond. The communica-
tion service from the controller 106 to the sensors/actuators
112 can be highly available, such as 99.9999% available.

In some examples, the closed-loop control of the sensors/
actuators 112 by the controller 106 via the access node 108
and user devices (UDs) 110A, 110B (described below and
referred to collectively as user devices 110) can be based on
individual closed-loop control events. The closed-loop con-
trol events can each include a downlink transaction followed
by a synchronous uplink transaction. Both the downlink
transaction and the uplink transaction can be executed
within a cycle time. Parallel closed-loop control events
(downlink transactions and uplink transactions between the
controller 106 and multiple sensor/actuators) can occur
isochronously, with equal time intervals for transactions
between the controller 106 and multiple sensors/actuators
112 that are performed concurrently.

A transaction cycle can include a downlink transaction 1n
which the controller 106 sends a command and/or 1nstruc-
tion to a sensor/actuator 112, application-layer processing of
the command and/or instruction by the sensor/actuator 112,
and an uplink transaction 1in which the sensor/actuator 112
sends a response to controller 106 which 1s a response to the
command and/or mstruction. The cycle time of the transac-
tion cycle can include the entire transaction, from the
downlink transmission of the command and/or instruction
by the controller 106 to the sensor/actuator 112 until the
controller 106 receives the response from the sensor/actuator
112. The cycle time can include lower-layer (such as physi-
cal layer and/or medium access control (MAC) layer) pro-
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4

cessing ol the mstruction and/or command and response,
latencies on the air interface, and/or application-layer pro-
cessing by the sensor/actuator 112.

The access node 108 can be 1n wired or wireless com-
munication with the core network 102 and/or controller 106.
The access node 108 can be 1n wireless communication with
multiple user devices 110A, 110B (referred to collectively as
user devices 110). The access node 108 can include an
access point (AP), an enhanced Node B (eNB), a gNB, or a
network node. The access node 108 can provide wireless
coverage within a cell to the user devices 110. The access
node 108 can communicate with other access nodes (not
shown 1n FIG. 1) via wired or wireless links, and can control
radio resources of the network.

The access node 108 can route communications between
the controller 106 and user devices 110 within a factory 114.
The user devices 110 can include portable computing
devices that include wireless mobile communication devices
operating with or without a subscriber identification module
(SIM), including, but not limited to, the following types of
devices: a mobile station (MS), a mobile phone, a cellphone,
a smartphone, a personal digital assistant (PDA), a handset,
a device using a wireless modem (such as an alarm or
measurement device), a laptop and/or touchscreen computer,
a tablet, a phablet, a game console, a notebook, or a
multimedia device, as non-limiting examples.

The user devices 110 can route messages between the
controller 106 and sensors/actuators 112 1n the factory 114.
While two user devices 110 are shown in the factory 114,
any number of user devices 110 can be included in the
factory 114. While four sensors/actuators 112 are shown 1n
the factory 114, any number of sensors/actuators 112 can be
included 1n the factory 114. The sensors/actuators 112 can
include sensors that perform measurements, such as mea-
surements of intensity or wavelength of light or other
clectromagnetic waves, measurements ol intensity or fre-
quency of sounds or audio signals, measurements of elec-
trical properties such as voltage or current, or actuators that
move machines to perform actions such as making devices,
as non-limiting examples.

In some examples, the access node 108 can receive, from
the core network 102 and/or the controller 106, information
regarding a size ol downlink data to send to the user devices
110, and required size and timing information regarding the
uplink responses from the user devices 110 associated with
the downlink data, as for corresponding closed-loop control
applications. Based on the information that the access node
108 received from the core network 102 and/or controller
106, the access node 108 can at once determine a schedule
for transmitting the downlink data to the user devices 110
and for the user devices 110 to transmit the uplink responses
to the access node 108. The determined schedule can ensure
that transmissions meet the quality of service (QoS) require-
ments for the data carried by the transmissions (latency and
reliability) and do not interfere with each other. The access
node 108 can send the determined schedule to the user
devices 110. After the access node 108 sends the determined
schedule to the user devices 110, the access node 108 can
send the downlink data, commands, and/or instructions to
the user devices 110 according to the schedule, and the user
devices 110 can send responses to the access node 108
according to the schedule. In some examples, the receipt
from the core network 102 and/or controller 106 of infor-
mation regarding the size of downlink data and required size
and timing information regarding the uplink responses, the
determination of the schedule, and sending of the schedule,
can be performed by the access node 108 for each user
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device individually and per an application service (such as
per downlink transmission and associated uplink transmis-
s1011).

FIG. 2 1s a flowchart showing a method 200 for sched-
uling data according to an example implementation. In this
example method 200, the access node 108 can receive, from
the core network 102 and/or controller 106, downlink data
and information about an uplink response(s) from the user
device(s) 110 (202). The downlink data can include com-
mands and/or istructions for sensors to perform measure-
ments and/or for actuators to perform movements. The
information about the uplink response can include a required
s1ze and/or timing of the uplink response associated with the
downlink data.

In examples of semi-static closed-loop control of end-to-
end applications 1n which the size and timing of the uplink
response associated with the downlink data 1s semi-static,
the access node 108 can receive mformation regarding the
s1ize and timing of the uplink response associated with the
downlink data before receiving the uplink data as once-off
configuration information, such as during configuration of
the packet data unit (PDU) session and radio bearer (RB)
corresponding to the downlink and uplink data by the access
node 108. The access node 108 can recerve the information
regarding the size and timing of the uplink response from a
mobile management entity (MME) 1n a Long Term Evolu-
tion (LTE) network, or by an access and mobility function
(AMF) or session management function (SMF) 1n a fifth-
generation (5G) network using non-access stratum (NAS) or
a C-plane.

In examples of dynamic closed-loop control of end-to-end
applications in which the size and timing of uplink responses
associated with downlink data are dynamic and the down-
link data are dynamic, the access node 108 can receive
individual packets of the downlink data and, along with the
individual packets of the downlink data, the information
regarding the size and timing of the associated uplink
response. The individual packets can be service data units
(SDUs) received by the access node 108 from the core
network 102 and/or controller 106, and thereafter sent by the
access node 108 to the user devices 110 via a corresponding
downlink radio bearer (RB). The access node 108 can
receive with the imndividual SDU an indication (such as per
packet) that the access node 108 1s expected to receive
real-time feedback from the user device 110, as an uplink
response associated to the SDU. The indication that the
access node 108 15 expected to receive the real-time feed-
back corresponding to the SDU of the downlink data can
turther specity the size and Ultra-Reliable and Low Latency
Communication (URLLC) requirements of the associated
uplink response. "

The access node 108 can receive the
individual packets of downlink data and/or the information
regarding the size and timing of the uplink response from,
for example, the serving gateway (SGW) in an LTE network
or the user plane function (UPF) in a 5G network.

The method 200 can include the access node 108 sched-
uling resources (204). The access node 108 can schedule the
resources (204) for transmissions of both the downlink data
from the access node 108 to the user devices 110 and the
uplink responses from the user devices 110 to the access
node 108. The resources can include frequency bands and/or
time slots, according to example implementations.

The method 200 can include the access node 108 1ndi-
cating the scheduled resources (206) to the user devices 110.
The access node 108 can 1indicate the scheduled resources by
using L1 (physical layer) signaling to the user devices 110,
or by using a combination of L1 signaling and higher-layer
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signaling, such as by sending the scheduled resources for the
transmission of the downlink data using .1 signaling and the
scheduled resources for the transmission of the associated
uplink data using .2 MAC (medium access control layer)
signaling to the user devices 110.

FIG. 3 1s a iming diagram showing actions and trans-
missions for scheduling data according to an example imple-
mentation. In this example, the user device 110 can include
and/or implement an application layer 302 and an access
stratum (radio protocol stack) 304, the access node(s) 108
can 1nclude an access stratum 306, the core network 102 can
include and/or implement one or more network functions
308, and the controller 106 can include and/or implement an
application layer 310.

The applications 302, 310 of the user devices 110 and
controller 106 can implement end-to-end control 312. The
end-to-end control 312 can include the controller 106 send-
ing instructions and/or commands to the user devices 110,
and the user devices 110 sending responses to the controller
106. The end-to-end control 312 can be performed 1n a
closed loop, whereby the instructions and/or commands and
responses are sent and received between the controller 106
and user devices 110 according to a predefined cycle and
operation of the closed loop control application.

One or more of the network functions 308 of the core
network 102 can perform service flow setup 314 with the
access stratum 304 of the user devices 110. The service tlow
setup 314 can configure radio bearers (RBs) for uplink and
downlink transmissions of data for the end-to-end closed
loop control.

One or more network functions 308 of the core network
102 can send resource requirements 316 to the access
stratum of the access node 108. The resource requirements
316 can inform the access node 108 of the downlink data
and/or the expected size and timing of uplink responses that
the user devices 110 will send to the access node 108 in
response to the access node 108 sending downlink data, such
as commands and/or instructions, to the user devices 110.
The recerved resource requirements 316 can include param-
cters for uplink transmissions by user devices 110 corre-
sponding to downlink transmissions of data from the access
node 108, and/or can correspond to downlink transmissions
ol data between the access node 108 and user devices 110.

After the access node 108 has been informed of the
resource requirements, the application 310 of the controller
106 can send a request 318 to the access node 108. The
request 318 can include downlink data, such as commands
and/or instructions for the user devices 110 to send to the
sensors/actuators 112.

After the core network 102 has received the request from
the controller 106, the core network 102 can send downlink
data 320 to the access node 108. The received downlink data
320 can include the request 318. The downlink data 320 can
be destined for the user devices 110, and/or can have the user
devices 110 as a final destination. It 1s noted that the
controller 106 may comprise functions of a local serving
gateway as well as a local application server for serving
factory users. The access node 108 may receive the down-
link data 320 including the request 318 directly from the
controller 106.

After receiving the downlink data 320 from the core
network 102, the access node 108 can perform scheduling
(322). The scheduling (322) can include scheduling both the
transmission of the downlink data from the access node 108
to the user device 110, and the transmission of the expected
uplink data from the user device 110 to the access node 108.
The schedule can be determined based on the received
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resource requirements including information regarding the
size and timing of the associated uplink response to be
expected 1n the corresponding uplink transmission from the
user device 110. The uplink transmission and/or downlink
transmission can be transmitted by the user device 110
and/or access node 108 via an established uplink RB or
logical channel and an established downlink RB or logical
channel. An RB or logical channel can by established by
scheduling transmission resources, such as frequency ranges
and/or timeslots, for the transmission via the RB or logical
channel.

After performing the scheduling (322), the access node
108 can send the schedule and downlink data 324 to the user
device 110. In some examples, the access node 108 can send
the downlink allocation of the downlink transmission
resources and the indication of the uplink transmission
resources for the associated uplink response to the user
device 110 1n a first message and send the downlink data to
the user devices 1n a second message, as shown 1n FIG. 4A.
The downlink data can include downlink instructions. In
some examples, the access node 108 can send the downlink
allocation of downlink transmission resources 1n a first
message, and send the downlink data and the indication of
the uplink transmission resources for the associated uplink
response to the user device 110 1n a second message, as
shown i FIG. 4B. After the access node 108 sends the
schedule and downlink data 324 to the user device 110, the
user device 110 can send the expected uplink response, in
response to the downlink data, to the access node 108. The
access node 108 can determine the schedule (322) and send
the determined schedule to the user device 110 without
receiving a scheduling request from the user device 110.

FIG. 4A 1s a timing diagram showing a schedule 402 for
downlink data and uplink data transmitted 1n a single
message according to an example implementation. In this
example, the access stratum 306 of the access node 108 can
send the schedule 402 to the access stratum of the user
devices 110. The schedule 402 can be 1included 1n a physical
downlink control channel (PDCCH). The schedule 402 can
include the downlink allocation of downlink communication
resources and an idication of the uplink grant for resources
via which the user device(s) 110 will send the uplink
response(s) associated with the downlink data. In some
examples, the schedule 402 for both the received downlink
data and expected uplink data can be included in a single
instance of a PDCCH.

After sending the schedule 402 to the user device(s) 110,
the access node 108 can send the downlink data 404 to the
user device(s) 110. The downlink data 404 can include
instructions and/or commands, such as instructions and/or
commands for sensors to perform measurements and/or for
actuators to perform movements. In some examples, the
downlink data can be 1included 1n a transport block (1B). In
some examples, both the downlink allocation and the 1ndi-
cation of uplink grant included in the schedule 402 are
included in L1 (physical layer) signaling. In some examples,
both the downlink allocation and the indication of uplink
grant included 1n the schedule 402 can be included 1n a same
PDCCH 1nstance 1n a 3G network, and/or when the timing
of the associated uplink response 1s very critical.

FIG. 4B 1s a timing diagram showing a schedule for
downlink data transmitted 1n a first message and a schedule
for uplink data transmitted 1n a second message according to
an example implementation. In this example, the access
stratum 306 of the access node 108 can send a downlink
allocation 452 to the access stratum 304 of the user device
110. The downlink allocation 452 can include an allocation
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of downlink communication resources via which the user
device 110 will receive the downlink data from the access
node 108. The downlink allocation 452 can be included 1n a
physical downlink control channel (PDCCH). The PDCCH
can include the downlink schedule and, optionally, an 1ndi-
cation that the uplink schedule will be included 1n a message
(454) that also includes the received downlink data 320.

After sending the downlink allocation 452 to the user
device 110, the access node 108 can send downlink data and
an mdication of uplink grant 454 to the user devices 110. The
downlink data and indication of uplink grant 454 can be
included 1n a single transport block (TB). The indication of
the uplink grant can 1identity communication resources, such
as frequencies and/or time slots, via which the user devices
110 can send responses to the access node 108. The indica-
tion of the uplink grant can be included in a medium access
control (MAC) control element (MAC_CE) for example. In
some examples, the downlink allocation 452 and the uplink
grant can be included 1n separate messages 1 an LITE
network, and/or when the timing of the associated uplink
response 1s less important.

In some examples applicable to the examples shown 1n
both FIGS. 4A and 4B, the access node 108 can signal the
uplink grant for the uplink response to the user device with
a one-bit and/or single-bit indication, 11 a mapping rule from
allocated downlink resources to uplink resources 1s pre-
defined and/or configured during radio bearer configuration
for serving the closed-loop control application. In some
examples, the indication of the uplink grant can include
timing information, such as a subiframe number or a time
window given by a starting subirame and an ending sub-
frame or a window size 1n number of subframes via which
the user devices 110 will recerve a scheduled uplink grant for
transmitting the uplink response. The inclusion of timing
information 1n the uplink grant can give the access node 108
flexibility to dynamically optimize utilization of communi-
cation resources, and can reduce overhead at the user
devices 110.

FIG. 5 1s a timing diagram showing actions and trans-
missions for scheduling data according to an example imple-
mentation. The applications 302, 310 of the user devices 110
and controller 106 can implement end-to-end control 502.
The end-to-end control can have similar features as the
end-to-end control 312 described above with respect to FIG.
3. One or more of the network functions 308 of the core
network 102 can perform service tlow setup 504 with the
access stratum 304 of the user devices 110. The service flow
setup 504 can have similar features as the service flow setup
314 described above with respect to FIG. 3. After the service
flow setup 504, the application(s) 310 of the controller 106
can send a request 506 to the network function(s) of the core
network 102. The request 506 can have similar features as
the request 318 described above with respect to FIG. 3.

After receiving the request 506, the core network 102 can
determine sizes and timings (308) of uplink responses
associated with downlink data to be sent by the access node
108 to the user devices 110. The downlink data can include
commands and/or instructions for the sensors and/or actua-
tors to perform measurements and/or movements. It 1s noted
that the controller 106 may comprise functions of a local
serving gateway as well as a local application server for
serving factory users. Hence, the determining 508 may be
performed by the controller 106.

After determining the sizes and timings (508) of the
uplink responses, the core network 102 can send the down-
link data 510 to the access node 108. The downlink data 510

can 1nclude the commands and/or instructions, as well as the
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information, such as resource requirements including the
determined size and timing information, for the uplink
response associated with the downlink data to be sent to the
user device 110. The downlink data 510 can have similar
features as the downlink data 320 combined with the
resource requirements 316 described above with respect to
FIG. 3, as the resource requirements included in the down-
link data 510 can be dynamic and specific to the individual
request 318 of the downlink data.

After receiving the downlink data 510, the access node
108 can perform scheduling (512). The scheduling (512) can
include both determining a schedule for the transmission of
the downlink data to the user devices 110, and scheduling
the associated uplink responses from the user devices 110,
based on the downlink data 510 received from the core
network 102. The scheduling (512) can have similar features
as the scheduling 322 described above with respect to FIG.
3.

After determining the schedule (512), the access node 108
can send schedule and downlink data (514) to the user
devices 110. Sending the schedule and downlink data (514)
can be performed i a similar manner as sending the
scheduling and downlink data 324, described above with
respect to FIGS. 3, 4A, and 4B.

After recerving the schedule and downlink data 514 by the
user devices 110, the access stratum 304 of the user devices
110 can send requests 516 to the applications 302 of the user
devices 110. The requests 516 can include the commands
and/or mstructions to perform measurements and/or move-
ments included 1in the downlink data 510. In response to
receiving the requests 516, the applications 302 can perform
the commanded and/or instructed measurements and/or
movements, and send responses 518 to the access stratum
for uplink transmissions towards the controller. The
responses 518 can include measured data (and/or sensor
data) and/or acknowledgments that actions were performed,
according to the corresponding closed-loop control applica-
tions.

In some examples, the access stratum 304 can send local
acknowledgments of the responses 518 to the application
302. The local acknowledgments can be used by the user
device 110 to determine whether the response 518 was
received by the access stratum 304 too late for the access
stratum 304 to include the response 518 in the scheduled
uplink grant.

In some examples, after receiving the response 518, the
access stratum 304 of the user device 110 may determine a
tull uplink grant (520) should be recerved. A full uplink
grant can include a larger or actual allocation of uplink
communication resources. For the former case in which the
tull uplink grant includes the larger allocation, the access
stratum 304 of the user device 110 can send a request for a
tull uplink grant to the access stratum 306 of the access node
108. In response to receiving the request for the full uplink
grant, the access node 108 can send an uplink grant 522 to
the user device 110 in addition to the uplink grant deter-
mined 1n the scheduling 512 and indicated in the schedule
514. For the latter case in which the full uplink grant
includes the actual allocation, the access stratum 304 can
monitor to recerve an uplink grant 522, according to the
information indicated 1n the schedule 514. The uplink grant
522 can include an uplink grant for transmission of an uplink
packet with either measurement data or an acknowledgment
of the movement 1nstruction. The uplink grant 522 can be
included 1n a physical downlink control channel (PDCCH).

The user devices 110 can send responses in the form of
uplink data 524 to the access node 108 using the UL grant

10

15

20

25

30

35

40

45

50

55

60

65

10

provided either in the schedule 514 or the full update grant
522 or both. The uplink data 524 can include measurements
by sensors and/or acknowledgments of movement nstruc-
tions. The access node 108 can forward the uplink data 526
to the core network 102, and the core network 102 can
torward the uplink data 528 to the controller 106.

After sending the uplink data 524, the user device 110 can
determine whether reporting about builering the uplink data
1s needed (330). The user device 110 can determine to report
about buflering the uplink data 11 the uplink response has
been 1n a bufler of the user device 110, such as an L.2 bufier,
for more than a preconfigured time period, before being sent
to the access node 108 at the scheduled uplink grant time.
The report can allow the access node 108 to determine an
optimized uplink grant for an upcoming closed-loop control
cycle, when the closed-loop control has a sufliciently long
cycle that the timing 1s less important. I the user device 110
determines that reporting about buflering the uplink data 1s
needed, the user device 110 can send a report 532 to the
access node 108. The report 532 can indicate that the uplink
data have been bullered, for example, an L2 bufler for a
certain time period before the uplink data can be transmaitted
using the provided UL grant provided 1n the schedule 514 or
the tull UL grant 522. In some examples, the determining
(530) can be performed belfore sending the uplink data 524,
and the report 532 can be included with the uplink data 524.

FIG. 6 1s a flowchart showing a method for scheduling
data according to an example implementation. Them method
can be performed by an access node, such as the access node
108.

The method can include receiving, from a core network
(CN) 102, resource requirements for uplink transmissions
corresponding to downlink transmissions ol data between
the access node 108 and a user device 110 (602).

The method can include receiving, from a core network
(CN) 102, resource requirements for uplink transmissions
corresponding to downlink transmissions of data between
the access node 108 and a user device 110 (602). The method
can also include recerving, from the CN 102, downlink data
destined for the user device 110 (604). The method can also
include determining, based on the received resource require-
ments, a schedule for the received downlink data and for
expected uplink data corresponding to the received down-
link data (606). The method can also include sending the
schedule to the user device (608).

According to an example, the received resource require-
ments for uplink transmissions can comprise a size and/or a
timing information of at least one uplink transmission
included in the uplink transmissions, and the determining
can comprise determining, based on the size and/or the
timing of the at least one uplink transmission, the schedule
for the recetved downlink data and for the expected uplink
data corresponding to the received downlink data.

According to an example, the uplink transmissions can be
carried out by using an established uplink logical channel
and downlink transmissions can be carried out by using an
established downlink logical channel.

According to an example, the method can further include
sending the received downlink data to the user device
according to the schedule. The schedule can 1nstruct the user
device to send downlink 1nstructions included 1n the down-
link data to at least one sensor and at least one actuator,
recerve sensor data from the at least one sensor, and receive
at least one acknowledgment from the at least one actuator.
The method can further include receiving the sensor data
and at least one acknowledgment from the user device.
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According to an example, the schedule for both the
received downlink data and expected uplink data can be
included 1n a single mnstance of a physical downlink control
channel (PDCCH).

According to an example, the schedule can include a
downlink schedule for the received downlink data and an
uplink schedule for the expected uplink data, and the down-
link schedule can be included in a physical downlink control
channel (PDCCH), the PDCCH further comprising an indi-
cation that the uplink schedule will be included 1n a message
that also includes the recerved downlink data.

According to an example, the method can further com-
prise sending, within a single transport block (TB), the
received downlink data and the uplink schedule.

According to an example, the resource requirements can
comprise size and/or timing information of expected uplink
data, and the method can further comprise sending the
downlink data to the user device.

According to an example, the determiming the schedule
and sending the schedule can be performed without receiv-
ing a scheduling request from the user device.

FI1G. 7 1s a diagram of a wireless station 700 according to
an example implementation. The wireless station 700 can
include an apparatus such as an access node 108 and/or base
station, user device 110, or sensor/actuator 112, according to
example implementations. The wireless station 700 may
include, for example, one or two RF (radio frequency) or
wireless transceivers 702A, 702B, where each wireless
transceiver mcludes a transmitter to transmit signals and a
receiver to receive signals. The wireless station 700 also
includes a processor or control unit/entity (controller) 704 to
execute instructions or software and control transmission
and receptions of signals, and a memory 706 to store data
and/or mstructions. The memory 706 can comprise a non-
transitory computer-readable storage device comprising
instructions stored thereon that, when executed by the at
least one processor, are configured to cause the wireless
station 700 to perform any combination of functions, tech-
niques, and/or method described herein.

Processor 704 may also make decisions or determina-
tions, generate frames, packets or messages for transmis-
s1on, decode received frames or messages for further pro-
cessing, and other tasks or functions described herein.
Processor 704, which may be a baseband processor, for
example, may generate messages, packets, frames or other
signals for transmaission via wireless transceiver 702 (702A
or 702B). Processor 704 may control transmission of signals
or messages over a wireless network, and may control the
reception of signals or messages, etc., via a wireless network
(c.g., after being down-converted by wireless transceiver
702, for example). Processor 704 may be programmable and
capable of executing software or other instructions stored 1n
memory or on other computer media to perform the various
tasks and functions described above, such as one or more of
the tasks or methods described above. Processor 704 may be
(or may include), for example, hardware, programmable
logic, a programmable processor that executes soltware or
firmware, and/or any combination of these. Using other
terminology, processor 704 and transceirver 702 together
may be considered as a wireless transmitter/receiver system,
for example.

In addition, referring to FIG. 7, a controller (or processor)
708 may execute software and 1nstructions, and may provide
overall control for the station 700, and may provide control
for other systems not shown 1n FIG. 7, such as controlling
iput/output devices (e.g., display, keypad), and/or may
execute software for one or more applications that may be
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provided on wireless station 700, such as, for example, an
email program, audio/video applications, a word processor,
a Voice over IP application, or other application or software.

In addition, a storage medium may be provided that
includes stored instructions, which when executed by a
controller or processor may result in the processor 704, or
other controller or processor, performing one or more of the
functions or tasks described above.

According to another example implementation, RF or
wireless transceiver(s) 702A/702B may receive signals or
data and/or transmit or send signals or data. Processor 704
(and possibly transceivers 702A/702B) may control the RF
or wireless transceiver 702A or 702B to receive, send,
broadcast or transmit signals or data.

Implementations of the wvarious techniques described
herein may be implemented 1n digital electronic circuitry, or
in computer hardware, firmware, software, or in combina-
tions of them. Implementations may implemented as a
computer program product, 1.e., a computer program tangi-
bly embodied 1n an information carrier, €.g., in a machine-
readable storage device or 1n a propagated signal, for execu-
tion by, or to control the operation of, data processing
apparatus, e.g., a programmable processor, a computer, or
multiple computers. A computer program, such as the com-
puter program(s) described above, can be written 1 any
form of programming language, including compiled or
interpreted languages, and can be deployed in any form,
including as a stand-alone program or as a module, compo-
nent, subroutine, or other unit suitable for use 1n a computing
environment. A computer program can be deployed to be
executed on one computer or on multiple computers at one
site or distributed across multiple sites and interconnected
by a communication network.

Method steps may be performed by one or more program-
mable processors executing a computer program to perform
functions by operating on input data and generating output.
Method steps also may be performed by, and an apparatus
may be implemented as, special purpose logic circuitry, e.g.,
an FPGA (field programmable gate array) or an ASIC
(application-specific integrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive 1structions and data from a read-only memory or a
random access memory or both. Elements of a computer
may include at least one processor for executing nstructions
and one or more memory devices for storing nstructions and
data. Generally, a computer also may include, or be opera-
tively coupled to recerve data from or transfer data to, or
both, one or more mass storage devices for storing data, e.g.,
magnetic, magneto-optical disks, or optical disks. Informa-
tion carriers suitable for embodying computer program
instructions and data include all forms of non-volatile
memory, including by way of example semiconductor
memory devices, e.g., EPROM, EEPROM, and flash
memory devices; magnetic disks, e.g., internal hard disks or
removable disks; magneto-optical disks; and CD-ROM and
DVD-ROM disks. The processor and the memory may be
supplemented by, or incorporated in special purpose logic
circuitry.

To provide for interaction with a user, implementations
may be implemented on a computer having a display device,
¢.g., a cathode ray tube (CRT) or liquid crystal display
(LCD) monzitor, for displaying information to the user and a
keyboard and a pointing device, e.g., a mouse or a trackball,
by which the user can provide mput to the computer. Other
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kinds of devices can be used to provide for interaction with
a user as well; for example, feedback provided to the user
can be any form of sensory feedback, e.g., visual feedback,
auditory feedback, or tactile feedback; and input from the
user can be received 1n any form, mncluding acoustic, speech,
or tactile mput.

Implementations may be implemented in a computing
system that includes a back-end component, e¢.g., as a data
server, or that includes a middleware component, e.g., an
application server, or that includes a front-end component,
¢.g., a client computer having a graphical user interface or
a Web browser through which a user can interact with an
implementation, or any combination of such back-end,
middleware, or front-end components. Components may be
interconnected by any form or medium of digital data
communication, €.g., a communication network. Examples
of communication networks include a local area network
(LAN) and a wide area network (WAN), e.g., the Internet.

While certain features of the described implementations
have been illustrated as described herein, many modifica-
tions, substitutions, changes and equivalents will now occur
to those skilled 1n the art. It 1s, therefore, to be understood
that the appended claims are intended to cover all such
modifications and changes as fall within the true spirit of the
embodiments of the mvention.

The 1nvention claimed 1s:

1. A method performed by an access node, the method
comprising :

receiving, from a core network (CN) , dynamic resource

requirements for uplink transmaissions corresponding to
downlink transmissions of data between the access
node and a user device, wherein both the uplink trans-
missions and the downlink transmissions correspond to
closed-loop control events;

receiving, from the CN, downlink data destined for the

user device with an indication that real-time feedback
from the user device 1s expected;

determining, based on the received dynamic resource

requirements, an adaptive schedule for the receirved

downlink data and for expected uplink data correspond-

ing to the received downlink data, wherein:

the adaptive schedule comprises a downlink schedule
for the received downlink data and an uplink sched-
ule for the expected uplink data, and

the downlink schedule 1s included 1n a physical down-
link control channel (PDCCH), the PDCCH further
comprising an indication that the uplink schedule
will be mncluded 1n a message that also 1includes the
received downlink data;

configuring the adaptive schedule to account for real-time

network conditions and user device characteristics cor-
responding to closed-loop control events, wherein the
closed-loop control events each include a downlink
transmission followed by a synchronous uplink trans-
mission, and parallel closed-loop control events occur
1sochronously for multiple user devices; and

sending the adaptive schedule to the user device, wherein

the determination of the adaptive schedule, and the
sending of the adaptive schedule, are performed by the
access node for each user device individually.

2. The method of claim 1, wherein :

the received dynamic resource requirements for uplink

transmissions comprise a size and a timing information
of at least one uplink transmission included in the
uplink transmissions; and

the determining comprises determining, based on the size

and the timing information of the at least one uplink
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transmission, the adaptive schedule for the received
downlink data and for the expected uplink data corre-
sponding to the received downlink data.

3. The method of claim 1, wherein :

the uplink transmissions are carried out by using an

established uplink logical channel and downlink trans-
missions are carried out by using an established down-
link logical channel respectively; and

both the established uplink logical channel and the estab-

lished downlink logical channel are established autono-
mously by the access node without receiving a sched-
uling request from the user device.

4. The method of claim 1, wherein the adaptive schedule
for both the received downlink data and expected uplink
data 1s included 1n a single instance of the physical downlink
control channel (PDCCH).

5. The method of claim 1, further comprising sending,
within a single transport block (1B), the received downlink
data and an indication of uplink grant, wherein the access
node signals the uplink grant for uplink response to the user
device with a single-bit indication.

6. The method of claim 1, wherein :

the dynamic resource requirements comprise size and

timing information of the expected uplink data specific
to the received downlink data; and

the method further comprises sending the received down-

link data to the user device without receiving a sched-
uling request from the user device.

7. The method of claim 1, wherein the determinming the
adaptive schedule and sending the adaptive schedule to the
user device are performed without receiving a scheduling
request from the user device.

8. An apparatus comprising :

at least one processor; and

a non-transitory computer-readable storage device com-

prising mstructions stored thereon that, when executed
by the at least one processor, are configured to cause the
apparatus 1o:
receive, from a core network (CN) , dynamic resource
requirements for uplink transmissions corresponding,
to downlink transmissions of data between the appa-
ratus and a user device, wherein both the uplink
transmissions and the downlink transmissions corre-
spond to a closed-loop control events;
recerve, from the CN, downlink data destined for the
user device with an indication that real-time feed-
back from the user device 1s expected;
determine, based on the received dynamic resource
requirements, an adaptive schedule for the received
downlink data and for expected uplink data corre-
sponding to the received downlink data, wherein:
the adaptive schedule comprises a downlink sched-
ule for the recerved downlink data and an uplink
schedule for the expected uplink data, and
the downlink schedule 1s included in a physical
downlink control channel (PDCCH), the PDCCH
further comprising an indication that the uplink
schedule will be included 1n a message that also
includes the received downlink data;
configure the adaptive schedule to account for real-time
network conditions and user device characteristics
corresponding to closed-loop control events,
wherein the closed-loop control events each include
a downlink transmission followed by a synchronous
uplink transmission, and parallel closed-loop control
events occur 1sochronously for multiple user
devices; and
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send the adaptive schedule to the user device, wherein
the determination of the adaptive schedule, and the
sending of the adaptive schedule, are performed by
the apparatus for each user device individually.
9. The apparatus of claim 8, wherein :
the received dynamic resource requirements for uplink
transmissions include a size and a timing information
of at least one uplink transmission included in the
uplink transmissions; and
the determining includes determining, based on the size
and the timing information of the at least one uplink
transmission, the adaptive schedule for the received
downlink data and for the expected uplink data corre-
sponding to the received downlink data.

10. The apparatus of claim 8, wherein:

the uplink transmissions and downlink transmissions are
transmitted via an established uplink logical channel
and an established downlink logical channel respec-
tively; and

both the established uplink logical channel and the estab-

lished downlink logical channel are established autono-
mously by the apparatus without recerving a scheduling
request from the user device.

11. The apparatus of claim 8, wherein the adaptive sched-
ule for both the received downlink data and expected uplink
data 1s included 1n a single instance of the physical downlink
control channel (PDCCH).

12. The apparatus of claim 8, wherein the instructions,
when executed by the at least one processor, are further
configured to cause the apparatus to send, within a single
transport block (TB), the recetved downlink data and an
indication of uplink grant, wherein the apparatus signals the
uplink grant for uplink response to the user device with a
single-bit indication.

13. The apparatus of claim 8, wherein :

the dynamic resource requirements comprise size and

timing information of the expected uplink data specific
to the received downlink data; and

the mstructions, when executed by the at least one pro-

cessor, are Turther configured to cause the apparatus to
send the received downlink data to the user device
without receiving a scheduling request from the user
device.

14. The apparatus of claim 8, wherein the determining the
adaptive schedule and sending the adaptive schedule to the
user device are performed without receiving a scheduling
request from the user device.
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15. A non-transitory computer-readable storage device
comprising instructions stored thereon that, when executed
by at least one processor, are configured to cause a wireless
station to:

recerve, from a core network (CN) , dynamic resource

requirements for uplink transmissions corresponding to
downlink transmissions of data between the wireless
station and a user device, wherein both the uplink
transmissions and the downlink transmissions corre-
spond to closed-loop control events;

receive, from the CN, downlink data destined for the user

device with an indication that real-time feedback from
the user device 1s expected;

determine, based on the received dynamic resource

requirements, an adaptive schedule for the received

downlink data and for expected uplink data correspond-

ing to the received downlink data, wherein:

the adaptive schedule comprises a downlink schedule
for the received downlink data and an uplink sched-
ule for the expected uplink data, and

the downlink schedule 1s included 1n a physical down-
link control channel (PDCCH), the PDCCH further
comprising an indication that the uplink schedule
will be included in a message that also includes the
recetved downlink data;

configure the adaptive schedule to account for real-time

network conditions and user device characteristics cor-
responding to closed-loop control events, wherein the
closed-loop control events each include a downlink
transmission followed by a synchronous uplink trans-
mission, and parallel closed-loop control events occur
1sochronously for multiple user devices; and

send the adaptive schedule to the user device, wherein the

determination of the adaptive schedule, and the sending
of the adaptive schedule, are performed by the wireless
station for each user device imndividually.

16. The non-transitory computer-readable storage device
of claim 15, wherein:

the received dynamic resource requirements for uplink

transmissions include a size and a timing information
of at least one uplink transmission included in the
uplink transmissions; and

the determinming includes determining, based on the size

and the timing information of the at least one uplink
transmission, the adaptive schedule for the received
downlink data and for the expected uplink data corre-
sponding to the received downlink data.
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