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(57) ABSTRACT

The described technology 1s generally directed towards
reallocating power to devices 1n a group, such as a rack of
servers 1n a datacenter, when no power headroom remains
available. Respective devices, which are classified into
respective classes corresponding to respective priority
device class levels, have power distributed thereto. Upon
determining that available power headroom for power
capacity distribution among the group of devices has
reached an available power capacity distribution lower limit
(e.g., zero), reallocation 1s performed by increasing power
capacity allocated to a first device of a higher prionty level
class, and decreasing power capacity allocated to a second
device of a lower priority level class. For more classes, such
as high, medium and low, the power can be decreased among
the lower priority level classes by a defined ratio, e.g.,
two-to-one between the medium and low priority classes.

20 Claims, 12 Drawing Sheets
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REALLOCATION OF AVAILABLE POWER
AMONG DEVICES IN A GROUP

BACKGROUND

In a datacenter or similar environment having many
devices, available power headroom can be distributed, e.g.,
periodically, among a group of devices according to a policy.
A group can be the entire set of devices in a datacenter, a
related set of devices (e.g., those 1 a specific rack) or any
arbitrary set of devices.

However, there are situations in which there 1s no power
headroom available to further distribute. In practice, such
situations can be prominent, such as in large datacenters
particularly 1n cloud-based deployments. When this occurs,
workloads are starved for power and their throughput sui-
ters. This can have implications with respect to service level
agreements, because, for example, a cloud service provider
has to pay a penalty to each cloud service consumer per
service level agreement that the provider fails to meet.

BRIEF DESCRIPTION OF THE DRAWINGS

The technology described herein 1s illustrated by way of
example and not limited 1n the accompanying figures 1n
which like reference numerals indicate similar elements and
in which:

FIG. 1 1llustrates an example group of devices and a
power management console configured to manage power
consumption of the devices, 1n accordance with one or more
embodiments described herein.

FI1G. 2 1llustrates an example group power manager which
can be deployed in a power management console to manage
power consumption of devices, in accordance with one or
more embodiments described herein.

FIG. 3 illustrates example devices of diflerent priority
classes, portions of available power assigned to the different
priority classes, and allocations of the portions of available
power among the devices of the different priority classes, in
accordance with one or more embodiments described herein.

FIG. 4 illustrates an example device equipped with a local
manager configured to report device power consumption and
receive and enforce a configurable power limit for the
device, 1in accordance with one or more embodiments
described herein.

FIG. 5 1s a table showing example individual power
consumptions of devices at diflerent time intervals, and
example power limits assigned to the devices for the time
intervals, wherein the power limits can be based on the
individual power consumptions and other data, in accor-
dance with one or more embodiments described herein.

FIG. 6 1llustrates an example power management console
equipped with a group power manager configured to manage
multiple different groups of devices, 1n accordance with one
or more embodiments described herein.

FIG. 7 1s a table showing example individual power
consumptions of devices after reallocation that occurs when
no power headroom 1s available, 1n accordance with one or
more embodiments described herein.

FIG. 8 1s a flow diagram of example operations related to
reallocating power consumption among a group of devices
when available power has reached a lower limit (e.g., zero
or substantially zero), in accordance with one or more
embodiments described herein.

FI1G. 9 1s a flow diagram of example operations related to
decreasing first power capacity allocated to a lower priority
level subgroup and increasing second power capacity allo-

10

15

20

25

30

35

40

45

50

55

60

65

2

cated to a higher prionity level subgroup based on the
decrease, 1n accordance with one or more embodiments

described herein.

FIG. 10 1s a flow diagram of example operations related
to reallocating power consumption among a group of
devices by increasing power capacity allocated to a first
device and decreasing power capacity allocated to a second
device, in accordance with one or more embodiments
described herein.

FIG. 11 1s a block diagram representing an example
computing environment into which aspects of the subject
matter described herein may be incorporated.

FIG. 12 illustrates an example block diagram of an
example computer/machine system operable to engage 1n a
system architecture that facilitates wireless communications
according to one or more embodiments described herein.

DETAILED DESCRIPTION

The technology described herein generally relates to
reallocating power among a group of devices 1n a situation
in which no power headroom remains available to redistrib-
ute to devices. As will be understood, this 1s accomplished
by withdrawing power from lower priority devices and
increasing the power to higher priority devices, e.g., so that
the higher priority workloads are not compromised.

One or more embodiments are now described with refer-
ence to the drawings, wherein like reference numerals are
used to refer to like elements throughout. In the following
description, for purposes of explanation, numerous specific
details are set forth 1n order to provide a thorough under-
standing of the various embodiments. It may be evident,
however, that the various embodiments can be practiced
without these specific details, e.g., without applying to any
particular networked environment or standard. In other
instances, well-known structures and devices are shown 1n
block diagram form in order to facilitate describing the
embodiments 1n additional detail.

Example embodiments are directed to a system and
method to distribute available power to devices 1n a group.
A group of devices, such as arack of servers 1n a data center,
can have a group power consumption limit, such as the limait
ol a power distribution unit that supplies power to the group.
The group of devices can each report their individual power
consumption to a manager, and the manager can combine the
individual power consumptions. The manager can compare
the combined power consumption of the group to the group
power consumption limit to determine a power headroom.
The manager can determine power consumption limits for
the devices of the group based on the power headroom, the
individual power consumptions, and device priority infor-
mation.

As used 1n this disclosure, 1n some embodiments, the
terms “‘component,” “system” and the like are intended to
refer to, or comprise, a computer-related entity or an entity
related to an operational apparatus with one or more specific
functionalities, wherein the entity can be either hardware, a
combination of hardware and software, software, or soft-
ware 1n execution. As an example, a component can be, but
1s not limited to being, a process running on a processor, a
processor, an object, an executable, a thread of execution,
computer-executable nstructions, a program, and/or a com-
puter. By way of illustration and not limitation, both an
application running on a server and the server can be a
component.

One or more components can reside within a process
and/or thread of execution and a component can be localized
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on one computer and/or distributed between two or more
computers. In addition, these components can execute from
various computer readable media having various data struc-
tures stored thereon. The components can communicate via
local and/or remote processes such as in accordance with a
signal having one or more data packets (e.g., data from one
component interacting with another component 1n a local
system, distributed system, and/or across a network such as
the internet with other systems via the signal). As another
example, a component can be an apparatus with specific
functionality provided by mechanical parts operated by
clectric or electronic circuitry, which 1s operated by a
software application or firmware application executed by a
processor, wherein the processor can be internal or external
to the apparatus and executes at least a part of the software
or firmware application. As yet another example, a compo-
nent can be an apparatus that provides specific functionality
through electronic components without mechanical parts,
the electronic components can comprise a processor therein
to execute soltware or firmware that confers at least 1n part
the functionality of the electronic components. While vari-
ous components have been illustrated as separate compo-
nents, 1t will be appreciated that multiple components can be
implemented as a single component, or a single component
can be mmplemented as multiple components, without

departing from example embodiments.

The term “facilitate” as used herein 1s 1n the context of a
system, device or component “facilitating” one or more
actions or operations, in respect of the nature of complex
computing environments 1 which multiple components
and/or multiple devices can be 1nvolved 1n some computing
operations. Non-limiting examples of actions that may or
may not involve multiple components and/or multiple
devices comprise transmitting or receiving data, establishing
a connection between devices, determining intermediate
results toward obtaining a result, etc. In this regard, a
computing device or component can facilitate an operation
by playing any part in accomplishing the operation. When
operations of a component are described herein, 1t 1s thus to
be understood that where the operations are described as
tacilitated by the component, the operations can be option-
ally completed with the cooperation of one or more other
computing devices or components, such as, but not limited
to, sensors, antennae, audio and/or visual output devices,
other devices, etc.

Further, the various embodiments can be implemented as
a method, apparatus or article of manufacture using standard
programming and/or engineering techniques to produce
soltware, firmware, hardware or any combination thereof to
control a computer to i1mplement the disclosed subject
matter. The term “article of manufacture” as used herein 1s
intended to encompass a computer program accessible from
any computer-readable (or machine-readable) device or
computer-readable (or machine-readable) storage/communi-
cations media. For example, computer readable storage
media can comprise, but are not limited to, magnetic storage
devices (e.g., hard disk, floppy disk, magnetic strips), optical
disks (e.g., compact disk (CD), digital versatile disk
(DVD)), smart cards, and flash memory devices (e.g., card,
stick, key drive). Of course, those skilled 1in the art waill
recognize many modifications can be made to this configu-
ration without departing from the scope or spirit of the
various embodiments.

The subject application generally relates to managing
device power consumption, such as the power consumption
of computing devices 1n data centers.
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FIG. 1 illustrates an example group of devices and a
power management console configured to manage power
consumption of the devices, 1n accordance with one or more
embodiments described herein. FIG. 1 includes power dis-
tribution unit (PDU) 110, device group 100, and power
management console 120. The group 100 includes device
101, device 102, and device 103. Device 101 includes local
manager 101 A, individual power consumption (IPC) 101B,
and power limit 101C. Device 102 includes local manager
102A, mdividual power consumption (IPC) 102B, and
power limit 102C. Device 103 includes local manager 103 A,
individual power consumption (IPC) 103B, and power limait
103C. The power management console 120 includes a group
power manager 122.

In an example according to FIG. 1, the local managers
101A, 102A, 103A at the devices 101, 102, 103 can be

configured to report IPCs 101B, 102B, 103B to the group
power manager 122. The group power manager 122 can be
configured to use the IPCs 101B, 102B, 103B, the group
power limit 115, and optionally additional information as
described herein, to determine power limits 101C, 102C,
103C for the devices 101, 102, 103. The group power
manager 122 can provide the power limits 101C, 102C,
103C to the devices 101, 102, 103, and the local managers
101A, 102A, 103A can enforce the power limits 101C,
102C, 103C at the devices 101, 102, 103.

The reporting of IPCs 101B, 102B, 103B by the devices
101, 102, 103, and the calculation of power limits 101C,
102C. 103C by the group power manager 122 can be
performed repetitively on an ongoing basis, so that new
power limits 101C, 102C, 103C are intermittently re-estab-
lished for the devices 101, 102, 103 based on updated IPCs
1018, 102B, 103B and any other updated information used
by the group power manager 122 to calculate the power
limits 101C, 102C, 103C.

In an example embodiment, the devices 101, 102, 103 can
comprise server computing devices, such as blade servers
that are physically located 1n a rack of servers within a data
center. The group 100 can include, e.g., up to all of the server
devices 1n the rack. The local managers 101 A, 102A, 103A
can comprise “itrack” type local power management com-
ponents, optionally modified to implement aspects of this
disclosure. The PDU 110 can comprise a PDU that supplies
power to the devices 101, 102, 103 of the group 100 via
connections 111, 112, and 113. A maximum power output of
the PDU 110 can be used as the group power limit 115. The
power management console 120 can comprise a power
management console (PMC) which 1s modified to include
the group power manager 122 configured according to this
disclosure.

In other example embodiments, the group 100 can include
any logical or physical group of devices. The group 100
comprises three example devices 101, 102, 103; however
other groups can include more or fewer devices. The devices
101, 102, 103 can all be a same type of device, such as a
server device, or the devices 101, 102, 103 can comprise
devices of different types. The group power limit 1135 need
not be a limit associated with the PDU 100, but can instead
comprise, €.g. a legally or voluntarily imposed group power
limit, or a limit associated with a different component other
than the PDU 110.

The group power limit 115 can be obtained by the power
management console 120 for use by the group power
manager 122. In some embodiments, the power management
console 120 can optionally receirve the group power limit
115 directly from the PDU 110, or group power limit 115
information can be manually supplied to the power man-




US 12,082,123 B2

S

agement console 120, or the power management console
120 can calculate the group power limit 1135 based on PDU
110 type information or measurements.

The IPCs 101B, 102B, 103B can also be obtained by the
power management console 120 for use by the group power
manager 122. In some embodiments, the respective local
managers 101A, 102A, 103A can be configured to report
respective IPCs 101B, 102B, 103B to the group power
manager 122. Reporting IPCs 101B, 102B, 103B can
optionally be 1n response to requests from the group power
manager 122. Alternatively, IPCs 101B, 102B, 103B can be
manually supplied to the power management console 120,
IPCs 101B, 102B, 103B can be stored at a storage location
accessible by the power management console 120, or the
power management console 120 can calculate the IPCs

101B, 102B, 103B based on measurements at connections
111, 112, 113.

The IPCs 101B, 102B, 103B can comprise measurements

ol present power consumption by each of the devices 101,
102, and 103. For example, an IPC 101B can comprise an
instantaneous “snapshot” of a present power consumption
by device 101, or for example, an IPC 101B can comprise
an average power consumption of a device 101 over a

sliding time window which immediately precedes a present
time. In some embodiments, the respective local managers
101A, 102A, and 103A can be configured to measure the
respective IPCs 101B, 102B, 103B, or otherwise obtain IPC
information at devices 101, 102, 103. The respective local
managers 101A, 102A, and 103 A can be configured to report
the respective IPCs 101B, 1028, 103B to the group power
manager 122. The reporting of IPCs 101B. 102B, 103B can
take place at multiple different times, e.g., according to a
periodic interval, or 1 response to requests from the group
power manager 122, or both.

The group power manager 122 can optionally obtain,

from devices 101, 102, 103, additional information (in
addition to IPCs 101B, 102B, 103B) for use 1n calculating

power limits 101C, 102C, 103C for the devices 101, 102,
103. For example, the group power manager 122 can option-
ally obtain device priority class information from each of the
devices 101, 102, 103, and the priority class information can
be used 1n connection with determining power limits 101C,
102C, 103C, m accordance with the teachings herein.
Device prionty class information can optionally be reported
to the group power manager 122 by devices 101, 102, 103
along with the IPCs 101B, 102B, 103B, or device priority
class information can be provided to the group power
manager 122 manually or by any other channel as appro-
priate for particular embodiments.

The group power manager 122 can be configured to use
IPCs 101B, 102B, 103B, the group power limit 115 and
other information such as device priority class information,
to determine respective power limits 101C, 102C, 103C for
the respective devices. A detailed discussion of an example
group power manager 1s provided 1n connection with FIG. 2.

The group power manager 122 can operate repetitively,
¢.g., at multiple different periodic or non-periodic time
intervals, by obtaining, at each interval, updated IPCs 101B,
1028, 103B, and by recalculating power limits 101C, 102C,
103C based on the updated IPCs 101B, 102B, 103B. The
group power manager 122 can provide updated power limits
101C, 102C, 103C to the devices 101, 102, 103 for enforce-
ment of the updated power limits 101C, 102C, 103C at the
devices 101, 102, 103.

The respective local managers 101A, 102A, 103 A can be

configured to receive respective power limits 101C, 102C.
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6

103C from the group power manager 122, and to enforce the
respective power limits 101C, 102C, 103C at the respective
devices 101, 102, and 103.

FIG. 2 illustrates an example group power manager which
can be deployed in a power management console to manage
power consumption of devices, in accordance with one or
more embodiments described herein. The example group
power manager 200 can implement the group power man-
ager 122 introduced 1n FIG. 1. The example group power
manager 200 includes a cycle activator 202, a device IPC
collector 204, an IPC combiner 206, a headroom calculator
208, a priority class apportioner 210, and a device power
allocator 212.

Example operations according to FIG. 2 can include, e.g.,
periodically activating a cycle by cycle activator 202. Each
cycle can include operations of each of device IPC collector
204, IPC combiner 206, headroom calculator 208, priority
class apportioner 210, and device power allocator 212. The
device IPC collector 204 can be configured to optionally
send requests 221 to devices, e.g., the devices 101, 102, 103
illustrated 1n FIG. 1. The device IPC collector 204 can
receive IPCs 222 in response to the requests 221. The IPCs
222 can include, e.g., IPCs 101B, 102B, 103B 1illustrated 1n
FIG. 1. The IPC combiner 206 can combine the power
consumption values included in IPCs 222, e.g., by adding
the IPC wvalues of all devices in a group 100. The IPC
combiner 206 can thereby calculate a group power con-
sumption of devices, e.g., 101, 102, 103, in a group 100.

The headroom calculator 208 can be configured to use a
group power limit 223, e.g., the group power limit 115
introduced 1n FIG. 1, along with the group power consump-
tion determined by the IPC combiner 206, to calculate a
power headroom. For example, the headroom calculator 208
can subtract the group power consumption from the group
power limit 223 1n order to calculate power headroom as the
difference between the group power consumption and the
group power limit 223.

The prionty class apportioner 210 can be configured to
calculate portions of the power headroom determined by
headroom calculator 208, wherein the portions are for
assignment to different device priority classes. For example,
device mio 224 can include priority class assignments of
cach device 101, 102, 103 in a group 100. The prionity class
apportioner 210 can use priority class assignment informa-
tion, optionally along with other information as described
herein, to determine portions of the power headroom to be
assigned to each priority class. Resulting calculated portions
of the power headroom can optionally be used as adjustment
values to adjust the total power portions available each
priority class.

The device power allocator 212 can be configured to
determine power allocations for each device 101, 102, 103.
In an embodiment, the device power allocator 212 can
allocate cach respective portion determined by the priority
class apportioner 201 to the devices in the respective priority
class corresponding to the respective portion. Thus for
example 11 devices 101 and 102 are 1n a first priorty class,
the device power allocator 212 can allocate the portion for
the first priority class among devices 101 and 102. In some
embodiments, the device power allocator 212 can use the
IPCs of the devices to determine allocations among the
devices 1n a priority class. The device power allocator 212
can determine 1ndividual power limits 225 based its alloca-
tions. The mdividual power limits 225 can comprise, e.g.,
the power limits 101C, 102C, 103C. The group power
manager 200 can send the individual power limits 225 to the
devices.
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Unlike static power capping, dynamic capping according
to this disclosure can adjust the capping values, 1.e., the
individual power limits 225, of each device in a group based
on the power demand of the device and the total power
available to the group. Dynamic capping’s responsive dis-
tribution of power helps to minimize negative performance
impacts due to power capping, while ensuring that overall
power consumption of the group never exceeds available
power.

Embodiments of this disclosure can overcome the limi-
tations of static power capping by dynamically capping the
power of devices based on a defined policy. The consider-
ations 1n power capping policy can include, but are not
limited to: 1. Scope, 1.e., the set of devices on which a policy
1s to be applied, which can range from all devices in a data
center to devices 1n a specific rack to any arbitrary group of
devices. 2. Device priority classes, 1.e., the relative impor-
tance of devices 1n a group, which can influence the extent
to which device power 1s capped. There can be multiple
levels of priority. In one example, described further below,
three levels of priority (High, Medium, Low) are considered
as examples. 3. Relative priority weights, 1.e., weights used
to configure a ratio of power distributed among the different
priority classes. 4. Minimum power needed by devices, 1.e.
a lower bound of the device power consumption. 5. Maxi-
mum power consumed by a device, 1.e., an upper bound of
device power consumption. 6. Total available power, 1.e., the
group power limit 223 which defines the total power avail-
able for the scope of the policy. This should be equal to or
greater than the sum of the minimum power needed by the
devices.

Power management can be done based on power avail-
ability specified 1n a policy, which should not be less than the
cumulative lower bounds of the applicable devices. Power
management can use a nonintrusive method and can be
based on a non-trivial weighted priority technique. Weighted
priority can involve calculations that consider the varying
degrees of importance of multiple classes of devices in a
group.

At each sampling interval, power consumption data from
each device can be collected. Available power headroom can
be computed. Capping values of each device can be adjusted
to allocate the available power considering the priority class
of the device and its current consumption. The group power
manager 200 can raise the power caps of individual devices
that are busier and need more power, while lowering the
caps for the devices that are consuming less power, and
while also ensuring that the overall power consumption
never goes above the total available power. This will balance
the group capping and will optimize the use of power among
the devices in the group.

In an example embodiment, the class apportioner 210 can
apply the below calculation to determine portions of power
for each priority class:

(V % Pi s Wi)
N
Z,_I(PM i)

Vpe =

In the above example calculation, Vpc 1s the consolidated
power cap to be allocated amongst devices within a given
priority class pc. Vpc thus defines a portion of available
power to be allocated amongst devices 1n a priority class.
Vpc can be calculated as a function of V, P1, W1 and N,
wherein Vis a power availability for the devices in a reactive
dynamic power policy, that 1s, a power headroom for a
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reactive dynamic power policy; P1 1s a population 1n a
priority class 1 (in this example, a number of devices in the
priority class 1); Wi 1s a weighted priority for the priority
class 1, and N 1s the total number of priority classes. The
welghted priority W1 can be a fixed value for each priority
class, or can be adjusted if priorities change.

After determinations of the portions of power for each
priority class, the device power allocator 212 can allocate
the Vpc portions designated for each priority class among
the devices within each priority class. The device power
allocator 212 can perform a power cap adjustment amongst
the devices within the same priority class based on 1ndi-
vidual device power consumption and the consolidated
power caps Vpc. In an example embodiment, the device
power allocator 212 can apply the below calculation to
determine allocations of power to each device:

Vpe
Ipc

Vd = x« Ccd

In the above example calculation, Vd 1s the power cap to
be allocated to each device d. e.g., Vd i1s can be a power limit

such as 101C, 102C, or 103C, illustrated in FIG. 1. Vd can

be calculated as a function of Vpc. Tpc, and Cd, wherein
Vpc 1s the consolidated power cap to be adjusted amongst
devices within a priority class pc which includes the device
d. Tpc 1s the total combined power consumption of the
devices 1n priority class pc, and Cd 1s the power consump-

tion of the device d. e.g., an IPC such as 101B, 102B, or
103B.

In some embodiments, the priority class apportioner 210
and device power allocator 212 can apply additional rules 1n
order to make determinations regarding individual power
limits 225. The additional rules can include, e.g., a rule that
disallows an individual power limit to fall below a minimum
power needed by a device, and adjusts individual power
limits as needed to prevent such an occurrence; a rule that
disallows an individual power limit to exceed a maximum
power of a device; and a rule that specifies an action to take
in the event of no available power headroom, for example,
in such event devices can remain capped at current levels.

Furthermore, 1f a policy 1s updated to either change the
welghted priorities of the priority classes, or, increase the
group power limit resulting 1n additional power headroom,
embodiments can be configured to responsively recalculate
the individual power limits 225 according to the techniques
described herein.

FIG. 3 illustrates example devices of different priority
classes, portions of available power assigned to the different
priority classes, and allocations of the portions of available
power among the devices of the different priority classes, 1n
accordance with one or more embodiments described herein.
FIG. 3 includes a group power manager 300, which can
implement, e.g., the group power manager 200 introduced 1n
FIG. 2, or the group power manager 122 introduced 1n FIG.
1.

FIG. 3 furthermore illustrates example devices, including
devices 311, 312, 321, 322, 323, 324, 331, 332 and 333. The
devices 311, 312, 321, 322, 323, 324, 331, 332 and 333 are
each associated with an 1ndividual power consumption
(IPC): device 311 is associated with IPC1, device 312 is
associated with [PC2, device 321 1s associated with IPC3,
device 322 is associated with [PC4, device 323 1s associated
with [PC5, device 324 1s associated with [PCé6, device 331
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1s associated with IPC7, device 332 1s associated with IPCS,
and device 333 1s associated with IPC9.

The devices 311, 312, 321, 322, 323, 324, 331, 332 and
333 can be included 1n a group of devices having power
limits that are managed by the group power manager 300.
The group power manager 300 can provide allocations to the
devices 311, 312, 321, 322, 323, 324, 331, 332 and 333,
wherein each allocation can designate a power limit to be
applied at a device. In FIG. 3, the group power manager 300
provides allocationl to device 311, allocation2 to device
312, allocation3 to device 321, allocationd to device 322,
allocations to device 325, allocation6 to device 324, allo-
cation7 to device 331, allocation8 to device 332, and allo-
cation9 to device 333.

The devices 311, 312, 321, 322, 323, 324, 331, 332 and
333 are divided 1nto different prionty classes, including class
A, class B, and class C. Devices 311 and 312 are 1n class A,
devices 321, 322, 323 and 324 are 1n class B, and devices
331, 332 and 333 are 1n class C.

In order to determine the allocations, the group power
manager 300 can first determine portions for each priority
class, and then allocate the portions among the devices in the
priority class. For example, in FIG. 3, the group power
manager 300 has determined portion 310 for class A, portion
320 for class B, and portion 330 for class C. The group
power manager 300 has then allocated portion 310 among,

devices 311 and 312, allocated portion 320 among devices
321, 322, 323, and 324, and allocated portion 330 among

devices 331, 332, and 333.
The determination of portions 310, 320, and 330 can be
based on information such as the group power limit, the

combined power consumption of devices 311, 312, 321, 322,
323, 324, 331, 332 and 333 (i.e. the sum of IPC1, IPC2,

IPC3, IPC4, IPCS, IPC6, IPC7, IPC8, and IPC9), the power
headroom (which can be calculated as the difference
between the group power limit and the combined power
consumption), the weighted priorities of the classes, the
population 1n each class, and the number of classes, e.g., as
described above with reference to FIG. 2.

The determination of the allocations within a portion,
such allocationl and allocation2, within portion 310, can be
based on information such as the size of the portion 310, the
total consumption of devices 311 and 312 within the priority
class corresponding to the portion 310, and the individual
power consumption IPC1 or IPC2 of a device for which the
allocation (allocationl or allocation2) 1s being determined,
¢.g., as described above with reference to FIG. 2.

FI1G. 4 1llustrates an example device equipped with a local
manager configured to report device power consumption and
receive and enforce a configurable power limit for the
device, in accordance with one or more embodiments
described herein. The example device 400 can implement,
e.g., any of devices 101, 102, or 103, illustrated in FIG. 1,
or any of devices 311, 312, 321, 322, 323, 324, 331, 332 and
333 illustrated 1 FIG. 3. The device 400 includes a local
manager 410. Local manager 410 can implement any of the
local managers 101A, 102A, or 103 A 1llustrated 1n FIG. 1.
The local manager 410 includes power consumption mea-
surement 412, configurable power limit 414, and power
consumption throttle 416.

Example operations according to FIG. 4 can include
receiving a request 421 at the local manager 410. The
request 421 can include, e.g. a request among requests 221
introduced 1n FIG. 2. In response to the request 421, the local
manager 410 can activate power consumption measurement
412 to measure the individual power consumption at the
device 400, resulting 1n IPC 422. The local manager 410 can
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send IPC 422 for use by a group power manager to calculate
a power limit, such as individual power limit 425, for the
device 400. Upon recerving individual power limit 4235, the
local manager 410 can store use the individual power limait
4235 as the limit for configurable power limit 414. The power
consumption throttle 416 can be configured to throttle
device 400 power consumption so as not to exceed the
configurable power limit 414.

FIG. 5 1s a table showing example individual power
consumptions of devices at diflerent time intervals, and
example power limits assigned to the devices for the time
intervals, wherein the power limits can be based on the
individual power consumptions and other data, in accor-
dance with one or more embodiments described herein. FIG.
5 includes a device 1 row, a device 2 row, a device 3 row,
a device 4 row, a device 5 row, a group row, and a headroom
row. FIG. § further includes an interval 1 column divided
into a limit 1 column and an IPC1 column, an interval 2
column divided 1nto a limit 2 column and an IPC2 column,
and an 1terval 3 column divided into a limit 3 column and
an IPC3 column.

In general, with reference to FIG. 5, a group power
manager such as group power manager 122 can initially

receive device IPC1 values, such as 250 Watts (W) for
device 1, 350 W for device 2, 300 W for device 3, 200 W for
device 4 and 200 W for device 5. The group power manager
122 can combine the device IPC1 values to calculate the
combined power consumption for the group as 1300 W.
Using an example group power limit of 2000 W, the group
power manager 122 can determine the resulting power
headroom 1s 700 W. The group power manager 122 can then
determine individual power limits for the devices using the
techniques described herein, resulting 1n the limit values in
the limit 2 column. The group power manager 122 can
provide the limit 2 values to the respective devices (devices
1-5), and the devices can continue to operate while restrict-
ing their power consumption based on their respective limait
2 power limaits.

At some subsequent time, e.g., toward the end of interval
2, the group power manager 122 can receive device IPC2
values, such as 400 W for device 1, 500 W for device 2, 427
W for device 3, 200 W for device 4 and 173 W {or device
5. The group power manager 122 can combine the device
IPC2 values to calculate the combined power consumption
for the group as 1700 W. The group power manager 122 can
determine the resulting power headroom i1s 300 W. The
group power manager 122 can then determine individual
power limits for the devices using the techniques described
herein, resulting in the limit values in the limit 3 column.
The group power manager 122 can provide the limait 3 values
to the respective devices, and the devices can continue to
operate while restricting their power consumption based on
their respective limit 3 power limits. At some subsequent
time, e.g., toward the end of interval 3, the group power
manager 122 can receive device IPC3 values, and the above
described process can be repeated again and turther repeated
indefinitely as described above.

In an example embodiment, FIG. 5§ demonstrates how
power limits can be adjusted after each sampling interval.
Power limits of each device can be calculated at each
interval based on the power demand from the previous
interval, and the power limits can be dynamically adjusted
as needed. While adjusting the power limit (capping) values
on each device, the group power manager 122 can maintain
the total power consumption of the group withun the group
capping ceiling (here, 2000 W). If the combined power
consumption reaches the budget group power limait, as 1n the
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IPC3 column, the group power manager 122 can optionally
retain the power limits from the previous interval.

FIG. 5 also displays the excess power, or power head-
room, as the difference between the combined power usage
and the group power consumption values. Excess power can
be dynamically distributed among the devices 1n the group
based on the priority of each device as well on the power
consumption values, with the higher-priority devices with
more power consumption receiving more power.

At interval 1, the excess power of the group 1s 700 W. At
interval 2, the power caps are adjusted accordingly. For
example, 1if device 1 and device 2 are higher priority, they
can be allocated relatively larger percentage increases of
their previous measured power consumption, while if device
3 and device 4 are lower priority, they can be allocated
relatively smaller percentage increases ol their previous
measured power consumption.

In an example application of the power determinations
according to this disclosure, which can be understood by
reference to FI1G. 5, consider a group of five devices, D1, D2,
D3, D4, and DS. The devices are divided into three priority
classes, high, medium, and low. Devices D1 and D2 are high
priority, devices D3 and D4 are medium priority, and device
D5 1s low priority. The priority weights are 3 for high, 2 for
medium, and 1 for low. The group power limit 1s 2000 W.

At a first time T1, the power headroom 1s measured at 700
W. In order to determine power limits for the devices, first,
the equation set forth above for use by the priority class
apportioner 210 can be applied to determine portions of
power for each priority class, as follows:

Portion for high prionty class=(700%3%2)/(3%*2+2%2+
1#1)=382 W (Approx.) Portion for medium priority class=
(700%2%2)/(3%*242%2+1*1)=235 W (Approx.) Portion for
low prionty class=(700%1*1)/(3*2+42*2+1*1)=64 W (Ap-
Prox.)

Next, the equation set forth above for use by the device
power allocator 212 can be applied to determine adjustments

to the power consumption limits of each device, as follows:
Power cap adjustment for D1=(382/600)*250=139 W

(Approx.)
Power cap adjustment for D2=(382/600)*350=223 W

(Approx.)
Power cap adjustment for D3=(235/300)*300=133 W

(Approx.)
Power cap adjustment for D4=(235/300)*200=102 W

(Approx.)
Power cap adjustment for D3=(64/200)*200=64 W (Ap-

Prox.).

The above calculated adjustment values can be combined
with the measured power consumptions of each device to
determine new allocations/power limits for each device.
FIG. § shows (approximately) the result of application of the
above adjustment values to calculate the power limits in the
limit 2 column.

At a second time 12, the power headroom 1s measured at
300 W. In order to determine new power limits for the
devices, first, the equation set forth above for use by the
priority class apportioner 210 can again be applied to
determine portions ol power for each priority class, as
follows:

Portion for high priority class=(300%3%2)/(3%2+2%2+
1#1)=164 W (Approx.) Portion for medium priority class=
(300%*2%2)/(3*242%2+1*1)=109 W (Approx.) Portion for
low priority class=(300%1*1)/(3*2+2%2+1%1)=27 W (Ap-
Prox.)
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Next, the equation set forth above for use by the device
power allocator 212 can again be applied to determine
adjustments to the power consumption limits of each device,
as follows:

Power cap adjustment for D1=(164/900)*400=73 W (Ap-

Prox.)

Power cap adjustment for D2=(164/900)*500=91 W (Ap-

pProx.)

Power cap adjustment for D3=(109/627)*427=74 W (Ap-

Prox.)

Power cap adjustment for D4=(109/627)*200=35 W (Ap-
Prox.)

Power cap adjustment for D5=(27/173)*173=27 W (Ap-
Prox.).

The above calculated adjustment values can be again be
combined with the measured power consumptions of each
device (this time, the values in the IPC2 column) to deter-
mine new allocations/power limits for each device. FIG. 5
shows (approximately) the result of application of the above
adjustment values to calculate the power limits 1n the limait
3 column.

FIG. 6 illustrates an example power management console
equipped with a group power manager configured to manage
multiple different groups of devices, 1n accordance with one
or more embodiments described herein. The example power
management console 620 includes a group power manager
622, and the power management console 620 and group
power manager 622 can implement the power management
console 120 and group power manager 122 introduced 1n
FIG. 1. FIG. 6 furthermore 1llustrates group 601, group 602,
and group 603. Fach of the groups 601, 602, 603 can
comprise a group ol devices, similar to the group 100
illustrated 1 FIG. 1. For example, each of the groups 601,
602, 603 can optionally comprise a different rack of server
devices 1n a data center. The groups 601, 602, 603 can
optionally contain different numbers of devices, different
types of devices, diflerent numbers ol priority classes,
and/or different group power limits.

FIG. 6 illustrates management of multiple different
groups 601, 602, 603 by the group power manager 622. Each
group can provide IPC information to the group power
manager 622, and the group power manager 622 can use
optionally different group power limit information and
device priority class information applicable to each to each
group 601, 602, or 603 to determine power limits for devices
in the group 601, 602, or 603. For example, the group power
manager 622 can receive IPCs 601A from the devices of
group 601, and the group power manager 622 can determine
limits 601B for the devices of group 601. The group power
manager 622 can receive IPCs 602A from the devices of
group 602, and the group power manager 622 can determine
limits 602B for the devices of group 602. The group power
manager 622 can receive IPCs 603A from the devices of
group 603, and the group power manager 622 can determine
limits 603B for the devices of group 603. The group power
manager 622 can repeat determinations of limits 601B,
6028, and 603B optionally according to different schedules
for the different groups 601, 602, 603.

As set forth herein, there can be a significant 1ssue when,
at time T4, the available power headroom for power capacity
distribution among the group of devices has reached an
available power capacity distribution lower limit. In the
example of FIG. 5, as shown by the bolded entry in the lower
right corner of the table, the lower limit 1s reached at zero
watts (0 W), that 1s, there 1s zero (or substantially zero)
power headroom capacity remaiming to reallocate. As set
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forth above, this can have adverse implications, such as with
respect to service level agreements.

In such a lower limit (e.g., zero headroom) scenario,
described herein i1s a technology that operates to further
reallocate power capacity among groups of devices based on
their respective priority classes/levels. In other words, given
the above-described considerations of scope, priority classes
of the devices, relative weightages of priority, minimum
power needed by a device, maximum power consumed by a
device and total available power, described herein 1s recali-
brating power capacity of high priority devices without
increasing the power capacity of the dynamic policy until
the limit 1s reached. As will be seen, this recalibration 1s
accomplished by withdrawing power from the lower priority
devices and allocating the withdrawn power to the higher
priority devices.

In one 1implementation, the reallocation can be based on
a minimum positive value (the mimimum power required by
the system to run optimally), which can be a percentage
(e.g., ten percent) of the power cap of high priority device
class when the headroom i1s zero (or at some other defined
lower limit). Note that ten percent has been found to work
sufficiently well given a sampling interval on the order of
five seconds. Further, the power capacity of lower (e.g.,
medium and low priority) devices can be based on a defined
ration, such as the ratio of 2:1 in each sampling interval until
the following (base value) limit 1s reached. The limit is
reached when the power capacity of medium and low
priority device classes has reached the base value derived as
described herein, with the consideration of total power
capacity of the dynamic policy.

Once the lmit 1s reached and there 1s still no power
headroom available, an alert to the user can be output to
increase the power capacity, e.g., stating that power con-
sumption has reached the maximum possibility of automatic
re-adjustment and needs to be increased to provide correct
operation. Based on this alert, user can take appropriate
mitigating action (for example, to increase the policy cap
value).

By way of further example continuing with the operating
state shown 1n FIG. 5 after time T3, to reiterate, the number
of devices 1n the group (G1) 1s five, there are three classes
with weighted priorities of high=3, medium=2, low=1, there
are two high weighted priority devices sl and s2, two
medium weighted priority devices s3 and s4, and one low
welghted priority device s5. The power capacity for the
dynamic policy equals 2000 watts.

FIG. 7 shows how the power capacity 1s reallocated at
time T4 when no power headroom 1s available as described

herein. Note that prior to the reallocation at time T4, the sum
of power allocated to priority class 1 (devices S1 and S2) i1s

473 W+591 W=1064 W. Further, from the above calculation

(V  Pix Wi)
N
Z,_l(Pmm)

Vpc =

Minimum base power capacity of High priority device
class=(2000%3*2)/(3*24+2*%24+1%1)=1091 W (Approx.)
Minimum base power capacity of Medium priority device
class=(2000%2*2)/(3*24+2*%24+1%1)=727 W (Approx.)
Minimum base power capacity of Lower priority device
class=(2000%1*1)/(3*24+2*%24+1%1)=181 W (Approx.).
Based on the above values, the re-adjustment (increment)
of power cap for high priority device class i1s the smaller of
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the two values below, power cap minus currently allocated
power or ten percent of currently allocated power, namely 27
W 1n this example:

[(109]1 W-1064 W=27 W) or (1064*10/100)=106.4],
which 1s thus 27 W,

Based on this lesser 27 W value and the ratio described
above, the readjustment (decrement) of the power cap for the
medium priority device class=2/3*27=—18 w (approx.). The
readjustment (decrement) of power cap for low priority
device class=1/3*27=—9 w (approx.)

With respect to specific devices, based on the formula

Vpc
I pc

Vd =

x Cd,

the total 27 W power cap adjustment (increment) 1s reallo-

cated for s1=(27/1064)*473=12 w (approx.), and the power
cap adjustment (increment) for s2=(27/1064)*391=15 w
(approx.). The power cap adjustment (decrement) for s3=—

(18/737%502)=12 w (approx.) and the power cap adjust-
ment (decrement) for sd=—(18/737%235)=—6 w (approx.).
Since the lower priority class has only the one device s5, the
power cap adjustment (decrement) for s5=—(9/199%199)=9

w (approx.) This 1s seen in the rightmost table column 1n
FIG. 7

It should be noted that any reallocation 1s subject to an
override based on a device minimum limit. Thus, for
example, the values reach a point where the reallocation
would go below a device’s minimum, a corrective adjust-
ment can be made, e.g., adjust the 27 W down to 20 W, for
example, and then reallocate the 20 W.

To summarize, the technology described herein resolves
the problem where there 1s no power headroom available to
distribute any further in a dynamic power for a group. The
technology reallocates the power capacity of high priority
devices without increasing the power capacity of the
dynamic policy until the threshold limit of power capacity of
medium and low priority device classes has reached the base
value derived as described herein, along with the consider-
ation of total power capacity of the dynamic policy. The
re-calibration logic 1s based on the minimum positive value
(the minimum power required by the system to run opti-
mally; and n percent (e.g., 10%) of the power cap of high
priority device class when headroom 1s 0).

One or more aspects can be embodied 1n a system, such
as represented in FIG. 8, and for example can comprise a
memory that stores computer executable components and/or
operations, and a processor that executes computer execut-
able components and/or operations stored 1n the memory.
Example operations can comprise operation 802, which
represents determining, for a group of devices classified into
respective classes corresponding to respective priority lev-
els, that available power headroom for power capacity
distribution among the group of devices has reached an
available power capacity distribution lower limit; operation
804 represents, 1n response to the determining, reallocating
power consumption among the group of devices, comprising
increasing first power capacity allocated to a first priority
level class and decreasing second power capacity allocated
to a second priority level class.

The available power capacity distribution lower limit can
be zero or substantially zero.

Increasing the first power capacity allocated to the first
priority level class can be based on a defined percentage of
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power capacity allocated to the first priority class prior to the
increasing the first power capacity allocated to the first
priority level class.

Increasing the first power capacity allocated to the first
priority level class can be based on base power capacity
determined for the first priority class minus power capacity
allocated to the first priority class prior to the increasing the
first power capacity allocated to the first priority level class.

Decreasing the second power capacity allocated to the
second priority level class can be limited based on a base
power level of a device 1n the second priority level class.

Further operations can comprise decreasing third power
capacity allocated to a third priority level class; increasing
the first power capacity allocated to the first priority level
class can be based on decreasing the second power capacity
allocated to the second prionty level class and decreasing
the third power capacity allocated to the third prionty level
class. Decreasing the second power capacity allocated to the
second priority level class and the decreasing the third
power capacity allocated to the third prionty level class can
be based on a defined ratio.

Reallocating power consumption among the group of
devices can comprise a first reallocating operation at a {first
time, and further operations can comprise reallocating, 1n a
second reallocating operation at a second time that 1s after
the first time, power consumption among the group of
devices, which can comprise further increasing the first
power capacity allocated to the first priority level class and
turther decreasing the second power capacity allocated to
the second prionty level class.

Prior to the reallocating the power consumption, available
power headroom can be above the available power capacity
distribution lower limit, and further operations can comprise
redistributing power consumption among the devices based
on the available power headroom at a sampling interval rate,
with the available power capacity distribution lower limit
reached as a result of a redistribution corresponding to a
sampling interval.

The group of devices can correspond to a rack of devices.

The group of devices comprises devices can comprise a
datacenter.

One or more example aspects, such as corresponding to
operations of a method, are represented in FIG. 9. Operation
902 represents determining, 1n a system comprising a pro-
cessor 1n which a group of respective devices are classified
by respective priority levels mto respective subgroups, that
power headroom for power capacity allocation among the
group ol devices 1s below an available power capacity
distribution lower limit. Operation 904 represents, 1n
response to the determining, decreasing first power capacity
allocated to a lower priority level subgroup resulting in
temporarily available power headroom, and increasing sec-
ond power capacity allocated to a higher priority level
subgroup based on the temporarily available power head-
room.

Further operations can comprise determining an incre-
ment amount based on the second power capacity allocated
to the higher prionty level subgroup prior to the increasing
the second power capacity allocated to the higher priority
level subgroup. Determining the increment amount based on
the second power capacity allocated to the higher priority
level subgroup prior to the increasing can comprise sub-
tracting the second power capacity allocated to the higher
priority level subgroup prior to the increasing, from a base
power capacity of the higher priority level subgroup. Deter-
mimng the increment amount based on the second power
capacity allocated to the higher priority level subgroup prior
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to the increasing can comprise multiplying the second power
capacity allocated to the higher prionity level subgroup prior
to the increasing by a defined percentage.

Decreasing the first power allocated to the lower priority
level subgroup 1s based on a base power capacity of a device
of the lower prionty level subgroup.

The lower priority level subgroup can be a first lower
priority level subgroup, and decreasing the power allocated
to the lower priority level subgroup can comprise decreasing
the power allocated to the first lower priority level subgroup
based on a defined ratio of first lower priority level subgroup
to a second lower priority level subgroup.

FIG. 10 summarizes various example operations, e.g.,
corresponding to a machine-readable storage medium, com-
prising executable instructions that, when executed by a
processor, facilitate performance of operations. Operation
1002 represents determining, for a group of devices classi-
fied into respective classes corresponding to respective
priority device class levels, the prionty device class levels
comprising a higher priority level device class relative to at
least one other lower priority level device class other than
the higher priority level device class, that available power
headroom for power capacity distribution among the group
of devices has reached an available power capacity distri-
bution lower limit. Operation 1004 represents, 1n response to
the determining, obtaining power capacity increment data
for the higher priority level class based on the lesser of: a
base power capacity of the higher priority device class
minus a currently allocated power capacity of the higher
priority device class, or a defined percentage of the currently
allocated power capacity of the higher priority device class
(operation 1006), and reallocating power consumption
among the group of devices based on the power capacity
increment data, comprising increasing power capacity allo-
cated to a first device of the higher prionty level class, and
decreasing power capacity allocated to a second device of
the at least one lower priority level class (operation 1008).

At least one lower priority level class can comprise a first
lower priority level class and a second lower priority level
class that 1s below the priority level of the first lower priority
level class, the second device can be classified 1n the second
lower prionty level class, and decreasing the power capacity
allocated to the second device can comprise determining an
amount to decrease the power capacity allocated to the
second device based on a defined decrement ratio of the first
lower priority level class to the second lower priority level
class.

Obtaining the power capacity increment data for the
higher priority level class can comprise determining a first
power capacity increment amount based on the lesser of the
base power capacity of the higher priority device class
minus the currently allocated power capacity of the higher
priority device class, or the defined percentage of the cur-
rently allocated power capacity of the higher priority device
class, and reducing the first power capacity increment
amount based on a base power capacity of the second device
to obtain the power capacity imncrement data.

As can be seen, the technology described herein facilitates
keeping priority applications and services largely unai-
fected, including, for example, during unexpected power
demand/load scenarios. This power reallocation and deallo-
cation technology, among a group of systems, can result 1n
lower business loss during unexpected high demand, while
remaining within existing limits of overall power consump-
tion. For example, 1n large datacenters as well 1 cloud
deployments, which consume relatively huge power, along
with the consideration of power constraint as a factor for
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data center operator to increase rack device density, the
technology described herein solves the problems of other
solutions, e.g., those associated with automatically deriving
a sale margin to handle the rarely peak power demand or
power source failure, which can lead to considerable power
under-utilization as well as implicate performance losses.

FIG. 11 1s a schematic block diagram of a computing
environment 1100 with which the disclosed subject matter
can interact. The system 1100 comprises one or more remote
component(s) 1110. The remote component(s) 1110 can be
hardware and/or software (e.g., threads, processes, comput-
ing devices). In some embodiments, remote component(s)
1110 can be a distributed computer system, connected to a
local automatic scaling component and/or programs that use
the resources of a distributed computer system, via commu-
nication framework 1140. Communication framework 1140
can comprise wired network devices, wireless network
devices, mobile devices, wearable devices, radio access
network devices, gateway devices, femtocell devices, serv-
ers, €lc.

The system 1100 also comprises one or more local
component(s) 1120. The local component(s) 1120 can be
hardware and/or software (e.g., threads, processes, comput-
ing devices). In some embodiments, local component(s)
1120 can comprise an automatic scaling component and/or
programs that communicate/use the remote resources 1110
and 1120, etc., connected to a remotely located distributed
computing system via communication framework 1140.

One possible communication between a remote compo-
nent(s) 1110 and a local component(s) 1120 can be in the
form of a data packet adapted to be transmitted between two
or more computer processes. Another possible communica-
tion between a remote component(s) 1110 and a local
component(s) 1120 can be 1n the form of circuit-switched
data adapted to be transmitted between two or more com-
puter processes 1n radio time slots. The system 1100 com-
prises a communication framework 1140 that can be
employed to facilitate communications between the remote
component(s) 1110 and the local component(s) 1120, and
can comprise an air interface, e.g., Uu interface of a UMTS
network, via a long-term evolution (LTE) network, eftc.
Remote component(s) 1110 can be operably connected to
one or more remote data store(s) 1150, such as a hard drive,
solid state drive, SIM card, device memory, etc., that can be
employed to store information on the remote component(s)
1110 side of communication framework 1140. Similarly,
local component(s) 1120 can be operably connected to one
or more local data store(s) 1130, that can be employed to
store information on the local component(s) 1120 side of
communication framework 1140.

In order to provide additional context for various embodi-
ments described herein, FIG. 12 and the following discus-
s1on are mtended to provide a brief, general description of a
suitable computing environment 1200 1n which the various
embodiments of the embodiment described herein can be
implemented. While the embodiments have been described
above 1n the general context of computer-executable instruc-
tions that can run on one or more computers, those skilled
in the art will recognize that the embodiments can be also
implemented in combination with other program modules
and/or as a combination of hardware and software.

Generally, program modules include routines, programs,
components, data structures, etc., that perform particular
tasks or implement particular abstract data types. Moreover,
those skilled 1in the art will appreciate that the methods can
be practiced with other computer system configurations,
including single-processor or multiprocessor computer sys-
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tems, minicomputers, mainframe computers, Internet of
Things (I0T) devices, distributed computing systems, as
well as personal computers, hand-held computing devices,
microprocessor-based or programmable consumer electron-
ics, and the like, each of which can be operatively coupled
to one or more associated devices.

The illustrated embodiments of the embodiments herein
can be also practiced 1n distributed computing environments
where certain tasks are performed by remote processing
devices that are linked through a communications network.
In a distributed computing environment, program modules
can be located in both local and remote memory storage
devices.

Computing devices typically include a variety of media,
which can i1nclude computer-readable storage media,
machine-readable storage media, and/or communications
media, which two terms are used herein differently from one
another as follows. Computer-readable storage media or
machine-readable storage media can be any available stor-
age media that can be accessed by the computer and includes
both volatile and nonvolatile media, removable and non-
removable media. By way of example, and not limitation,
computer-readable storage media or machine-readable stor-
age media can be mmplemented in connection with any
method or technology for storage of information such as
computer-readable or machine-readable instructions, pro-
gram modules, structured data or unstructured data.

Computer-readable storage media can include, but are not
limited to, random access memory (RAM), read only
memory (ROM), electrically erasable programmable read
only memory (EEPROM), flash memory or other memory
technology, compact disk read only memory (CD-ROM),
digital versatile disk (DVD), Blu-ray disc (BD) or other
optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices,
solid state drives or other solid state storage devices, or other
tangible and/or non-transitory media which can be used to
store desired information. In this regard, the terms “tan-
gible” or “non-transitory” herein as applied to storage,
memory or computer-readable media, are to be understood
to exclude only propagating transitory signals per se as
modifiers and do not relinquish rights to all standard storage,
memory or computer-readable media that are not only
propagating transitory signals per se.

Computer-readable storage media can be accessed by one
or more local or remote computing devices, €.g., via access
requests, queries or other data retrieval protocols, for a
variety of operations with respect to the information stored
by the medium.

Communications media typically embody computer-read-
able instructions, data structures, program modules or other
structured or unstructured data 1n a data signal such as a
modulated data signal, e.g., a carrier wave or other transport
mechanism, and includes any information delivery or trans-
port media. The term “modulated data signal” or signals
refers to a signal that has one or more of its characteristics
set or changed 1n such a manner as to encode mformation 1n
one or more signals. By way of example, and not limitation,
communication media include wired media, such as a wired
network or direct-wired connection, and wireless media
such as acoustic, RF, infrared and other wireless media.

With reference again to FI1G. 12, the example environment
1200 for implementing various embodiments of the aspects
described herein includes a computer 1202, the computer
1202 including a processing unit 1204, a system memory
1206 and a system bus 1208. The system bus 1208 couples
system components including, but not limited to, the system
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memory 1206 to the processing unit 1204. The processing
unit 1204 can be any of various commercially available
processors. Dual microprocessors and other multi-processor
architectures can also be employed as the processing unit
1204.

The system bus 1208 can be any of several types of bus
structure that can further interconnect to a memory bus (with
or without a memory controller), a peripheral bus, and a
local bus using any of a variety of commercially available
bus architectures. The system memory 1206 includes ROM
1210 and RAM 1212. A basic input/output system (BIOS)
can be stored in a non-volatile memory such as ROM,
crasable programmable read only memory (EPROM),
EEPROM, which BIOS contains the basic routines that help
to transier information between elements within the com-
puter 1202, such as during startup. The RAM 1212 can also
include a high-speed RAM such as static RAM for caching
data.

The computer 1202 further includes an iternal hard disk
drive (HDD) 1214 (e.g., EIDE, SATA), and can include one
or more external storage devices 1216 (e.g., a magnetic
floppy disk drive (FDD) 1216, a memory stick or flash drive
reader, a memory card reader, etc.). While the internal HDD
1214 1s illustrated as located within the computer 1202, the
internal HDD 1214 can also be configured for external use
in a suitable chassis (not shown). Additionally, while not
shown 1n environment 1200, a solid state drive (SSD) could
be used 1n addition to, or 1n place of, an HDD 1214.

Other internal or external storage can include at least one
other storage device 1220 with storage media 1222 (e.g., a
solid state storage device, a nonvolatile memory device,
and/or an optical disk drive that can read or write from
removable media such as a CD-ROM disc, a DVD, a BD,
etc.). The external storage 1216 can be facilitated by a
network virtual machine. The HDD 1214, external storage
device(s) 1216 and storage device (e.g., drive) 1220 can be
connected to the system bus 1208 by an HDD interface
1224, an external storage interface 1226 and a drive inter-
tace 1228, respectively.

The drives and their associated computer-readable storage
media provide nonvolatile storage of data, data structures,
computer-executable instructions, and so forth. For the
computer 1202, the drives and storage media accommodate
the storage of any data 1n a suitable digital format. Although
the description of computer-readable storage media above
refers to respective types of storage devices, 1t should be
appreciated by those skilled in the art that other types of
storage media which are readable by a computer, whether
presently existing or developed 1n the future, could also be
used in the example operating environment, and further, that
any such storage media can contain computer-executable
instructions for performing the methods described herein.

A number of program modules can be stored 1n the drives
and RAM 1212, including an operating system 1230, one or
more application programs 1232, other program modules
1234 and program data 1236. All or portions of the operating
system, applications, modules, and/or data can also be
cached in the RAM 1212. The systems and methods
described herein can be implemented utilizing various com-
mercially available operating systems or combinations of
operating systems.

Computer 1202 can optionally comprise emulation tech-
nologies. For example, a hypervisor (not shown) or other
intermediary can emulate a hardware environment for oper-
ating system 1230, and the emulated hardware can option-
ally be different from the hardware 1llustrated in FIG. 12. In
such an embodiment, operating system 1230 can comprise
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one virtual machine (VM) of multiple VMs hosted at com-
puter 1202. Furthermore, operating system 1230 can provide
runtime environments, such as the Java runtime environ-
ment or the .NET framework, for applications 1232. Run-
time environments are consistent execution environments
that allow applications 1232 to run on any operating system
that includes the runtime environment. Similarly, operating,
system 1230 can support containers, and applications 1232
can be 1 the form of containers, which are lightweight,
standalone, executable packages of software that include,
¢.g., code, runtime, system tools, system libraries and set-
tings for an application.

Further, computer 1202 can be enabled with a security
module, such as a trusted processing module (TPM). For
instance with a TPM, boot components hash next in time
boot components, and wait for a match of results to secured
values, before loading a next boot component. This process
can take place at any layer 1n the code execution stack of
computer 1202, ¢.g., applied at the application execution
level or at the operating system (OS) kernel level, thereby
enabling security at any level of code execution.

A user can enter commands and information into the
computer 1202 through one or more wired/wireless 1put
devices, e.g., a keyboard 1238, a touch screen 1240, and a
pointing device, such as a mouse 1242. Other input devices
(not shown) can include a microphone, an infrared (IR)
remote control, a radio frequency (RF) remote control, or
other remote control, a joystick, a virtual reality controller
and/or virtual reality headset, a game pad, a stylus pen, an
image input device, e.g., camera(s), a gesture sensor mput
device, a vision movement sensor input device, an emotion
or facial detection device, a biometric mput device, e.g.,
fingerprint or 1r1s scanner, or the like. These and other 1nput
devices are often connected to the processing unit 1204
through an mput device interface 1244 that can be coupled
to the system bus 1208, but can be connected by other
interfaces, such as a parallel port, an IEEE 1194 serial port,
a game port, a USB port, an IR interface, a BLUETOOTH®
interface, etc.

A monitor 1246 or other type of display device can be also
connected to the system bus 1208 via an interface, such as
a video adapter 1248. In addition to the monitor 1246, a
computer typically includes other peripheral output devices
(not shown), such as speakers, printers, efc.

The computer 1202 can operate in a networked environ-
ment using logical connections via wired and/or wireless
communications to one or more remote computers, such as
a remote computer(s) 1250. The remote computer(s) 1250
can be a workstation, a server computer, a router, a personal
computer, portable computer, microprocessor-based enter-
tainment appliance, a peer device or other common network
node, and typically includes many or all of the elements
described relative to the computer 1202, although, for pur-
poses ol brevity, only a memory/storage device 1252 1s
illustrated. The logical connections depicted include wired/
wireless connectivity to a local area network (LAN) 1254
and/or larger networks, e.g., a wide area network (WAN)
1256. Such LAN and WAN networking environments are
commonplace in oflices and companies, and facilitate enter-
prise-wide computer networks, such as intranets, all of
which can connect to a global communications network,
¢.g., the Internet.

When used in a LAN networking environment, the com-
puter 1202 can be connected to the local network 12354
through a wired and/or wireless communication network
interface or adapter 1258. The adapter 1258 can facilitate
wired or wireless communication to the LAN 1254, which
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can also include a wireless access point (AP) disposed
thereon for communicating with the adapter 1258 1n a
wireless mode.

When used 1n a WAN networking environment, the com-
puter 1202 can include a modem 1260 or can be connected
to a communications server on the WAN 1256 via other
means for establishing communications over the WAN
1256, such as by way of the Internet. The modem 1260,
which can be iternal or external and a wired or wireless
device, can be connected to the system bus 1208 via the
input device interface 1244. In a networked environment,
program modules depicted relative to the computer 1202 or
portions thereof, can be stored in the remote memory/
storage device 1252. It will be appreciated that the network
connections shown are example and other means of estab-
lishing a communications link between the computers can be
used.

When used 1n either a LAN or WAN networking envi-
ronment, the computer 1202 can access cloud storage sys-
tems or other network-based storage systems 1n addition to,
or 1n place of, external storage devices 1216 as described
above. Generally, a connection between the computer 1202
and a cloud storage system can be established over a LAN
1254 or WAN 1256 e.g., by the adapter 1258 or modem
1260, respectively. Upon connecting the computer 1202 to
an associated cloud storage system, the external storage
interface 1226 can, with the aid of the adapter 1258 and/or
modem 1260, manage storage provided by the cloud storage
system as 1t would other types of external storage. For
instance, the external storage interface 1226 can be config-
ured to provide access to cloud storage sources as 1f those
sources were physically connected to the computer 1202.

The computer 1202 can be operable to communicate with
any wireless devices or entities operatively disposed 1n
wireless communication, €.g., a printer, scanner, desktop
and/or portable computer, portable data assistant, commu-
nications satellite, any piece of equipment or location asso-
ciated with a wirelessly detectable tag (e.g., a kiosk, news
stand, store shelf, etc.), and telephone. This can include
Wireless Fidelity (Wi-F1) and BLUETOOTH® wireless
technologies. Thus, the communication can be a predefined
structure as with a conventional network or simply an ad hoc
communication between at least two devices.

The above description of illustrated embodiments of the
subject disclosure, comprising what 1s described in the
Abstract, 1s not intended to be exhaustive or to limit the
disclosed embodiments to the precise forms disclosed.
While specific embodiments and examples are described
herein for illustrative purposes, various modifications are
possible that are considered within the scope of such
embodiments and examples, as those skilled in the relevant
art can recognize.

In this regard, while the disclosed subject matter has been
described in connection with various embodiments and
corresponding Figures, where applicable, it 1s to be under-
stood that other similar embodiments can be used or modi-
fications and additions can be made to the described embodi-
ments for performing the same, similar, alternative, or
substitute function of the disclosed subject matter without
deviating therefrom. Therefore, the disclosed subject matter
should not be limited to any single embodiment described
herein, but rather should be construed 1n breadth and scope
in accordance with the appended claims below.

As 1t employed 1n the subject specification, the term
“processor”’ can refer to substantially any computing pro-
cessing unit or device comprising, but not limited to com-
prising, single-core processors; single-processors with soft-
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ware multithread execution capability; multi-core
processors; multi-core processors with software multithread
execution capability; multi-core processors with hardware
multithread technology; parallel platiorms; and parallel plat-
forms with distributed shared memory. Additionally, a pro-
cessor can reler to an integrated circuit, an application
specific itegrated circuit, a digital signal processor, a field
programmable gate array, a programmable logic controller,
a complex programmable logic device, a discrete gate or
transistor logic, discrete hardware components, or any com-
bination thereot designed to perform the functions described
herein. Processors can exploit nano-scale architectures such
as, but not limited to, molecular and quantum-dot based
transistors, switches and gates, 1n order to optimize space
usage or enhance performance of user equipment. A proces-
sor may also be implemented as a combination of computing,
processing units.

As used in this application, the terms “component,”
“system,” “platform,” “layer,” “selector.” “interface,” and
the like are intended to refer to a computer-related entity or
an enfity related to an operational apparatus with one or
more specific functionalities, wherein the entity can be either
hardware, a combination of hardware and software, soft-
ware, or software 1 execution. As an example, a component
may be, but 1s not limited to being, a process running on a
Processor, a processor, an object, an executable, a thread of
execution, a program, and/or a computer. By way of 1llus-
tration and not limitation, both an application running on a
server and the server can be a component. One or more
components may reside within a process and/or thread of
execution and a component may be localized on one com-
puter and/or distributed between two or more computers. In
addition, these components can execute from various com-
puter readable media having various data structures stored
thereon. The components may communicate via local and/or
remote processes such as 1 accordance with a signal having
one or more data packets (e.g., data from one component
interacting with another component i a local system, dis-
tributed system, and/or across a network such as the Internet
with other systems via the signal). As another example, a
component can be an apparatus with specific functionality
provided by mechanical parts operated by electric or elec-
tronic circuitry, which 1s operated by a software or a
firmware application executed by a processor, wherein the
processor can be internal or external to the apparatus and
executes at least a part of the software or firmware appli-
cation. As yet another example, a component can be an
apparatus that provides specific functionality through elec-
tronic components without mechanical parts, the electronic
components can comprise a processor therein to execute
software or firmware that confers at least 1n part the func-
tionality of the electronic components.

In addition, the term ““or” 1s intended to mean an inclusive
“or” rather than an exclusive “or.” That 1s, unless specified
otherwise, or clear from context, “X employs A or B” 1s
intended to mean any of the natural inclusive permutations.
That 1s, 1T X employs A; X employs B; or X employs both
A and B, then “X employs A or B” 1s satisfied under any of
the foregoing instances.

While the embodiments are susceptible to various modi-
fications and alternative constructions, certain illustrated

implementations thereof are shown 1n the drawings and have

been described above in detail. It should be understood,
however, that there 1s no intention to limit the various

embodiments to the specific forms disclosed, but on the
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contrary, the intention 1s to cover all modifications, alterna-
tive constructions, and equivalents falling within the spirit
and scope.

In addition to the various implementations described
herein, it 1s to be understood that other similar implemen-
tations can be used or modifications and additions can be
made to the described implementation(s) for performing the
same or equivalent function of the corresponding implemen-
tation(s) without deviating therefrom. Still further, multiple
processing chips or multiple devices can share the perfor-
mance of one or more functions described herein, and
similarly, storage can be eflected across a plurality of
devices. Accordingly, the various embodiments are not to be
limited to any single implementation, but rather are to be
construed 1n breadth, spirit and scope 1n accordance with the
appended claims.

What 1s claimed 1s:

1. A system, comprising:

a processor; and

a memory that stores executable instructions that, when

executed by the processor, facilitate performance of
operations, the operations comprising:
determining, for a group of devices classified 1nto respec-
tive classes corresponding to respective priority levels,
that available power headroom for power capacity
distribution among the group of devices has reached an
available power capacity distribution lower limit; and

in response to the determining, reallocating power con-
sumption among the group of devices, comprising
increasing first power capacity allocated to a first
priority level class and

decreasing second power capacity allocated to a second

priority level class,

wherein, prior to the reallocating the power consumption,

the available power headroom 1s above the available
power capacity distribution lower limit,

wherein the operations further comprise redistributing

power consumption among the devices based on the
available power headroom at a sampling interval rate,
and

wherein the available power capacity distribution lower

limit 1s reached as a result of a redistribution corre-
sponding to a sampling interval.

2. The system of claim 1, wherein the available power
capacity distribution lower limit 1s zero or substantially zero.

3. The system of claim 1, wherein the increasing the first
power capacity allocated to the first prionty level class 1s
based on a defined percentage of power capacity allocated to
the first priority class prior to the increasing the first power
capacity allocated to the first priority level class.

4. The system of claim 1, wherein the increasing the first
power capacity allocated to the first priority level class 1s
based on base power capacity determined for the first
priority class minus power capacity allocated to the first
priority class prior to the increasing the first power capacity
allocated to the first priority level class.

5. The system of claim 1, wherein the decreasing the
second power capacity allocated to the second priority level
class 1s limited based on a base power level of a device 1n
the second prionty level class.

6. The system of claim 1, wherein the operations further
comprise decreasing third power capacity allocated to a third
priority level class, and wherein the increasing the first
power capacity allocated to the first prionty level class 1s
based on the decreasing the second power capacity allocated
to the second priority level class and the decreasing the third
power capacity allocated to the third prionty level class.
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7. The system of claim 6, wherein the decreasing the
second power capacity allocated to the second priority level
class and the decreasing the third power capacity allocated
to the third priority level class 1s based on a defined ratio.

8. The system of claim 1, wherein the reallocating power
consumption among the group of devices comprises a first
reallocating operation at a first time, and wherein the opera-
tions further comprise reallocating, 1n a second reallocating
operation at a second time that 1s after the first time, power
consumption among the group of devices, comprising fur-
ther increasing the first power capacity allocated to the first
priority level class and further decreasing the second power
capacity allocated to the second priority level class.

9. The system of claim 1, wherein the group of devices
corresponds to a rack of devices.

10. The system of claim 1, wherein the group of devices
comprises devices 1 a datacenter.

11. A method, comprising:

determining, in a system comprising a processor in which

a group of respective devices are classified by respec-
tive priority levels into respective subgroups, that
power headroom for power capacity allocation among
the group of devices 1s below an available power
capacity distribution lower limit; and

in response to the determining, decreasing first power

capacity allocated to a lower priority level subgroup
resulting in temporarily available power headroom, and
increasing second power capacity allocated to a higher
priority level subgroup based on the temporarly avail-
able power headroom,

wherein, prior to the decreasing and the increasing, the

power headroom 1s above the available power capacity
distribution lower limit,
wherein the operations further comprise redistributing
power consumption among the devices based on the
power headroom at a sampling interval rate, and

wherein the available power capacity distribution lower
limit 1s reached as a result of a redistribution corre-
sponding to a sampling interval.

12. The method of claim 11, further comprising deter-
mining an ncrement amount based on the second power
capacity allocated to the higher prionity level subgroup prior
to the increasing the second power capacity allocated to the
higher priority level subgroup.

13. The method of claim 12, wherein the determining the
increment amount based on the second power capacity
allocated to the higher priority level subgroup prior to the
increasing comprises subtracting the second power capacity
allocated to the higher priority level subgroup prior to the
increasing, from a base power capacity of the higher priority
level subgroup.

14. The method of claim 12, wherein the determining the
increment amount based on the second power capacity
allocated to the higher priority level subgroup prior to the
increasing comprises multiplying the second power capacity
allocated to the higher priority level subgroup prior to the
increasing by a defined percentage.

15. The method of claim 11, wherein the decreasing the
first power allocated to the lower priority level subgroup 1s
based on a base power capacity of a device of the lower
priority level subgroup.

16. The method of claim 11, wherein the lower priority
level subgroup 1s a first lower prionty level subgroup, and
wherein the decreasing the power allocated to the lower
priority level subgroup comprises decreasing the power
allocated to the first lower priority level subgroup based on
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a defined ratio of first lower priority level subgroup to a
second lower priority level subgroup.

17. A non-transitory machine-readable medium, compris-
ing executable instructions that, when executed by a pro-
cessor, facilitate performance of operations, the operations
comprising:

determining, for a group of devices classified into respec-

tive classes corresponding to respective priority device
class levels, the priority device class levels comprising
a higher prionty level device class relative to at least
one other lower priority level device class other than
the higher priority level device class, that available
power headroom Zfor power capacity distribution
among the group of devices has reached an available
power capacity distribution lower limait; and

in response to the determining,

reallocating power consumption among the group of
devices based on the power capacity increment data,
comprising increasing power capacity allocated to a
first device of the higher priority level class, and

decreasing power capacity allocated to a second device
of the at least one other lower priority level class,

wherein, prior to the reallocating the power consump-
tion, the available power headroom 1s above the
available power capacity distribution lower limit,

wherein the operations further comprise redistributing
power consumption among the devices based on the
available power headroom at a sampling interval
rate, and

wherein the available power capacity distribution lower
limit 1s reached as a result of a redistribution corre-
sponding to a sampling interval.
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18. The non-transitory machine-readable medium of
claim 17, wherein the at least one other lower prionity level
class comprises a first lower priority level class and a second
lower priority level class that 1s below the priority level of
the first lower priority level class, wherein the second device
1s classified 1n the second lower priority level class, and
wherein the decreasing the power capacity allocated to the
second device comprises determining an amount to decrease
the power capacity allocated to the second device based on
a defined decrement ratio of the first lower prionty level
class to the second lower priority level class.

19. The non-transitory machine-readable medium of
claim 17, wherein the operations further comprise obtaining
power capacity increment data for the higher priority level
class based on the lesser of: a base power capacity of the
higher priority device class minus a currently allocated
power capacity ol the higher priority device class, or a
defined percentage of the currently allocated power capacity
of the higher priority device class.

20. The non-transitory machine-readable medium of
claim 19, wherein the obtaining the power capacity incre-
ment data for the higher prionty level class comprises
determining a first power capacity increment amount based
on the lesser of the base power capacity of the higher priority
device class minus the currently allocated power capacity of
the higher priority device class, or the defined percentage of
the currently allocated power capacity of the higher priority
device class, and reducing the first power capacity increment
amount based on a base power capacity of the second device
to obtain the power capacity increment data.
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