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INTERACTIONS BETWEEN SUB-BLOCK
BASED INTRA BLOCK COPY AND
DIFFERENT CODING TOOLS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of International Patent

Application No. PCT/CN2020/094864 filed on Jun. 8, 2020
which claims the priority to and benefits of International
Patent Application No. PCT/CN2019/090409, filed on Jun.
6, 2019. All the aforementioned patent applications are
hereby incorporated by reference 1n their entireties.

TECHNICAL FIELD

This document 1s related to video and 1mage coding and
decoding technologies.

BACKGROUND

Digital video accounts for the largest bandwidth use on
the mternet and other digital communication networks. As
the number of connected user devices capable of receiving
and displaying wvideo increases, it 1s expected that the
bandwidth demand for digital video usage will continue to
grow.

SUMMARY

The disclosed techniques may be used by video or image
decoder or encoder embodiments to perform coding or
decoding of video bitstreams intra block copy partitioning
techniques at the sub-block level.

In one example aspect, a method of video processing 1s
disclosed. The method includes determining, for a conver-
sion between a current block of a video and a bitstream
representation of the video, that the current block 1s split 1nto
multiple sub-blocks. At least one of the multiple blocks 1s
coded using a modified intra-block copy (IBC) coding
technique that uses reference samples from one or more
video regions from a current picture of the current block.
The method also includes performing the conversion based
on the determining.

In another example aspect, a method of video processing
1s disclosed. The method includes determining, for a con-
version between a current block of a video and a bitstream
representation of the video, that the current block 1s split into
multiple sub-blocks. Each of the multiple sub-blocks 1s
coded 1n the coded representation using a corresponding
coding techmique according to a pattern. The method also
includes performing the conversion based on the determin-
ng.

In another example aspect, a method of video processing
1s disclosed. The method includes determining, for a con-
version between a current block of a video and a bitstream
representation of the video, an operation associated with a
list of motion candidates based on a condition related to a
characteristic of the current block. The list of motion can-
didates 1s constructed for a coding technique or based on
information from previously processed blocks of the video.
The method also includes performing the conversion based
on the determining.

In another example aspect, a method of video processing
1s disclosed. The method includes determining, for a con-
version between a current block of a video and a bitstream
representation of the video, that the current block coded
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2

using an inter coding technique based on temporal informa-
tion 1s split into multiple sub-blocks. At least one of the
multiple blocks 1s coded using a modified 1ntra-block copy
(IBC) coding technique that uses reference samples from
one or more video regions from a current picture that
includes the current block. The method also includes per-
forming the conversion based on the determining.

In another example aspect, a method of video processing,
1s disclosed. The method includes determining to use a
sub-block intra block copy (sbIBC) coding mode 1n a
conversion between a current video block 1n a video region
and a bitstream representation of the current video block 1n
which the current video block i1s split into multiple sub-
blocks and each sub-block 1s coded based on reference

samples from the video region, wherein sizes ol the sub-
blocks are based on a splitting rule and performing the
conversion using the sbIBC coding mode for the multiple

sub-blocks.

In another example aspect, a method of video processing,
1s disclosed. The method includes determining to use a
sub-block intra block copy (sbIBC) coding mode in a
conversion between a current video block 1n a video region
and a bitstream representation of the current video block 1n
which the current video block i1s split into multiple sub-
blocks and each sub-block 1s coded based on reference
samples from the video region and performing the conver-
sion using the sbIBC coding mode for the multiple sub-
blocks, wherein the conversion includes determining an
mitialized motion vector (1mtMV) for a given sub-block,
identifying a reference block from the mitMV, and deriving
motion vector (MV) information for the given sub-block
using MV 1nformation for the reference block.

In another example aspect, a method of video processing,
1s disclosed. The method includes determining to use a
sub-block intra block copy (sbIBC) coding mode in a
conversion between a current video block 1n a video region
and a bitstream representation of the current video block 1n
which the current video block i1s split into multiple sub-
blocks and each sub-block 1s coded based on reference
samples from the video region and performing the conver-
sion using the sbIBC coding mode for the multiple sub-
blocks, wherein the conversion includes generating a sub-
block IBC candidate.

In another example aspect, a method of video processing
1s disclosed. The method includes performing a conversion
between a bitstream representation of a current video block
and the current video block that 1s divided into multiple
sub-blocks, wherein the conversion includes processing a
first sub-block of the multiple sub-blocks using a sub-block
intra block coding (sbIBC) mode and a second sub-block of
the multiple sub-blocks using an intra coding mode.

In another example aspect, a method of video processing,
1s disclosed. The method includes performing a conversion
between a bitstream representation of a current video block
and the current video block that 1s divided into multiple
sub-blocks, wherein the conversion includes processing all
sub-blocks of the multiple sub-blocks using an intra coding
mode.

In another example aspect, a method of video processing
1s disclosed. The method includes performing a conversion
between a bitstream representation of a current video block
and the current video block that 1s divided into multiple
sub-blocks, wherein the conversion includes processing all
of the multiple sub-blocks using a palette coding mode 1n
which a palette of representative pixel values 1s used for
coding each sub-block.
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In another example aspect, a method of video processing
1s disclosed. The method includes performing a conversion
between a bitstream representation of a current video block
and the current video block that 1s divided into multiple
sub-blocks, wherein the conversion includes processing a
first sub-block of the multiple sub-blocks using a palette
mode 1 which a palette of representative pixel values 1s
used for coding the first sub-block and a second sub-block
of the multiple sub-blocks using an intra block copy coding
mode.

In another example aspect, a method of video processing
1s disclosed. The method includes performing a conversion
between a bitstream representation of a current video block
and the current video block that 1s divided into multiple
sub-blocks, wherein the conversion includes processing a
first sub-block of the multiple sub-blocks using a palette
mode 1 which a palette of representative pixel values 1s
used for coding the first sub-block and a second sub-block
of the multiple sub-blocks using an intra coding mode.

In another example aspect, a method of video processing
1s disclosed. The method includes performing a conversion
between a bitstream representation of a current video block
and the current video block that 1s divided into multiple
sub-blocks, wherein the conversion includes processing a
first sub-block of the multiple sub-blocks using a sub-block
intra block coding (sbIBC) mode and a second sub-block of
the multiple sub-blocks using an inter coding mode.

In another example aspect, a method of video processing,
1s disclosed. The method includes performing a conversion
between a bitstream representation of a current video block
and the current video block that 1s divided into multiple
sub-blocks, wherein the conversion includes processing a
first sub-block of the multiple sub-blocks using a sub-block
intra coding mode and a second sub-block of the multiple
sub-blocks using an inter coding mode.

In another example aspect, a method of video processing
1s disclosed. The method includes making a decision to use
the method recited 1in any of above claims for encoding the
current video block into the bitstream representation; and
including information indicative of the decision in the
bitstream representation at a decoder parameter set level or
a sequence parameter set level or a video parameter set level
or a picture parameter set level or a picture header level or
a slice header level or a tile group header level or a largest
coding unit level or a coding unit level or a largest coding
unit row level or a group of LCU level or a transform unit
level or a prediction unit level or a video coding unit level.

In another example aspect, a method of video processing
1s disclosed. The method includes making a decision to use
the method recited 1in any of above claims for encoding the
current video block into the bitstream representation based
on an encoding condition; and performing the encoding
using the method recited 1n any of the above claims, wherein
the condition 1s based on one or more of: a position of coding,
unit, prediction unit, transform unit, the current video block
or a video coding unit of the current video block.

In another example aspect, a method of video processing,
1s disclosed. The method includes determining to use an
intra block copy mode and an inter prediction mode for
conversion between blocks 1n a video region and a bitstream
representation ol the video region; and performing the
conversion using the intra block copy mode and the inter
prediction mode for a block 1n the video region.

In another example aspect, a method of video processing
1s disclosed. The method includes performing, during a
conversion between a current video block and a bitstream
representation of the current video block, a motion candidate
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list construction process depending and/or a table update
process for updating history-based motion vector predictor

tables, based on a coding condition, and performing the
conversion based on the motion candidate list construction
process and/or the table update process.

In another example aspect, the above-described methods
may be mmplemented by a video decoder apparatus that
COMPrises a processor.

In another example aspect, the above-described methods
may be mmplemented by a video encoder apparatus that
COMPrises a processor.

In yet another example aspect, these methods may be
embodied in the form of processor-executable instructions
and stored on a computer-readable program medium.

These, and other, aspects are further described in the
present document.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a derivation process for merge candidate list
construction.

FIG. 2 shows an example of positions of spatial merge
candidates.

FIG. 3 shows an example of candidate pairs considered
for redundancy check of spatial merge candidates.

FIG. 4 shows an example positions for the second PU of
Nx2N and 2NxN partitions.

FIG. § shows examples of illustration of motion vector
scaling for temporal merge candidate.

FIG. 6 shows an example of candidate positions for
temporal merge candidate, CO and C1.

FIG. 7 shows example of combined bi-predictive merge
candidate.

FIG. 8 shows examples of derivation process for motion
vector prediction candidates.

FIG. 9 shows an example illustration of motion vector
scaling for spatial motion vector candidate.

FIG. 10 shows an example simplified athne motion model
for 4-parameter atline mode (left) and 6-parameter afline
model (right).

FIG. 11 shows an example of ailine motion vector field
per sub-block.

FIG. 12 shows an example Candidates position for atline
merge mode.

FIG. 13 shows an example of Modified merge list con-
struction process.

FIG. 14 shows an example of triangle partition based inter
prediction.

FIG. 15 shows an example of a CU applying the 1%
weilghting factor group.

FIG. 16 shows an example of motion vector storage.

FIG. 17 shows an example of ultimate motion vector
expression (UMVE) search process.

FIG. 18 shows an example of UMVE search points.

FIG. 19 shows an example of MVD (0, 1) mirrored
between list O and list 1 1n DMVR

FIG. 20 shows MV that may be checked 1n one iteration.

FIG. 21 1s an example of intra block copy.

FIG. 22 1s a block diagram of an example of a video
processing apparatus.

FIG. 23 15 a flowchart for an example of a video process-
ing method.

FIG. 24 1s a block diagram of an example video process-
ing system in which disclosed techniques may be imple-
mented.

FIG. 25 1s a flowchart representation of a method for
video processing 1n accordance with the present technology.
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FIG. 26 1s a tflowchart representation of another method
for video processing 1n accordance with the present tech-
nology.

FIG. 27 1s a tflowchart representation of another method
for video processing in accordance with the present tech-
nology.

FIG. 28 1s a flowchart representation of yet another
method for video processing in accordance with the present

technology.

DETAILED DESCRIPTION

The present document provides various techniques that
can be used by a decoder of image or video bitstreams to
improve the quality of decompressed or decoded digital
video or images. For brevity, the term “video” 1s used herein
to 1include both a sequence of pictures (traditionally called
video) and individual images. Furthermore, a video encoder
may also implement these techniques during the process of
encoding in order to reconstruct decoded frames used for
turther encoding.

Section headings are used in the present document for
case of understanding and do not limit the embodiments and
techniques to the corresponding sections. As such, embodi-
ments {from one section can be combined with embodiments
from other sections.

1. Summary

This document 1s related to video coding technologies.
Specifically, 1t 1s related to intra block copy (a.k.a current
picture referencing, CPR) coding. It may be applied to the
existing video coding standard like HEVC, or the standard
(Versatile Video Coding) to be finalized. It may be also
applicable to future video coding standards or video codec.

2. Background

Video coding standards have evolved primarily through
the development of the well-known ITU-T and ISO/IEC

standards. The ITU-T produced H.261 and H.263, ISO/IEC
produced MPEG-1 and MPEG-4 Visual, and the two orga-
nizations jointly produced the H.262/MPEG-2 Video and
H.264/MPEG-4 Advanced Video Coding (AVC) and H.265/
HEVC standards. Since H.262, the video coding standards
are based on the hybrid video coding structure wherein
temporal prediction plus transform coding are utilized. To
explore the future video coding technologies beyond HEVC,
Joint Video Exploration Team (JVET) was founded by
VCEG and MPEG jointly 1n 2015. Since then, many new
methods have been adopted by JVET and put into the
reference soitware named Joint Exploration Model (JEM) In
Aprl 2018, the Joint Video Expert Team (JVET) between
VCEG (Q6/ 16) and ISO/IEC JTC1 SC29/WG11 (MPEG)
was created to work on the VVC standard targeting at 50%
bitrate reduction compared to HEVC.

2.1 Inter Prediction in HEVC/H.2635

For inter-coded coding units (CUs), it may be coded with
one prediction unit (PU), 2 PUs according to partition mode.
Each inter-predicted PU has motion parameters for one or
two reference picture lists. Motion parameters include a
motion vector and a reference picture index. Usage of one of
the two reference picture lists may also be signaled using
inter_pred_idc. Motion vectors may be explicitly coded as
deltas relative to predictors.

When a CU 1s coded with skip mode, one PU 1s associated
with the CU, and there are no sigmificant residual coetli-
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cients, no coded motion vector delta or reference picture
index. A merge mode 1s specified whereby the motion
parameters for the current PU are obtained from neighbour-
ing PUs, including spatial and temporal candidates. The
merge mode can be applied to any inter-predicted PU, not
only for skip mode. The alternative to merge mode 1s the
explicit transmission ol motion parameters, where motion
vector (to be more precise, motion vector differences ((MVD)
compared to a motion vector predictor), corresponding ref-
erence picture index for each reference picture list and
reference picture list usage are signaled explicitly per each
PU. Such a mode 1s named Advanced motion vector pre-
diction (AMVP) 1n this disclosure.

When signaling indicates that one of the two reference
picture lists 1s to be used, the PU 1s produced from one block
of samples. This 1s referred to as ‘uni-prediction’. Uni-
prediction 1s available both for P-slices and B-slices.

When signaling indicates that both of the reference pic-
ture lists are to be used, the PU 1s produced from two blocks
of samples. This 1s referred to as ‘bi-prediction’. Bi-predic-
tion 1s available for B-slices only.

2.1.1 Reference Picture List

In HEVC, the term inter prediction i1s used to denote
prediction derived from data elements (e.g., sample values
or motion vectors) ol reference pictures other than the
current decoded picture. Like 1n H.264/AVC, a picture can
be predicted from multiple reference pictures. The reference
pictures that are used for inter prediction are organized in
one or more reference picture lists. The reference index
identifies which of the reference pictures 1n the list should be
used for creating the prediction signal.

A single reference picture list, List O, 1s used for a P slice
and two reference picture lists, List 0 and List 1 are used for
B slices. It should be noted reference pictures included 1n
List O/1 can be from past and future pictures in terms of
capturing/display order.

2.1.2 Merge Mode

2.1.2.1 Derivation of Candidates for Merge Mode

When a PU 1s predicted using merge mode, an index
pointing to an entry in the merge candidates list 1s parsed
from the bitstream and used to retrieve the motion informa-
tion. The construction of this list 1s specified in the HEVC
standard and can be summarized according to the following
sequence ol steps:

Step 1: Inmitial candidates derivation

Step 1.1: Spatial candidates derivation

Step 1.2: Redundancy check for spatial candidates

Step 1.3: Temporal candidates derivation

Step 2: Additional candidates insertion

Step 2.1: Creation of bi-predictive candidates

Step 2.2: Insertion of zero motion candidates

These steps are also schematically depicted 1n FIG. 1. For
spatial merge candidate derivation, a maximum of four
merge candidates are selected among candidates that are
located 1n five different positions. For temporal merge
candidate derivation, a maximum of one merge candidate 1s
selected among two candidates. Since constant number of
candidates for each PU 1s assumed at decoder, additional
candidates are generated when the number of candidates
obtained from step 1 does not reach the maximum number
of merge candidate (MaxNumMergeCand) which 1s sig-
nalled 1n slice header. Since the number of candidates 1s
constant, index of best merge candidate 1s encoded using
truncated unary binarization (TU). If the size of CU 1s equal
to 8, all the PUs of the current CU share a single merge
candidate list, which 1s 1dentical to the merge candidate list
of the 2Nx2N prediction unat.
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In the following, the operations associated with the afore-
mentioned steps are detailed.

2.1.2.2 Spatial Candidates Derivation

In the derivation of spatial merge candidates, a maximum
of four merge candidates are selected among candidates
located 1n the positions depicted in FIG. 2. The order of
derivationis A, B,, B,, A, and B,,. Position B, 1s considered
only when any PU of position A, B,, B, A, 1s not available
(e.g. because 1t belongs to another slice or tile) or 1s intra
coded. After candidate at position A, 1s added, the addition
of the remaining candidates 1s subject to a redundancy check
which ensures that candidates with same motion information
are excluded from the list so that coding efliciency 1is
improved. To reduce computational complexity, not all
possible candidate pairs are considered in the mentioned
redundancy check. Instead only the pairs linked with an
arrow 1n FI1G. 3 are considered and a candidate 1s only added
to the list 1f the corresponding candidate used for redun-
dancy check has not the same motion information. Another
source ol duplicate motion information 1s the “second PU”

associated with partitions different from 2ZNx2N. As an
example, FIG. 4 depicts the second PU for the case of Nx2N
and 2NxN, respectively. When the current PU 1s partitioned
as Nx2N, candidate at position A, 1s not considered for list
construction. In fact, by adding this candidate will lead to
two prediction units having the same motion information,
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of the scaling process 1s described in the HEVC specifica-
tion. For a B-slice, two motion vectors, one 1s for reference
picture list O and the other 1s for reference picture list 1, are
obtained and combined to make the bi-predictive merge
candidate.

2.1.2.4 Co-Located Picture and Co-Located PU

When TMVP 1s enabled (e.g., slice_temporal_mvp_en-

abled_{flag 1s equal to 1), the vaniable ColPic representing the
col-located picture 1s derived as follows:

If current slice 1s B slice and the signalled
collocated_from_10_flag 1s equal to 0, ColPic 1s set
equal to RetPicListl[collocated_ref 1dx].

Otherwise (slice_type 1s equal to B and
collocated_from_10_flag 1s equal to 1, or slice_type 1s
equal to P), ColPic 1s set equal to RefPicListO[collo-
cated_ref 1dx].

Here collocated_retf_1dx and collocated_from_10_flag are

two syntax elements which may be signalled 1n slice header.

In the co-located PU (Y) belonging to the reference frame,

the position for the temporal candidate 1s selected between
candidates C, and C,, as depicted 1n FIG. 6. If PU at position
C, 1s not available, 1s intra coded, or 1s outside of the current
coding tree umit (CTU aka. LCU, largest coding unit) row,
position C, 1s used. Otherwise, position C, 1s used in the
derivation of the temporal merge candidate.

Related syntax elements are described as follows:

7.3.6.1 General Slice Segment Header Syntax

Descriptor

slice_segment_header( ) {

first_slice_segment_in_pic_fag

u(l)

if( slice_type = =P || slice_type==B ) {

num_ref idx_active_override_flag

u(l)

if( num_ref idx_active_override_flag ) {

num ref idx 10 active minusl

ue(v)

if( slice_type == B )

num ref idx 11 active minusl

h

ue(v)

if( slice_temporal_mvp_enabled_flag ) {
1f( slice_type == B )

collocated_from_l10_flag

u(l)

if( ( collocated_from_10 flag && num_ref idx_10_active_minusl > 0 ) |
( !collocated_from 10 flag && num_ref i1dx_|1_active_minusl > 0 ) )

collocated ref idx

h

ue(v)

byte_alignment( )

h

which 1s redundant to just have one PU 1n a coding unait.
Similarly, position B, 1s not considered when the current PU
1s partitioned as 2NxN.

2.1.2.3 Temporal Candidates Derivation

In this step, only one candidate 1s added to the list.
Particularly, 1n the dernivation of this temporal merge candi-
date, a scaled motion vector 1s derived based on co-located
PU 1n a co-located picture. The scaled motion vector for
temporal merge candidate 1s obtained as illustrated by the
dotted line 1n FIG. 5, which 1s scaled from the motion vector
of the co-located PU using the POC distances, tb and td,
where tb 1s defined to be the POC difference between the
reference picture of the current picture and the current
picture and td 1s defined to be the POC difference between

the reference picture of the co-located picture and the
co-located picture. The reference picture index of temporal
merge candidate 1s set equal to zero. A practical realization
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2.1.2.5 Derivation of MVs for the TMVP Candidate

More specifically, the following steps are performed 1in
order to dertve the TMVP candidate:

(1) set reference picture list X=0, target reference picture
to be the reference picture with mdex equal to 0 (e.g.,

curr_rel) 1 list X. Invoke the derivation process for collo-
cated motion vectors to get the MV for list X pointing to
curr_ref.

(2) if current slice 1s B slice, set reference picture list X=1,
target reference picture to be the reference picture with index

equal to O (e.g., curr_refl) 1 list X. Invoke the derivation
process for collocated motion vectors to get the MV {for list
X pointing to Curr_ref.

The derivation process for collocated motion vectors 1s
described 1n the next sub-section.
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2.1.2.5.1 Derivation Process for Collocated Motion Vec-
tors

For the co-located block, 1t may be intra or mnter coded
with uni-prediction or bi-prediction. If 1t 1s intra coded,
TMVP candidate 1s set to be unavailable.

I 1t 1s uni-prediction from list A, the motion vector of list
A 1s scaled to the target reference picture list X.

If 1t 1s bi-prediction and the target reference picture list 1s
X, the motion vector of list A 1s scaled to the target reference
picture list X, and A 1s determined according to the follow-
ing rules:

If none of reference pictures has a greater POC values
compared to current picture, A 1s set equal to X.
Otherwise, A 1s set equal to collocated_from_10_flag.

Some related descriptions are included as follows:
8.5.3.2.9 Dernivation Process for Collocated Motion Vectors
Inputs to this process are:

a variable currPb speciiying the current prediction block,

a variable colPb specifying the collocated prediction
block 1nside the collocated picture specified by ColPic,

a luma location (xColPb, yColPb) specitying the top-left
sample of the collocated luma prediction block speci-
fied by colPb relative to the top-left luma sample of the
collocated picture specified by ColPic,

a reference index refldxLLX, with X being O or 1.

Outputs of this process are:

the motion vector prediction mvLXCol,

the availability flag availableFlagl.XCol.

The variable currPic specifies the current picture.

The arrays predFlaglOCol[x][y], mvLOCol[x][y], and
refldxLOCol[x][v] are set equal to PredFlagl.O[x][v], MvLO
[x][v], and RefldxLL.O[x][y], respectively, of the collocated
picture specified by ColPic, and the arrays predFlagl.1Col
[X][v], mvL1Col[x][y], and refldxL1Col[x][y] are set equal
to PredFlagl.1[x][y], MvL1[x][y], and RefldxL1[x][v],
respectively, of the collocated picture specified by ColPic.
The wvariables mvLXCol and availableFlagl.XCol are
derived as follows:

If colPb 1s coded 1 an intra prediction mode, both
components of mvLLXCol are set equal to 0 and avail-
ableFlagl . XCol 1s set equal to O.

Otherwise, the motion vector mvCol, the reference 1index
refldxCol, and the reterence list 1dentifier listCol are
derived as follows:

If predFlagl.OCol[xColPb][yColPb] 1s equal to O,
mvCol, refldxCol, and listCol are set equal to
mvL1Col[xColPb][yColPb], refldxLL1Col[xColPb]
[yColPb], and L1, respectively.

Otherwise, 1 predFlagl.OCol[xColPb][yColPb] 1s
equal to 1 and predFlagl.1Col[xColPb][yColPb] 1s
equal to 0, mvCol, refldxCol, and listCol are set
equal to mvLOCol[xColPb][yColPb], refldxLOCol
[xColPb][yColPb], and L0, respectively.

Otherwise (predFlagl.0Col[xColPb][yColPb] 1s equal
to 1 and predFlagl.1Col[xColPb][yColPb] 1s equal to
1), the following assignments are made:

If NoBackwardPredFlag 1s equal to 1, mvCol,
retldxCol, and listCol are set equal to mvLXCol
[xColPb][yColPb], refldxLXCol|xColPb]
[yColPb], and LX, respectively.

Otherwise, mvCol, refldxCol, and listCol are set
equal to mvLNCol[xColPb][yColPb], retldxLN-
Col[xColPb][yColPb], and LN, respectively, with

N being the value of collocated_from_l10_{flag.
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and mvL.XCol and availableFlagl.XCol are derived as
follows:

If LongTermRetPic(currPic, currPb, refldxLX, LX) 1s
not equal to LonglermRetPic(ColPic, colPb,
refldxCol, listCol), both components of mvLXCol
are set equal to 0 and availableFlagl. XCol 1s set
equal to O.

Otherwise, the vanable availableFlagl. XCol 1s set
equal to 1, refPicListCol[retldxCol] 1s set to be the
picture with reference index refldxCol 1n the refer-
ence picture list listCol of the slice containing pre-
diction block colPb in the collocated picture speci-

fied by ColPic, and the following applies:

colPocDifl=DiffP1cOrderCnt(ColPic,refPicListCol
[refldxCol])

(2-1)

currPocDifi=DifIP1cOrderCnt{currPic,RefPicListX
[refldx.X])

If RetPicListX[refldxLX] 1s a long-term reference
picture, or colPocDifl 1s equal to currPocDifl,
mvLXCol 1s derived as follows:

mvLXCol=mvCol

(2-2)

(2-3)

Otherwise, mvL.XCol 1s derived as a scaled version
of the motion vector mvCol as follows:

x=(16384+(Abs(zd)>>1))/td (2-4)
distScaleFactor=Clip3(-4096,4095,(tb *tx+32)>>6) (2-3)
mvLXCol=Clip3(-32768,32767,S1gn

(distScaleFactor*mvCol)* ((Abs

(distScaleFactor*mvCol)+127)>>8)) (2-6)
where tdand thare derived as follows:
td=Clip3(-128,127,colPocDifl) (2-7)
tb=Clip3(-128,127,currPocDiil) (2-8)

Definition of NoBackwardPredFlag 1s:
The varniable NoBackwardPredFlag 1s derived as follows:

If DiffPicOrderCnt(aPic, CurrPic) 1s less than or equal to

0 for each picture aPic in RefPicListO or RetPicList]l of
the current slice, NoBackwardPredFlag 1s set equal to
1.

Otherwise, NoBackwardPredFlag 1s set equal to O.

2.1.2.6 Additional Candidates Insertion

Besides spatial and temporal merge candidates, there are
two additional types of merge candidates: combined bi-
predictive merge candidate and zero merge candidate. Com-
bined bi-predictive merge candidates are generated by uti-
lizing spatial and temporal merge candidates. Combined
bi-predictive merge candidate 1s used for B-Slice only. The
combined bi-predictive candidates are generated by com-
bining the first reference picture list motion parameters of an
initial candidate with the second reference picture list
motion parameters of another. If these two tuples provide
different motion hypotheses, they will form a new bi-
predictive candidate. As an example, FIG. 7 depicts the case
when two candidates in the original list (on the left), which
have mvL.0O and refIdxI.O or mvL.1 and refldxI.1, are used to
create a combined bi-predictive merge candidate added to
the final list (on the right). There are numerous rules
regarding the combinations which are considered to generate
these additional merge candidates.

Zero motion candidates are mnserted to fill the remaining
entries 1n the merge candidates list and therefore hit the
MaxNumMergeCand capacity. These candidates have zero
spatial displacement and a reference picture index which
starts from zero and increases every time a new zero motion
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candidate 1s added to the list. Finally, no redundancy check
1s performed on these candidates.

2.1.3 AMVP

AMVP exploits spatial-temporal correlation of motion
vector with neighbouring PUs, which 1s used for explicit
transmission of motion parameters. For each reference pic-
ture list, a motion vector candidate list 1s constructed by
firstly checking availability of left, above temporally neigh-
bouring PU positions, removing redundant candidates and
adding zero vector to make the candidate list to be constant
length. Then, the encoder can select the best predictor from
the candidate list and transmit the corresponding index
indicating the chosen candidate. Similarly with merge index
signaling, the index of the best motion vector candidate 1s
encoded using truncated unary. The maximum value to be
encoded 1n this case 1s 2 (see FIG. 8). In the following
sections, details about derivation process of motion vector
prediction candidate are provided.

2.1.3.1 Derivation of AMVP Candidates

FIG. 8 summarizes derivation process for motion vector
prediction candidate.

In motion vector prediction, two types ol motion vector
candidates are considered: spatial motion vector candidate
and temporal motion vector candidate. For spatial motion
vector candidate derivation, two motion vector candidates
are eventually derived based on motion vectors of each PU
located 1n five diflerent positions as depicted i FIG. 2.

For temporal motion vector candidate derivation, one
motion vector candidate 1s selected from two candidates,
which are derived based on two different co-located posi-
tions. After the first list of spatio-temporal candidates 1s
made, duplicated motion vector candidates 1n the list are
removed. If the number of potential candidates 1s larger than
two, motion vector candidates whose reference picture index
within the associated reference picture list 1s larger than 1
are removed from the list. If the number of spatio-temporal
motion vector candidates 1s smaller than two, additional zero
motion vector candidates 1s added to the list.

2.1.3.2 Spatial Motion Vector Candidates

In the denivation of spatial motion vector candidates, a
maximum of two candidates are considered among five
potential candidates, which are derived from PUs located in
positions as depicted in FIG. 2, those positions being the
same as those of motion merge. The order of derivation for
the left side of the current PU 1s defined as A, A, and scaled
Ag.scaled A, . The order of derivation for the above side of
the current PU 1s defined as B, B,, B,, scaled B, scaled B,
scaled B,. For each side there are therefore four cases that
can be used as motion vector candidate, with two cases not
required to use spatial scaling, and two cases where spatial
scaling 1s used. The four diflerent cases are summarized as
follows.

No spatial scaling

(1) Same reference picture list, and same reference
picture index (same POC)

(2) Datlerent reference picture list, but same reference
picture (same POC)

Spatial scaling

(3) Same reference picture list, but different reference
picture (different POC)

(4) Different reference picture list, and diflerent refer-
ence picture (different POC)

The no-spatial-scaling cases are checked first followed by
the spatial scaling. Spatial scaling 1s considered when the
POC 1s different between the reference picture of the neigh-
bouring PU and that of the current PU regardless of refer-
ence picture list. If all PUs of left candidates are not
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available or are intra coded, scaling for the above motion
vector 1s allowed to help parallel derivation of left and above
MYV candidates. Otherwise, spatial scaling 1s not allowed for
the above motion vector.

In a spatial scaling process, the motion vector of the
neighbouring PU 1s scaled in a similar manner as for
temporal scaling, as depicted as FIG. 9. The main difference
1s that the reference picture list and index of current PU 1s
given as mput; the actual scaling process 1s the same as that
of temporal scaling.

2.1.3.3 Temporal Motion Vector Candidates

Apart for the reference picture index derivation, all pro-
cesses for the derivation of temporal merge candidates are
the same as for the derivation of spatial motion vector
candidates (see FIG. 6). The reference picture index 1is
signalled to the decoder.

2.2 Inter Prediction Methods 1n VVC

There are several new coding tools for inter prediction
improvement, such as Adaptive Motion Vector diflerence
Resolution (AMVR) for signaling MVD, Merge with
Motion Vector Differences (MMVD), Triangular prediction
mode (TPM), Combined intra-inter prediction (CIIP),
Advanced TMVP (ATMVP, aka SbTMVP), afline prediction
mode, Generalized Bi-Prediction (GBI), Decoder-side
Motion Vector Refinement (DMVR) and Bi-directional
Optical tlow (BIO, a.k.a BDOF).

There are three diflerent merge list construction processes
supported 1n VVC:

(1) Sub-block merge candidate list: 1t includes ATMVP
and athne merge candidates. One merge list construction
process 1s shared for both atline modes and ATMVP mode.
Here, the ATMVP and afline merge candidates may be added
in order. Sub-block merge list si1ze 1s signaled 1n slice header,
and maximum value 1s 3.

(2) Regular merge list: For inter-coded blocks, one merge
list construction process 1s shared. Here, the spatial/temporal
merge candidates, HMVP, pairwise merge candidates and
zero motion candidates may be inserted in order. Regular
merge list size 1s signaled in slice header, and maximum
value 1s 6. MMVD, TPM, CLIP rely on the regular merge
list.

(3) IBC merge list: 1t 1s done in a similar way as the
regular merge list.

Similarly, there are three AMVP lists supported 1n VVC:

(1) Atline AMVP candidate list

(2) Regular AMVP candidate list

(3) IBC AMVP candidate list: the same construction
process as the IBC merge list.

2.2.1 Coding Block Structure in VVC

In VVC, a Quad-Tree/Binary Tree/Ternary-Tree (QT/BT/
TT) structure 1s adopted to divide a picture into square or
rectangle blocks.

Besides QT/BT/TT, separate tree (a.k.a. Dual coding tree)
1s also adopted 1n VVC for I-frames. With separate tree, the
coding block structure are signaled separately for the luma
and chroma components.

In addition, the CU 1s set equal to PU and TU, except for
blocks coded with a couple of specific coding methods (such
as 1ntra sub-partition prediction wherein PU 1s equal to TU,

but smaller than CU, and sub-block transtorm for inter-
coded blocks wherein PU 1s equal to CU, but TU 1s smaller

than PU).

2.2.2 Afline Prediction Mode

In HEVC, only translation motion model 1s applied for
motion compensation prediction (MCP). While 1n the real
world, there are many kinds of motion, e.g. zoom 1n/out,
rotation, perspective motions and the other 1rregular
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motions. In VVC, a simplified afline transform motion
compensation prediction 1s applied with 4-parameter afline
model and 6-parameter athine model. As shown FIG. 10 the
alline motion field of the block 1s described by two control
point motion vectors (CPMVs) for the 4-parameter afline
model and 3 CPMVs for the 6-parameter afline model.

The motion vector field (MVF) of a block 1s described by
the following equations with the 4-parameter afline model
(wherein the 4-parameter are defined as the variables a, b, e
and 1) 1n equation (1) and 6-parameter atline model (wherein
the 4-parameter are defined as the variables a, b, ¢, d, e and
1) 1n equation (2) respectively:

( mv't — mv'. mvy —mvg, (1)
mvh(x,y)=ﬂ.x—by+€=( 1 D)x—( 1 D)y+mv‘g
% 1%
.4
(mvy —mvg) (v —mv)
mv'(x,y)=bx+ay+ f = Vv + mvy
k % W
( mv' — my/! mvii — mv/! (2)
mvh(x,y):a.x+cy+€:( 1 I:')J.:+( zh D)y+mvf§
4 W
y (mv] —mvy) (mvsy —mvy) y
mv (x,v)=bx+dv+ f = X+ p y + myy
\ W

where (mv”,, mv”,) is motion vector of the top-left corner
control point, and (mv”,, mv”,) is motion vector of the
top-right corner control point and (mv”,, mv”,) is motion
vector of the bottom-leit corner control point, all of the three
motion vectors are called control point motion vectors
(CPMYV), (X, v) represents the coordinate of a representative
point relative to the top-left sample within current block and
(mv”(x,y), mv"(x,y)) is the motion vector derived for a
sample located at (x, y). The CP motion vectors may be
signaled (like 1n the atline AMVP mode) or derived on-the-
fly (like 1n the afline merge mode). w and h are the width and
height of the current block. In practice, the division 1s
implemented by right-shift with a rounding operation. In
VM, the representative point 1s defined to be the center
position ol a sub-block, e.g., when the coordinate of the
left-top corner of a sub-block relative to the top-leit sample
within current block 1s (xs, ys), the coordinate of the
representative point 1s defined to be (xs+2, ys+2). For each
sub-block (e.g., 4x4 m VTM), the representative point 1s
utilized to derive the motion vector for the whole sub-block.

In order to further simplify the motion compensation
prediction, sub-block based afline transform prediction 1s
applied. To dertve motion vector of each MxN (both M and
N are set to 4 1n current VVC) sub-block, the motion vector
of the center sample of each sub-block, as shown i FIG. 11,
1s calculated according to Equation (1) and (2), and rounded
to Yis fraction accuracy. Then the motion compensation
interpolation filters for Vis-pel are applied to generate the
prediction of each sub-block with derived motion vector.
The interpolation filters for is-pel are introduced by the
alline mode.

After MCP, the high accuracy motion vector of each
sub-block 1s rounded and saved as the same accuracy as the
normal motion vector.

2.2.3 MERGE for Whole Block

2.2.3.1 Merge List Construction of Translational Regular

Merge Mode

2.2.3.1.1 History-Based Motion Vector Prediction
(HMVP)

Diflerent from the merge list design, 1n VVC, the history-

based motion vector prediction (HMVP) method 1s
employed.
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In HMVP, the previously coded motion information 1s
stored. The motion mnformation of a previously coded block
1s defined as an HMVP candidate. Multiple HMVP candi-
dates are stored in a table, named as the HMVP table, and
this table 1s maintained during the encoding/decoding pro-
cess on-the-fly. The HMVP table 1s emptied when starting
coding/decoding a new tile/LCU row/a slice. Whenever
there 1s an inter-coded block and non-sub-block, non-TPM
mode, the associated motion information 1s added to the last
entry of the table as a new HMVP candidate. The overall
coding flow 1s depicted 1n FIG. 12.

2.2.3.1.2 Regular Merge List Construction Process

The construction of the regular merge list (for transla-
tional motion) can be summarized according to the follow-
Ing sequence of steps:

Step 1: Derivation of spatial candidates

Step 2: Insertion of HMVP candidates

Step 3: Insertion of pairwise average candidates

Step 4: default motion candidates

HMVP candidates can be used 1n both AMVP and merge
candidate list construction processes. FIG. 13 depicts the
modified merge candidate list construction process. When
the merge candidate list 1s not full after the TMVP candidate
insertion, HMVP candidates stored in the HMVP table can
be utilized to fill in the merge candidate list. Considering that
one block usually has a higher correlation with the nearest
neighbouring block in terms of motion information, the
HMVP candidates in the table are inserted 1n a descending
order of indices. The last entry 1n the table 1s firstly added to
the list, while the first entry 1s added 1n the end. Similarly,
redundancy removal 1s applied on the HMVP candidates.
Once the total number of available merge candidates reaches
the maximal number of merge candidates allowed to be

signaled, the merge candidate list construction process 1s
terminated.

It 1s noted that all the spatial/temporal HMVP candidate
shall be coded with non-IBC mode. Otherwise, 1t 1s not
allowed to be added to the regular merge candidate list.

HMVP table contains up to 5 regular motion candidates
and each of them 1s unique.

2.2.3.1.2.1 Pruning Processes

A candidate 1s only added to the list 11 the corresponding
candidate used for redundancy check has not the same
motion information. Such comparison process 1s called
pruning process.

The pruning process among the spatial candidates 1s
dependent on the usage of TPM {for current block.

When current block 1s coded without TPM mode (e.g.,
regular merge, MMVD, CIIP), the HEVC pruning process
(e.g., five pruning) for the spatial merge candidates 1s
utilized.

2.2.4 Tnangular Prediction Mode (TPM)

In VVC, a tniangle partition mode 1s supported for inter
prediction. The triangle partition mode 1s only applied to
CUs that are 8x8 or larger and are coded 1n merge mode but
not in MMVD or CIIP mode. For a CU satistying these
conditions, a CU-level flag 1s signalled to indicate whether
the triangle partition mode 1s applied or not.

When this mode 1s used, a CU 1s split evenly into two
triangle-shaped partitions, using either the diagonal split or
the anti-diagonal split, as depicted in FIG. 14. Each triangle
partition i1n the CU 1s mter-predicted using its own motion;
only uni-prediction 1s allowed for each partition, that 1s, each
partition has one motion vector and one reference index. The
uni-prediction motion constraint 1s applied to ensure that
same as the conventional bi-prediction, only two motion
compensated prediction are needed for each CU.




US 12,075,031 B2

15

If the CU-level flag indicates that the current CU 1s coded
using the triangle partition mode, a flag indicating the
direction of the triangle partition (diagonal or anti-diagonal),
and two merge indices (one for each partition) are further
signalled. After predicting each of the triangle partitions, the
sample values along the diagonal or anti-diagonal edge are

adjusted using a blending processing with adaptive weights.
This 1s the prediction signal for the whole CU and transiorm
and quantization process will be applied to the whole CU as
in other prediction modes. Finally, the motion field of a CU
predicted using the triangle partition mode 1s stored in 4x4
units.

The regular merge candidate list 1s re-used for triangle
partition merge prediction with no extra motion vector
pruning. For each merge candidate in the regular merge
candidate list, one and only one of 1ts LO or L1 motion vector
1s used for triangle prediction. In addition, the order of
selecting the LO vs. L1 motion vector 1s based on 1ts merge
index parity. With this scheme, the regular merge list can be
directly used.

2.2.4.1 Merge List Construction Process for TPM

In some embodiments, the regular merge list construction
process can include the following modifications:

(1) How to do the pruning process 1s dependent on the
usage of TPM for current block

If the current block 1s not coded with TPM, the HEVC 5

pruning applied to spatial merge candidates 1s invoked

Otherwise (if the current block 1s coded with TPM), full

pruning 1s applied when adding a new spatial merge
candidates. That 1s, Bl 1s compared to Al; BO 1is
compared to Al and B1; A0 1s compared to Al, B1, and
BO; B2 1s compared to Al, B1, A0, and BO.

(2) The condition on whether to check of motion infor-
mation from B2 1s dependent on the usage of TPM ifor
current block

If the current block 1s not coded with TPM, B2 1s accessed
and checked only when there are less than 4 spatial
merge candidates before checking B2.

Otherwise (1f the current block 1s coded with TPM), B2 1s
always accessed and checked regardless how many
available spatial merge candidates betfore adding B2.

2.2.4.2 Adaptive Weighting Process

After predicting each triangular prediction unit, an adap-
tive weighting process 1s applied to the diagonal edge
between the two triangular prediction units to denive the
final prediction for the whole CU. Two weighting factor
groups are defined as follows:
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1% weighting factor group: {74, 9%, 4%, %, ¥4} and {74, ¥4,
%} are used for the luminance and the chrominance
samples, respectively;

2"? weighting factor group: {74, 98, 54, 44, 34, 2%, &} and
164, 4%, s} are used for the luminance and the chrominance
samples, respectively.

Weighting factor group 1s selected based on the compari-
son of the motion vectors of two trnangular prediction units.
The 2”? weighting factor group is used when any one of the
following condition 1s true:

the reference pictures of the two triangular prediction

units are different from each other

absolute value of the difference of two motion vectors’

horizontal values 1s larger than 16 pixels.

absolute value of the difference of two motion vectors’

vertical values 1s larger than 16 pixels.

Otherwise, the 1*° weighting factor group is used. An
example 1s shown 1n FIG. 15.

2.2.4.3 Motion Vector Storage
The motion vectors (Mv1l and Mv2 1n FIG. 16) of the

triangular prediction units are stored 1n 4x4 grids. For each
4x4 grid, either uni-prediction or bi-prediction motion vec-
tor 1s stored depending on the position of the 4x4 grid 1n the
CU. As shown in FIG. 16, umi-prediction motion vector,
either Mv1l or Mv2, 1s stored for the 4x4 grid located in the
non-weighted area (that 1s, not located at the diagonal edge).
On the other hand, a bi-prediction motion vector 1s stored for
the 4x4 grid located 1n the weighted area. The bi-prediction
motion vector 1s dernived from Mv1l and Mv2 according to
the following rules:

(1) In the case that Mvl and Mv2 have motion vector
from different directions (LO or L1), Mvl and Mv2 are
simply combined to form the bi-prediction motion vector.

(2) In the case that both Mv1l and Mv2 are from the same
L.O (or L1) direction,

I1 the reference picture of Mv2 1s the same as a picture 1n
the L1 (or LO) reference picture list, Mv2 1s scaled to
the picture. Mv1 and the scaled Mv2 are combined to
form the bi-prediction motion vector.

I1 the reference picture of Mv1 1s the same as a picture 1n
the L1 (or LO) reference picture list, Mvl 1s scaled to
the picture. The scaled Mv1 and Mv2 are combined to
form the bi-prediction motion vector.

Otherwise, only Mv1 1s stored for the weighted area.

2.2.4.4 Syntax Tables, Semantics and Decoding Process
for Merge Mode

The added changes are highlighted in underlined bold
faced 1talics. The deletions are marked with [[ ]].
7.3.5.1 General Slice Header Syntax

Descriptor
slice_header( ) {

slice_pic_parameter_set_id ue(v)
if( rect_slice_flag || NumBricksInPic > 1 )

slice_address u(v)
if( 'rect_slice_flag && !single brick per slice_flag )

num_bricks_in_slice_minusl ue(v)
slice_type ue(v)

if ( slice_type!=1) {
1f( sps_temporal_mvp_enabled_flag )

slice_temporal_mvp_enabled_flag

u(l)

if( slice_type==B)

mvd_l1_zero_flag

u(l)

if( cabac_init_present flag )

cabac_init_flag

u(l)

if( slice_temporal_mvp_enabled_flag ) {
if( slice_type == B )

collocated_from_l0_flag

u(l)
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-continued
Descriptor
h
if( ( weighted_pred_flag && slice type==P ) |
( weighted_bipred_flag && slice_type ==B ) )
pred_weight_table( )
six_minus_max_num_merge_cand ue(v)
if( sps_affine_enabled flag )
five_minus_max_num_subblock_merge cand uefv)
if( sps_fpel_mmvd_enabled flag )
slice_fpel_mmvd_enabled flag u(l)
if( sps_triangle enabled flag & & MaxNumMergeCand >= 2 )
max_num_merge_cand_minus _max_num_triangle cand nev)
} else if ( sps_ibc_enabled flag )
six_minus_max_num_merge_cand ue(v)
slice_qp_delta se(v)
if( pps_slice_chroma_qp_offsets_present_flag ) {
slice_cb_qp_oflset se(v)
slice_cr_qp_offset se(v)
h
byte_alignment( )

7.3.7.5 Coding Unit Syntax

coding_unit( x0, yO, cbWidth, cbHeight, treeType ) {
if( slice_type !=1 | sps_ibc_enabled_flag ) {

if( treeType '= DUAL_TREE_CHROMA &&

I cbWidth = = 4 && cbHeight = = 4 && !sps_ibc_enabled_flag ) )

cu_skip_flag| xO || vO |

1f( cu_skip_flag] x0 ][ yO | = =0 && slice_type =1
&& { cbWidth = = 4 && cbHeight = =4 ) )
pred_mode_flag

if( ( ( slice_type ==1 && cu_skip_flag] X0 ][ yO ] ==0) |
( slice_type !=1 && ( CuPredMode[ X0 ][ vO ] = MODE _INTRA |
( cbWidth = = 4 && cbHeight = =4 && cu_skip flag| xO [[yO |==0))) ) &&
sps_ibc_enabled_flag && ( cbWidth != 128 || cbHeight != 128 ) )
pred_mode_ibc_flag

h

if( CuPredMode[ x0 ][ yO ] = = MODE_INTRA ) {

h

} else if{ treeType = DUAL_TREE_CHROMA ) { /* MODE_INTER or MODE_IBC */
1f( cu_skip_flag] xO [ yO ] ==0)
general_merge flag| xO || yO |
if( general_merge_flag[ x0 ][ vO 1) {
merge_data( x0, yO, cbWidth, cbHeight )
} else if ( CuPredMode| x0 ][ y0 ] == MODE_IBC ) {
mvd_coding( x0, y0, 0, 0 )
mvp_10_flag| x0 ][ y0 |
if( sps_amvy_enabled flag &&
(MvdLO[ x0 ][ y0]!=0 | | MvdLO[ x0][y0][1]!=0)) 4
amvy_precision_flag| x0 || y0 |
h
I else {
1f( slice_type == B )
inter_pred_idc| xO || yvO ]
if( sps_affine_enabled_flag && cbWidth >= 16 && cbHeight >= 16 ) {
inter_afline_flag| xO || vO ]
1f( sps_afline_type flag && inter_affine flag[ xO ][ vO ] )
cu_alline_type_flag| xO || vO ]
h
1f( sps_smvd_enabled_flag && inter_pred_idc[ x0 ][ yvO | = = PRED_BI &&
linter_afline_flag| xO ][ vO | && RefldxSymLO > -1 && RefldxSymL1 > -1 )
sym_mvd_flag| xO || vO ]

Descriptor

ae(v)

ae(v)

ae(v)

ae(v)

ae(v)
ae(v)

ae(v)

ae(v)

18
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7.3.7.7 Merge Data Syntax

merge_data( X0, y0, cbWidth, cbHeight ) {
if ( CuPredMode[ x0]1[y0] == MODE_IBC) {
if(t MaxNumMergeCand > 1)
merge_idx| x0 || y0 |
I else {
1f{ sps_mmvd_enabled_flag | | cbWidth * cbHeight != 32 )
regular_merge_flag| x0 || vO ]
if ( regular_merge flag] X0 ][ yO ] ==1 }{
1f{ MaxNumMergeCand > 1 )
merge_idx| xO || vO |
I else {
1f( sps_mmvd_enabled_flag && cbWidth * cbHeight !'= 32 )
mmvd_merge_flag| xO |[ vO |
if{ mmvd_merge_flag[ x0 [[y0 ]==1){
1f{ MaxNumMergeCand > 1 )
mmvd_cand_flag| xO || vO |
mmyvd_distance_idx| X0 || vO |
mmyvd_direction_idx| X0 ][ yvO |

I else {

20

Descriptor

ae(v)
ae(v)
ae(v)

ae(v)
ae(v)
ae(v)

1f{ MaxNumSubblockMergeCand > 0 && cbWidth >= 8 && cbHeight >= 8 )

merge_subblock flag| x0 ][ vO |
if( merge_subblock flag[ x0 ][y0 ]==1 ) {
if{ MaxNumSubblockMergeCand > 1 )
merge_subblock idx| x0 || yvO ]

I else {

11 sps_clp_enabled_flag && cu_skip_flag] xO0 |[ yO ] == 0 &&

ae(v)

ae(v)

( cbWidth * cbHeight) >= 64 && cbWidth < 128 && cbHeight < 128 ) {

ciip_flag| x0 || vO ]
1f( cup_flag] x0 ][ vO | && MaxNumMergeCand > 1 )
merge_idx| x0 || yO |

h

if( MergeTriangleFlag[ x0 ][ vO ]) {
merge_triangle_split_dir| x0 |[ vO ]
merge_triangle idx0| xO || yO ]
merge_triangle idx1| xO || yO ]

7.4.6.1 General Slice Header Semantics
s1X_minus_max_num_merge cand specifies the maximum
number of merging motion vector prediction (MW) candi-
dates supported in the slice subtracted from 6. The maxi-
mum number of merging MW candidates, MaxNumMerge-
Cand 1s derived as follows:

MaxNumMergeCand=6-s1X_minus_max_sum_

merge_cand (7-37)

The value of MaxNumMergeCand shall be in the range of 1
to 6, wnclusive. five_minus_max_num_subblock_merge
cand specifies the maximum number of subblock-based
merging motion vector prediction (MW) candidates sup-
ported 1n the slice subtracted from 5. When five_minus_
max_num_subblock_merge cand 1s not present, it 1s
inferred to be equal to 5-sps_sbtmvp_enabled_flag. The
maximum number of subblock-based merging MW candi-
dates, MaxNumSubblockMergeCand 1s derived as follows:

MaxNumSubblockMergeCand=5
max_rnum_subblock merge cand

The value of MaxNumSubblockMergeCand shall be 1n the
range of 0 to 5, inclusive.

7.4.8.5 Coding Unit Semantics pred_mode_flag equal to O
specifies that the current coding unmit 1s coded 1n inter
prediction mode. pred_mode_tlag equal to 1 specifies that
the current coding umit i1s coded 1n intra prediction mode.
When pred_mode flag 1s not present, 1t 1s mferred as fol-
lows:

five minus
(7-38)
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ae(v)

ae(v)

ae(v)
ae(v)
ae(v)

If cbWidth 1s equal to 4 and cbHeight 1s equal to 4,
pred_mode flag 1s inferred to be equal to 1.

Otherwise, pred_mode_flag 1s mnferred to be equal to 1
when decoding an I slice, and equal to O when decoding

a P or B slice, respectively.
The varniable CuPredMode[x][y] 1s derived as follows for

x=x0 . . . XxO+cbWidth-1 and y=y0 . . . yO+cbHeight-1:
If pred_mode_flag 1s equal to 0, CuPredMode[x][y] 15 set

equal to MODE_INTER.

Otherwise (pred_mode_{flag 1s equal to 1), CuPredMode

x][v] 1s set equal to MODE_INTRA. pred_mode_ibc_

flag equal to 1 specifies that the current coding unait 1s
coded i IBC prediction mode. pred_mode_ibc_flag
equal to 0 specifies that the current coding unit i1s not
coded i IBC prediction mode.

When pred_mode_1ibc_flag 1s not present, it 1s inferred as

follows:

If cu_skip_tlag|x0][y0] 1s equal to 1, and cbWidth 1s equal
to 4, and cbHeight 1s equal to 4, pred_mode_1bc_{flag is
inferred to be equal 1.

Otherwise, i both cbWidth and cbHeight are equal to 128,
pred_mode 1bc_{flag i1s inferred to be equal to 0.

Otherwise, pred_mode_ibc_flag 1s inferred to be equal to
the value of sps_ibc_enabled_flag when decoding an I
slice, and 0 when decoding a P or B slice, respectively.

When pred_mode_ibc_flag 1s equal to 1, the wvariable
CuPredMode[x][y] 15 set to be equal to MODE_IBC {for

x=x0 . . . XxO+cbWidth-1 and y=y0 . . . yO+cbHeight-1.
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general_merge flag[x0][y0] specifies whether the inter pre-
diction parameters for the current coding unit are inferred
from a neighbouring inter-predicted partition. The array
indices x0, y0 specily the location (x0, y0) of the top-leit
luma sample of the considered coding block relative to the
top-left luma sample of the picture.

When general_merge flag[x0][y0] 1s not present, 1t 1s
inferred as follows:

If cu_skip_flag[x0][yO] 1s equal to 1, general _merge flag
x0][y0] 1s inferred to be equal to 1.

Otherwise, general_merge flag[x0][y0] 1s nferred to be
equal to 0.

mvp_l0_flag[x0][y0] specifies the motion vector predictor
index of list O where x0, yO specity the location (x0, y0) of
the top-left luma sample of the considered coding block

relative to the top-left luma sample of the picture.

When mvp_10_flag[x0][y0] 1s not present, it 1s inferred to be
equal to 0.

mvp_l1_flag[x0][y0] has the same semantics as
mvp_l0_flag, with 10 and list O replaced by 11 and list 1,
respectively.

inter_pred_1dc[x0][y0] specifies whether listO, listl, or bi-
prediction 1s used for the current coding unit according to
Table 7-10. The array indices x0, yO specity the location (x0,
y0) of the top-left luma sample of the considered coding
block relative to the top-left luma sample of the picture.

TABLE 7-10

Name association to inter prediction mode

Name of inter pred_idc

(cbWidth + (cbWidth + (cbWidth +
cbHeight) >  cbHeight) = = cbHeight) = =
inter_pred_idc 12 12 8
0 PRED LO PRED 1O n.a.
1 PRED L1 PRED 1.1 n.a.
2 PRED_BI n.a. n.a.

When mter_pred_1dc[x0][y0] 1s not present, 1t 1s inferred to
be equal to PRED_L0.

7.4.8."7 Merge Data Semantics

regular_merge_flag|x0][y0] equal to 1 specifies that regular
merge mode 1s used to generate the inter prediction param-
cters of the current coding unit. The array indices x0, yO
specily the location (x0, y0) of the top-left luma sample of
the considered coding block relative to the top-left luma
sample of the picture.

When regular_merge_tlag[x0][y0] 1s not present, 1t 1s
inferred as follows:

If all the following conditions are true, regular_merge_1-
lag[x0][yO] 1s inferred to be equal to 1:

sps_mmvd_enabled_flag 1s equal to O.
general_merge_flag[x0][y0] 1s equal to 1.

cbWidth*cbHeight 1s equal to 32.

Otherwise, regular_merge flag[x0][y0] 1s inferred to be
equal to O.

mmvd_merge flag[x0][y0] equal to 1 specifies that merge
mode with motion vector difference 1s used to generate the
inter prediction parameters of the current coding unit. The
array indices x0, y0 specily the location (x0, y0) of the
top-left luma sample of the considered coding block relative
to the top-left luma sample of the picture.

10

15

20

25

30

35

40

45

50

55

60

65

22

When mmvd_merge flag[x0][y0] 1s not present, it 1is
inferred as follows:

I1 all the following conditions are true, mmvd_merge_flag
[x0][y0] 15 1nferred to be equal to 1:
sps_mmvd_enabled_flag 1s equal to 1.
general_merge flag[x0][y0] 1s equal to 1.
cbWidth*cbHeight 1s equal to 32.
regular_merge flag[x0][y0] 1s equal to 0.

Otherwise, mmvd_merge_tlag[x0][y0] 1s inferred to be
equal to 0.

mmvd_cand_tlag[x0][y0] specifies whether the first (0) or
the second (1) candidate 1n the merging candidate list 1s used
with the motion vector difference derived from mmvd dis-
tance_1dx[x0][y0] and mmvd_direction_1dx[x0][y0]. The
array indices x0, y0 specily the location (x0, y0) of the
top-left luma sample of the considered coding block relative
to the top-left luma sample of the picture.

When mmvd_cand_{flag[x0][y0] 1s not present, it 1s inferred
to be equal to 0.

mmvd_distance_1dx[x0][y0] specifies the index used to
derive MmvdDistance[x0][y0] as specified 1 Table 7-12.
The array 1indices x0, y0 specity the location (x0, y0) of the
top-left luma sample of the considered coding block relative
to the top-left luma sample of the picture.

TABLE 7-12

Specification of MmvdDistance[x0][y0]
based on mmvd_distance 1dx[x0][vO].

MmvdDistance[x0][vO]

mmvd_distance_  slice fpel mmvd_ slice fpel

1dx[x0][yO] enabled_flag = =0 mmvd_enabled_flag = =1
0 1 4
1 2 8
2 4 16
3 8 32
4 16 64
5 32 128
6 64 256
7 128 512

mmvd_direction_1dx[x0][v0] specifies index used to derive
MmvdSign[x0][y0] as specified in Table 7-13. The array

indices x0, y0 specilty the location (x0, y0) of the top-leit
luma sample of the considered coding block relative to the
top-left luma sample of the picture.

TABLE 7-13

Specification of MmvdS1en[x0][y0] based on mmvd_direction_1dxX[x0][yO]

mmvd_direction_1dx[x0][y0] MmvdSign[xO0][yO][0] MmvdSign[xO][yO][1]

0 +1 0
1 -1 0
2 0 +1
3 0 -1

Both components of the merge plus MVD oifset MmvdOf1l-
set[x0][y0] are derived as follows:

MmvdOfiset[x0][v0][0]=(MmvdDistance[x0][y0]<<2)

*MmvdSign[x0][vO][0] (7-124)
MmvdOfiset[x0][yv0][1]|=(MmvdDistance[x0][v0]<<2)
*MmvdSign[xO][vO][1] (7-125)

merge_subblock_flag[x0][y0] specifies whether the sub-
block-based inter prediction parameters for the current cod-
ing unit are inferred from neighbouring blocks. The array
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indices x0, y0 specily the location (x0, y0) of the top-leit
luma sample of the considered coding block relative to the
top-left luma sample of the picture. When merge_subblock_
flag[x0][yO] 1s not present, 1t 1s iferred to be equal to O.
merge_subblockidx[x0][y0] specifies the merging candidate 5
index of the subblock-based merging candidate list where
x0, yvO specily the location (x0, y0) of the top-left luma
sample of the considered coding block relative to the top-left
luma sample of the picture.

When merge_subblock 1dx[x0][y0] 1s not present, 1t 1s 10
inferred to be equal to O.

cup_1tlag|[x0][y0] specifies whether the combined inter-pic-
ture merge and intra-picture prediction 1s applied for the
current coding unit. The array indices x0, y0 specily the
location (x0, y0) of the top-left luma sample of the consid- 15
ered coding block relative to the top-left luma sample of the
picture.

When cup_flag[x0][y0] 1s not present, 1t 1s mnferred to be
equal to 0.

When cup_flag[x0][y0] 1s equal to 1, the variable IntraPred- 20
ModeY[x][y] with x=xCb . . . xCb+cbWidth-1 and
y=yCb . . . yCb+cbHeight-1 1s set to be equal to
INTRA_PLANAR.

The vaniable MergeTriangleFlag|[x0][y0], which specifies
whether triangular shape based motion compensation is used 25
to generate the prediction samples of the current coding unait,
when decoding a B slice. 1s derived as follows:

If all the following conditions are true, MergeTriangleF -

lag[x0][y0] 1s set equal to 1:
sps_triangle_enabled_flag 1s equal to 1. 30
slice_type 1s equal to B.
general_merge_flag|[x0][y0] 1s equal to 1.
MaxNumTrangleMergeCand 1s greater than or equal

to 2.
cbWidth*cbHeight 1s greater than or equal to 64. 35
regular_merge flag[x0][y0] 1s equal to O.
mmvd_merge_flag[x0][y0] 1s equal to O.
merge_subblock_flag[x0][y0] 1s equal to O.
cup_1tlag[x0][y0] 1s equal to O.

Otherwise, MergeTrnangleFlag|[x0][v0] 1s set equal to 0. 40
merge triangle_split_dir[x0][y0] specifies the splitting
direction of merge triangle mode. The array indices x0, y0
specily the location (x0, y0) of the top-left luma sample of
the considered coding block relative to the top-left luma
sample of the picture. 45
When merge_triangle split_dir[x0][y0] 1s not present, 1t 1s
inferred to be equal to O.
merge_triangle 1dx0[x0][y0] specifies the first merging can-
didate index of the triangular shape based motion compen-
sation candidate list where x0, yO specily the location (x0, 50
y0) of the top-left luma sample of the considered coding
block relative to the top-left luma sample of the picture.
When merge triangle 1dx0[x0][y0] 1s not present, 1t 1s
inferred to be equal to 0.
merge triangle_1dx1[x0][y0] specifies the second merging 55
candidate index of the triangular shape based motion com-
pensation candidate list where x0, y0 specity the location
(x0, y0) of the top-left luma sample of the considered coding
block relative to the top-left luma sample of the picture.
When merge triangle 1dx1[x0][y0] 1s not present, 1t 1s 60
inferred to be equal to O.
merge_1dx[x0][y0] specifies the merging candidate index of
the merging candidate list where x0, y0 specily the location
(x0, y0O) of the top-left luma sample of the considered coding
block relative to the top-left luma sample of the picture. 65
When merge 1dx[x0][y0] 1s not present, it 1s inferred as
follows:
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If mmvd_merge_tlag[x0][y0] 1s equal to 1, merge_idx
x0][y0] 1s inferred to be equal to mmvd_cand. flag
x0][y0].
Otherwise (mmvd_merge_tlag[x0][y0] 1s equal to 0),

merge_1dx[x0][y0] 1s inferred to be equal to 0.
2.2.4.4.1 Decoding Process

In some embodiments, the decoding process 1s defined as
follows:
8.5.2.2 Derivation Process for Luma Motion Vectors for
Merge Mode
This process 1s only invoked when general merge flag
[xCb][yCb] 1s equal to 1, where (xCb, yCb) specily the
top-left sample of the current luma coding block relative to
the top-left luma sample of the current picture.

Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth speciiying the width of the current
coding block 1n luma samples,

a variable cbHeight speciiying the height of the current
coding block 1n luma samples.

Outputs of this process are:
the luma motion vectors in Vis fractional-sample accuracy

mvL0 [0][0] and mvL1[0][0],

the reference indices retfldx.O and refldx[.1,

the prediction list utilization flags predFlagl.O[0][0] and
predFlagl.1[0][0],

the bi-prediction weight index bewldx.

the merging candidate list mergeCandlist.

The bi-prediction weight index bewldx 1s set equal to O.

The motion vectors mvLO [0][0] and mvL1[0][0], the ret-

erence indices refldxLO and refldxI.1 and the prediction

utilization tlags predFlagl.O[0][0] and predFlagl.1[0][0] are
derived by the following ordered steps:

1. The derivation process for spatial merging candidates
from neighbouring coding units as specified 1n clause
8.5.2.4 1s 1nvoked with the luma coding block location
(xCb, yCb), the luma coding block width cbWidth, and
the luma coding block height cbHeight as mputs, and
the output being the availability flags availableFlagA,,,
availableFlagA ,, availableFlagB,,, availableFlagB, and
availableFlagB,, the reference indices refldxLXA,,.
refldxLXA,, refldxLXB,, refldxLXB, and
refldxLXB,, the prediction list utilization flags pred-

Flagl. XA,, predFlagl. XA,, predFlaglL.XB,, pred-

Flagl XB, and predFlagl. XB,, and the motion vectors
mvLXA,, mvLXA,, mvLXB,, mvLXB, and mvLXB,,
with X being O or 1, and the bi-prediction weight
indices becwldxA,, becwldxA,, becwldxB,, bcwldxB,,
bewldxB,.

2. The reference 1ndices, refldx.XCol, with X being O or
1, and the bi-prediction weight index bewldxCol for the
temporal merging candidate Col are set equal to O.

3. The derivation process for temporal luma motion vector
prediction as specified 1n 1n clause 8.5.2.11 1s mnvoked
with the luma location (xCb, yCb), the luma coding
block width cbWidth, the luma coding block height
cbHeight and the variable refldxILOCol as mputs, and
the output being the  availability  flag
availableFlagl.0Col and the temporal motion vector
mvLOCol. The variables availableFlagCol,
predFlagl.OCol and predFlagl.1Col are derived as fol-

lows:
avallableFlagCol=availableFlagl.0Co/ (8-263)
predFlagl.OCol=availableFlagl.0Co/ (8-264)

predFlagl.1 Col/=0 (8-265)
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4. When slice_type 1s equal to B, the derivation process

for temporal luma motion vector prediction as specified
in clause 8.5.2.11 1s invoked with the luma location
(xCb, yCb), the luma coding block width cbWidth, the
luma coding block height cbHeight and the variable
refldxL1Col as mputs, and the output being the avail-
ability flag availableFlagl.1Col and the temporal
motion vector mvL 1Col. The variables availableFlag-
Col and predFlagl.1Col are derived as follows:

availableFlagCol=availableFlagl.0Co/||availableFlagl.1Col (8-266)

predFlagl.1Col=availableFlagl.1Co! (8-267)

. The merging candidate list, mergeCandList, 1s con-
structed as follows:

=0

if(availableFlagA )
mergeCandList[i++]=4
if(availableFlagB,)
mergeCandList[i++]=58
if(availableFlagB,)
mergeCandList[i++]=5, (8-268)
if(availableFlagAg)

mergeCandList[i++]=4,

if(availableFlagB,)

mergeCandList[i++] =55

if(availableFlagCol)

mergeCandList[i++]=Co/

6. The variable numCurrMergeCand and numOrigMerge-

Cand are set equal to the number of merging candidates

in the mergeCandlist.

. When numCurrMergeCand 1s less than (MaxNum-

MergeCand-1) and NumHmvpCand 1s greater than 0,

the following applies:

The denivation process of history-based merging can-
didates as specified 1n 8.5.2.6 1s invoked with merge-
CandList and numCurrMergeCand as inputs, and
modified mergeCandList and numCurrMergeCand
as outputs.

numOrigMergeCand 1s set equal to numCurrMerge-
Cand.

. When numCurrMergeCand 1s less than MaxNum-

MergeCand and greater than 1, the following applies:

The derivation process for pairwise average merging
candidate specified 1n clause 8.5.2.4 1s invoked with
mergeCandlList, the reference indices refldxLLON and
refldxL1N, the prediction list utilization {flags
predFlagl.ON and predFlagl.1N, the motion vectors
mvLON and mvLIN of every candidate N 1n merge-
CandList, and numCurrMergeCand as inputs, and
the output 1s assigned to mergeCandList, num-
CurrMergeCand, the reference indices
refldxL.OavgCand and refldxl.1avgCand, the predic-
tion list utilization flags predFlagl.OavgCand and
predFlagl.lavgCand and the motion vectors
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mvLOavgCand and mvLlavgCand of candidate
avgCand being added into mergeCandList. The bi-
prediction weight index bcewldx of candidate
avgCand being added into mergeCandList 1s set
equal to 0.

numOrigMergeCand 1s set equal to numCurrMerge-
Cand.

. The derivation process for zero motion vector merging

candidates specified in clause 8.5.2.5 1s 1nvoked with
the mergeCandList, the reference indices refldxLON
and refldxLLIN, the prediction list utilization flags
predFlagl.ON and predFlagl.1N, the motion vectors
mvLON and mvL 1N of every candidate N 1n merge-
CandList and numCurrMergeCand as inputs, and the
output 1s assigned to mergeCandList, numCurrMerge-
Cand, the reference indices retldxI.OzeroCand, and
refldxLL.1zeroCand, , the prediction list utilization flags
predFlagl.OzeroCand,, and predFlagl.1zeroCand , and
the motion  vectors mvLOzeroCand,k,  and
mvlL1zeroCand _, of every new candidate zeroCand,
being added into mergeCandlList. The bi-prediction
weight 1ndex bewldx of every new candidate zero-
Cand, being added into mergeCandList 1s set equal to
0. The number of candidates being added, numZer-
oMergeCand, 1s set equal to (numCurrMergeCand-
numOrigMergeCand). When numZeroMergeCand 1s
greater than 0, m ranges from 0 to numZeroMerge-
Cand-1, inclusive.

candidate at position merge 1dx[xXCbh][yCb] 1n the

merging candidate l1st mergeCandList
(N=mergeCandList[merge 1dx[xCb][yCb]]) and X
being replaced by 0 or 1:

refldxL.X=refldxLXN (8-269)
predFlagl X[0][0O]=predFlagl. XN (8-270)
mvI.X[0][0][0]=mvL.XN[0] (8-271)
mvL.X[0][0][1]=mvLXN[1] (8-272)
bewldx=bcwIdxN (8-273)

11. When mmvd_merge flag[xCb][yCb] 1s equal to 1, the

following applies:

The denivation process for merge motion vector difler-
ence as specified 1n 8.5.2.7 1s invoked with the luma
location (xCb, yCb), the reference indices refldx1.0,
refldxL1 and the prediction list utilization flags
predFlagl.O[0][0] and predFlagl.1[0][0] as inputs,
and the motion vector differences mMvdLO and
mMvdL1 as outputs.

The motion vector difference mMvdLX 1s added to the
merge motion vectors mvLX for X being O and 1 as
follows:

mvLX[0][0][0]+=mMvdLX[0] (8-274)
mvLX[0][0][1]+=mMvdLX[1] (8-275)
mvLX[0][0][0]=Clip3(-2'7,21"-1, mvLX[0][0][0]) (8-276)
mvLX[0][0][1]=Clip3(-2'7,2'7-1,mvLX[0][0][1]) (8-277)

2.2.5 MMVD
In some embodiments, ultimate motion vector expression

65 (UMVE, also known as MMVD) 1s presented. UMVE 1s

used for erther skip or merge modes with a motion vector
expression method.
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UMVE re-uses merge candidate as same as those included
in the regular merge candidate list 1n VVC. Among the
merge candidates, a base candidate can be selected, and 1s
turther expanded by the motion vector expression method.

UMVE provides a new motion vector difference (MVD)
representation method, 1n which a starting point, a motion

magnitude and a motion direction are used to represent a
MVD.
In some embodiments, a merge candidate list 1s used as 1s.

But only candidates which are default merge type (MRG_
TYPE_DEFAULT_N) are considered for UMVE’s expan-

S101.

Base candidate index defines the starting point. Base
candidate mdex indicates the best candidate among candi-
dates 1n the list as follows.

TABLE 4
Base candidate IDX

Base candidate
IDX 0 1 2 3

N MVP 15 MVP 274 MVP 3’ MVP 47 MVP

If the number of base candidate 1s equal to 1, Base
candidate IDX 1s not signaled.

Distance 1ndex 1s motion magnitude information. Dis-
tance index indicates the pre-defined distance from the
starting point information. Pre-defined distance 1s as fol-
lows:

TABLE 5

Distance 1DX

Distance IDX

0 1 2 3 4 5 0 7

1/2-
pel

1/4-
pel

Pixel l-pel 2-pel 4-pel 8B-pel 16-pel 32-pel

distance

Direction index represents the direction of the MVD
relative to the starting point. The direction index can rep-
resent of the four directions as shown below.

TABLE 6

Direction IDX

Direction

IDX 00 01 10 11
X-aXIs + - N/A N/A
y-ax1s N/A N/A + —

UMVE flag 1s signaled right after sending a skip flag or
merge flag. IT skip or merge flag 1s true, UMVE flag 1s
parsed. If UMVE flag 1s equal to 1, UMVE syntaxes are
parsed. But, i not 1, AFFINE flag 1s parsed. If AFFINE flag
1s equal to 1, that 1s AFFINE mode, But, 1f not 1, skip/merge
index 1s parsed for VIM’s skip/merge mode.

Additional line bufler due to UMVE candidates 1s not
needed. Because a skip/merge candidate of software 1s
directly used as a base candidate. Using mput UMVE index,
the supplement of MV 1s decided right before motion
compensation. There 1s no need to hold long line bufler for
this.
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In current common test condition, either the first or the
second merge candidate 1n the merge candidate list can be
selected as the base candidate.

UMVE 1s also known as Merge with MV Dillerences
(MMVD).

2.2.6 Combined Intra-Inter Prediction (CIIP)

In some embodiments, multi-hypothesis prediction 1s
proposed, wherein combined intra and inter prediction 1s one
way to generate multiple hypotheses.

When the multi-hypothesis prediction 1s applied to
improve intra mode, multi-hypothesis prediction combines
one 1ntra prediction and one merge indexed prediction. In a
merge CU, one flag 1s signaled for merge mode to select an
intra mode from an intra candidate list when the flag 1s true.
For luma component, the intra candidate list 1s derived from
only one intra prediction mode, e.g., planar mode. The
weights applied to the prediction block from intra and inter
prediction are determined by the coded mode (intra or
non-intra) of two neighboring blocks (Al and B1).

2.2.7 MERGE for Sub-Block-Based Technologies

It 1s suggested that all the sub-block related motion
candidates are put in a separate merge list 1n addition to the
regular merge list for non-sub block merge candidates.

The sub-block related motion candidates are put n a
separate merge list 1s named as ‘sub-block merge candidate
list’.

In one example, the sub-block merge candidate list
includes ATMVP candidate and atline merge candidates.

The sub-block merge candidate list 1s filled with candi-
dates 1n the following order:

1. ATMVP candidate (may be available or unavailable);

2. Alline merge lists (including Inherited Afline candi-
dates; and Constructed Afline candidates)

3. Padding as zero MV 4-parameter afline model

2.2.7.1 ATMVP (Aka Sub-Block Temporal Motion Vector
Predictor, SbTMVP)

Basic i1dea of ATMVP 1s to dernive multiple sets of
temporal motion vector predictors for one block. Each
sub-block 1s assigned with one set of motion information.
When an ATMVP merge candidate 1s generated, the motion
compensation 1s done in 8x8 level instead of the whole block
level.

In current design, ATMVP predicts the motion vectors of
the sub-CUs within a CU 1n two steps which are described
in the following two sub-sections respectively.

2.2.7.1.1 Derivation of Initialized Motion Vector

Denote the mitialized motion vector by tempMv. When
block Al 1s available and non-intra coded (e.g., coded with
inter or IBC mode), the following 1s applied to derive the
initialized motion vector.

IT all of the following conditions are true, tempMyv 1s set
equal to the motion vector of block Al from list 1,
denoted by mvL1A,:

Reference picture index of list 1 1s available (not equal
to —1), and 1t has the same POC wvalue as the
collocated picture (e.g., DiflPicOrderCnt(ColPic,
RetfPicList]1][refldxL1A,]) 1s equal to 0),

All reference pictures are with no larger POC compared
to the current picture (e.g., DifiPicOrderCnt(aPic,
currPic) 1s less than or equal to 0 for every picture
aPic 1 every reference picture list of the current
slice),

Current slice 1s equal to B slice,

collocated_from_10_flag 1s equal to O.

Otherwise if all of the following conditions are ftrue,
tempMv 1s set equal to the motion vector of block Al
from list O, denoted by mvLOA;:
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Reference picture mndex of list O 1s available (not equal

to —1),
it has the same POC value as the collocated picture
(e.g., DifiP1cOrderCnt(ColPic, RetfPicList][0]

[retldxILOA,]) 1s equal to 0).
Otherwise, zero motion vector 1s used as the initialized
MV.

A corresponding block (with center position of current
block plus the rounded MYV, clipped to be 1n certain ranges
in necessary) 1s 1dentified 1n the collocated picture signaled
at the slice header with the 1nitialized motion vector.

If the block is inter-coded, then go to the 27¢ step.
Otherwise, the ATM VP candidate 1s set to be NOT available.

2.2.7.1.2 Sub-CU Motion Derivation

The second step 1s to split the current CU into sub-CUs
and obtain the motion information of each sub-CU from the
block corresponding to each sub-CU 1n the collocated pic-
ture.

If the corresponding block for a sub-CU 1s coded with
inter mode, the motion information 1s utilized to derive the
final motion information of current sub-CU by mnvoking the
derivation process for collocated MV's which 1s not different
with the process for conventional TMVP process. Basically,
if the corresponding block 1s predicted from the target list X
for uni-prediction or bi-prediction, the motion vector 1is
utilized; otherwise, 11 it 1s predicted from list Y (Y=1-X) for
uni or bi-prediction and NoBackwardPredFlag 1s equal to 1,
MYV for list Y 1s utilized. Otherwise, no motion candidate can
be found.

If the block 1n the collocated picture i1dentified by the
initialized MV and location of current sub-CU 1is intra or
IBC coded, or no motion candidate can be found as
described above, the following turther apply:

Denote the motion vector used to fetch the motion field in
the collocated picture R ___; as MV __,. To minimize the impact
due to MV scaling, the MV 1n the spatial candidate list used
to derive MV __, 1s selected in the following way: it the
reference picture of a candidate MV 1s the collocated pic-
ture, this MV 1s selected and used as MV __, without any
scaling. Otherwise, the MV having a reference picture
closest to the collocated picture 1s selected to derive MV __,
with scaling.

The example decoding process for collocated motion
vectors derivation process 1s described as follows:
8.5.2.12 Denivation Process for Collocated Motion Vectors
Inputs to this process are:

a variable currCh specilying the current coding block,

a variable colCb specitying the collocated coding block

inside the collocated picture specified by ColPic,

a luma location (xColCb, yColCb) specitying the top-left
sample of the collocated luma coding block specified
by colCb relative to the top-left luma sample of the
collocated picture specified by ColPic,

a reference 1index refldxLLX, with X being O or 1,

a flag indicating a subblock temporal merging candidate
sbFlag.

Outputs of this process are:

the motion vector prediction mvLXCol 1n Vis fractional-
sample accuracy,

the availability flag availableFlagl.XCol.

The variable currPic specifies the current picture.

The arrays predFlagl.OCol[x][y], mvLOCol[x][y] and
refldxLLOCol[x][y] are set equal to PredFlaglO[x][v],
MvDmvrLO[x][y] and RefldxLO[x][y], respectively, of the
collocated picture specified by ColPic, and the arrays
predFlagl.1Col[x][y], mvL1Col[x][y] and retldxL1Col[x]
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[v] are set equal to PredFlagl.1[x][v], MvDmvrL1[x][y] and
RefldxL1[x][y], respectively, of the collocated picture
specified by ColPic.

The wvaniables mvLXCol and availableFlagl. XCol are
derived as follows:

If colCb 1s coded 1n an intra or IBC prediction mode, both
components of mvL.XCol are set equal to 0 and avail-
ableFlagl.XCol 1s set equal to O.

Otherwise, the motion vector mvCol, the reference index
refldxCol and the reference list 1dentifier listCol are
derived as follows:

If sbFlag 1s equal to 0, availableFlagl XCol 1s set to 1
and the following applies:

If predFlagl.OCol[xColCb][yColCb] 1s equal to O,
mvCol, refldxCol and listCol are set equal to
mvL1Col[xColCb][yColChb], refIdx.1Col
[xColCb][yColCb] and L1, respectively.

Otherwise, 11 predFlagl.OCol[xColCb][yColCb] 1s
equal to 1 and predFlagl.1Col[xColCb][yColCb]

1s equal to 0, mvCol, refldxCol and listCol are set

equal to mvLOCol[xColCb][yColCh],
refldx LOCol[xColCb][yColCb] and L0, respec-
tively.

Otherwise (predFlaglL.OCol[xColCb][yColCb] 1s

equal to 1 and predFlagl.1Col[xColCb][yColCb]

1s equal to 1), the following assignments are made:

If NoBackwardPredFlag 1s equal to 1, mvCol,
refldxCol and listCol are set equal to mvLXCol
[xColCb][yColChb], refldxL.XCol[xColCb]
[yColCb] and LX, respectively.

Otherwise, mv(Col, refldxCol and listCol are set
equal to mvLNCol[xColCb][yColChb],
refldxLNCol[xColCb][yColCb] and LN,
respectively, with N bemng the wvalue of
collocated_1rom_10_{lag.

Otherwise (sbFlag 1s equal to 1), the following applies:
If PredFlagl. XCol[xColCb][yColCb] 1s equal to 1,
mvCol, refldxCol, and listCol are set equal to
mvLXCol[xColCb][yColChb], refldxLXCol

[xColCb][yColCb], and LX, respectively, avail-

ableFlagl . XCol 1s set to 1.

Otherwise (PredFlagl. XCol[xColCb][yColChb]
equal to 0), the following applies:

If DifiP1cOrderCnt(aPic, currPic) 1s less than or
equal to O for every picture aPic in every
reference picture list of the current slice and
PredFlaglL.Y Col[xColCb][yColCb] 1s equal to 1,
mvCol, retldxCol, and listCol are set to mvLY-
Col[xColCb][yColCb], refldxLYCol[xColCb]
[yColCb] and LY, respectively, with Y being
equal to !X where X being the value of X this
process 1s mvoked for. availableFlagl.XCol 1s
set to 1.

Both the components of mvL.XCol are set to 0 and

availableFlagl.XCol 1s set equal to 0.
When availableFlagl. XCol 1s equal to TRUE,

mvLXCol and availableFlagl.XCol are derived as

follows:

If LongTermReiPic(currPic, currCh, refldxLX, LX)
1s not equal to LongTermReiPic(ColPic, colChb,
retfldxCol, listCol), both components of mvL.XCol
are set equal to O and availableFlagl.XCol 1s set
equal to 0.

Otherwise, the variable availableFlagl.XCol 15 set
equal to 1, refPicList[listCol][retldxCol] 1s set to
be the picture with reference mdex refldxCol 1n
the reference picture list listCol of the slice con-

1S
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taining coding block colCb 1n the collocated pic-
ture specified by ColPic, and the following

applies:
colPocDifI=DifIPicOrderCnt(ColPic,refPicList[list-

Col][refldxCol]) (8-402)
currPocDiff=DifiP1cOrderCnt(currPic,RefPicList[ X]

[refldx.X]) (8-403)

The temporal motion bufler compression process
for collocated motion vectors as specified 1n
clause 8.5.2.15 1s mnvoked with mvCol as mput,
and the modified mvCol as output.

If RetPicList[X][refldxLX] 1s a long-term refer-

ence picture, or colPocDifl 1s equal to curr-
PocDiff, mvLXCol 1s derived as follows:

(8-404)

mv].XCol=mvCol

Otherwise, mvLXCol 1s derived as a scaled ver-
sion of the motion vector mvCol as tollows:

tx=(16384+(Abs(td)>>1))/td (8-405)
distScaleFactor=Clip3(-4096,4093,(1b *tx+32)>>6) (8-4006)
mvLXCol=Clip3(-131072,131071,
(distScaleFactor*mvCol+128-
(distScaleFactor*mvCol>=0))>>%)) (8-407)
where td and b are derived as follows:
td=Clip3(-128,127,colPocDifl) (8-408)
tb=Clip3(-128,127, currPocDiil) (8-409)
2.2.8 Refinement of Motion Information
2.2.8.1 Decoder-Side Motion Vector Refinement
(DMVR)

In bi-prediction operation, for the prediction of one block
region, two prediction blocks, formed using a motion vector
(MV) of listO and a MV of listl, respectively, are combined
to form a single prediction signal. In the decoder-side
motion vector refinement (DMVR) method, the two motion
vectors of the bi-prediction are further refined.

For DMVR 1n VVC, MVD mirroring between list 0 and
list 1 1s assumed as shown 1n FIG. 19 and bilateral matching
1s performed to refine the MVs, e.g., to find the best MVD
among several MVD candidates. Denote the MVs for two
reference picture lists by MVLO(LOX, LOY), and MVLI
(L1X, L1Y). The MVD denoted by (MvdX, MvdY) for list
0 that can mimimize the cost function (e.g., SAD) 1s defined
as the best MVD. For the SAD function, 1t 1s defined as the
SAD between the reference block of list 0 derived with a
motion vector (LOX+MvdX, LOY+MvdY) in the list O
reference picture and the reference block of list 1 derived
with a motion vector (L1X-MvdX, L1Y-MvdY) in the list 1
reference picture.

The motion vector refinement process may iterate twice.
In each iteration, at most 6 MVDs (with integer-pel preci-
sion) may be checked 1n two steps, as shown 1n FIG. 20. In
the first step, MVD (0, 0), (-1, 0), (1, 0), (0, -1), (0, 1) are
checked. In the second step, one of the MVD (-1, -1), (-1,
1), (1, -1) or (1, 1) may be selected and further checked.
Suppose function Sad(x, y) returns SAD value of the MVD
(X, v). The MVD, denoted by (MvdX, MvdY), checked 1n

the second step 1s decided as follows:

MvdX = -1;
MvdY = -1;
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-continued

If (Sad(1, 0) < Sad(~1, 0))

MvdX = 1;
If (Sad(0, 1) < Sad(0, -1))
MvdY = 1;

In the first 1teration, the starting point 1s the signaled MYV,
and 1n the second iteration, the starting point 1s the signaled
MYV plus the selected best MV D 1n the first iteration. DMVR
applies only when one reference picture 1s a preceding
picture and the other reference picture 1s a following picture,
and the two reference pictures are with same picture order
count distance from the current picture.

To further simplity the process of DMVR, in some
embodiments, the adopted DMVR design has the following
main features:

Early termination when (0,0) position SAD between listO

and listl 1s smaller than a threshold.

Early termination when SAD between listO and listl 1s

zero for some position.

Block sizes for DMVR: W*H>=64 && H>=R, wherein W

and H are the width and height of the block.

Split the CU into multiple of 16x16 sub-blocks for

DMVR of CU si1ze>16*16. If only width or height of
the CU 1s larger than 16, 1t 1s only split 1n vertical or

horizontal direction.

Retference block size (W+7)*(H+7) (for luma).

25 poimnts SAD-based integer-pel search (e.g. (+-) 2
refinement search range, single stage)

Bilinear-interpolation based DMVR.

“Parametric error surface equation” based sub-pel refine-
ment. This procedure 1s performed only when the
minimum SAD cost 1s not equal to zero and the best
MVD 1s (0, 0) in the last MV refinement iteration.

Luma/chroma MC w/reference block padding (if needed).

Refined MVs used for MC and TMVPs only.

2.2.8.1.1 Usage of DMVR

When the following conditions are all true, DMVR may

be enabled:

DMVR enabling flag in the SPS (e.g., sps_dmvr_en-
abled_ flag) 1s equal to 1

TPM flag, inter-athine flag and subblock merge flag (either
ATMVP or afline merge), MMVD flag are all equal to
0

Merge flag 1s equal to 1

Current block 1s bi-predicted, and POC distance between
current picture and reference picture 1n list 1 1s equal to
the POC distance between reference picture in list O
and current picture

The current CU height 1s greater than or equal to 8

Number of luma samples (CU width*height) 1s greater
than or equal to 64

2.2.8.1.2 “Parametric

Sub-Pel Refinement

The method 1s summarized below:

1. The parametric error surface {it 1s computed only if the

center position 1s the best cost position 1n a given 1teration.

2. The center position cost and the costs at (-1,0), (0,-1),

(1,0) and (0,1) positions from the center are used to fit a 2-D
parabolic error surface equation of the form

Error Surface Equation” Based

E(x, ) = A(x = x0)* + B(y — y0)* + C
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where (X,, y,) corresponds to the position with the least
cost and C corresponds to the minmimum cost value. By
solving the 5 equations 1n 5 unknowns, (X,, v,) 1s computed
as:

xo = (E(=1,0)—E(1, 0)/(2(E(-1, O) + E(1, 0) = 2E(0, ))))

yo = (E(0, —1) - E(O, 1))/ (2((£(0, —1) + E(0, 1) = 2E(0, 0)))

(Xo, Vo) can be computed to any required sub-pixel
precision by adjusting the precision at which the division 1s
performed (e.g. how many bits of quotient are computed).
For 16”-pel accuracy, just 4-bits in the absolute value of the
quotient needs to be computed, which lends itself to a
tast-shifted subtraction-based implementation of the 2 divi-
sions required per CU.

3. The computed (x,, y,) are added to the integer distance

refinement MV to get the sub-pixel accurate refinement delta
MV

2.3 Intra Block Copy

Intra block copy (IBC), a.k.a. current picture referencing,
has been adopted in HEVC Screen Content Coding exten-
sions (HEVC-SCC) and the current VVC test model (VI M-
4.0). IBC extends the concept of motion compensation from
inter-frame coding to intra-frame coding. As demonstrated
in FIG. 21, the current block 1s predicted by a reference
block 1n the same picture when IBC 1s applied. The samples
in the reference block must have been already reconstructed
betore the current block 1s coded or decoded. Although IBC
1s not so efhicient for most camera-captured sequences, it
shows significant coding gains for screen content. The
reason 1s that there are lots of repeating patterns, such as
icons and text characters in a screen content picture. IBC can
remove the redundancy between these repeating patterns
cllectively. In HEVC-SCC, an inter-coded coding unit (CU)
can apply IBC 1if it chooses the current picture as its
reference picture. The MV is renamed as block vector (BV)
in this case, and a BV always has an integer-pixel precision.
To be compatible with main profile HEVC, the current
picture 1s marked as a “long-term™ reference picture 1n the
Decoded Picture Bufier (DPB). It should be noted that
similarly, in multiple view/3D video coding standards, the
inter-view reference picture 1s also marked as a “long-term”™
reference picture.

Following a BV to find its reference block, the prediction
can be generated by copying the reference block. The
residual can be got by subtracting the reference pixels from
the original signals. Then transform and quantization can be
applied as 1n other coding modes.

However, when a reference block 1s outside of the picture,
or overlaps with the current block, or outside of the recon-
structed area, or outside of the valid area restricted by some
constrains, part or all pixel values are not defined. Basically,
there are two solutions to handle such a problem. One 1s to
disallow such a situation, e.g. in bitstream conformance. The
other 1s to apply padding for those undefined pixel values.

The following sub-sessions describe the solutions 1n detail.

2.3.1 IBC 1 VVC Test Model (VIM4.0)

In the current VVC test model, e.g. VIM-4.0 design, the
whole reference block should be with the current coding tree
unit (CTU) and does not overlap with the current block.
Thus, there 1s no need to pad the reference or prediction
block. The IBC flag 1s coded as a prediction mode of the
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current CU. Thus, there are totally three prediction modes,
MODE_INTRA, MODE_INTER and MODE_IBC for each

CU.

2.3.1.1 IBC Merge Mode

In IBC merge mode, an index pointing to an entry in the
IBC merge candidates list 1s parsed from the bitstream. The
construction of the IBC merge list can be summarized
according to the following sequence of steps:

Step 1: Derivation of spatial candidates

Step 2: Insertion of HMVP candidates

Step 3: Insertion of pairwise average candidates

In the dertvation of spatial merge candidates, a maximum
of four merge candidates are selected among candidates
located 1n the positions depicted in A, B,, B,, A, and B, as
depicted 1n FIG. 2. The order of denivation 1s A, B,, B,, A,
and B,. Position B, 1s considered only when any PU of
position A,, B,, B,, A, 1s not available (e.g. because it
belongs to another slice or tile) or 1s not coded with IBC
mode. After candidate at position A, 1s added, the 1nsertion
of the remaining candidates 1s subject to a redundancy check
which ensures that candidates with same motion information
are excluded from the list so that coding efliciency 1is
improved.

After msertion of the spatial candidates, 11 the IBC merge
list size 1s still smaller than the maximum IBC merge list
size, IBC candidates from HMVP table may be inserted.
Redundancy check are performed when 1inserting the HMVP
candidates.

Finally, pairwise average candidates are inserted into the
IBC merge list.

When a reference block 1dentified by a merge candidate 1s
outside of the picture, or overlaps with the current block, or
outside of the reconstructed area, or outside of the valid area
restricted by some constrains, the merge candidate 1s called
invalid merge candidate.

It 1s noted that invalid merge candidates may be inserted
into the IBC merge list.

2.3.1.2 IBC AMVP Mode

In IBC AMVP mode, an AMVP index point to an entry 1n
the IBC AMVP list 1s parsed from the bitstream. The
construction of the IBC AMVP list can be summarized
according to the following sequence of steps:

Step 1: Derivation of spatial candidates

Check A,, A, until an available candidate 1s found.

Check B,, B,, B, until an available candidate 1s found.

Step 2: Insertion of HMVP candidates

Step 3: Insertion of zero candidates
After insertion of the spatial candidates, 11 the IBC AMVP

list size 1s still smaller than the maximum IBC AMVP list
s1ze, IBC candidates from HMVP table may be inserted.

Finally, zero candidates are inserted into the IBC AMVP
l1st.

2.3.1.3 Chroma IBC Mode

In the current VVC, the motion compensation in the
chroma IBC mode 1s performed at sub block level. The
chroma block will be partitioned into several sub blocks.
Each sub block determines whether the corresponding luma
block has a block vector and the validity i1 it 1s present.
There 1s encoder constrain 1n the current VI'M, where the
chroma IBC mode will be tested if all sub blocks in the
current chroma CU have valid luma block vectors. For
example, on a YUV 420 video, the chroma block 1s NxM
and then the collocated luma region 1s 2Nx2M. The sub
block size of a chroma block 1s 2x2. There are several steps
to perform the chroma my derivation then the block copy
Process.
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(1) The chroma block will be first partitioned into (N>>1)
*(M>>1) sub blocks.

(2) Each sub block with a top left sample coordinated at
(x, y) fetches the corresponding luma block covering the
same top-left sample which 1s coordinated at (2x, 2y).

(3) The encoder checks the block vector(by) of the fetched
luma block. If one of the following conditions 1s satisfied,
the by 1s considered as invalid.

a. A by of the corresponding luma block 1s not existing.

b. The prediction block identified by a by 1s not recon-

structed yet.

c. The prediction block identified by a by i1s partially or

tully overlapped with the current block.

(4) The chroma motion vector of a sub block 1s set to the
motion vector of the corresponding luma sub block.

The IBC mode 1s allowed at the encoder when all sub
blocks find a valid by.

2.3.2 Recent Progress for IBC

2.3.2.1 Single BV List

In some embodiments, the BV predictors for merge mode
and AMVP mode in IBC share a common predictor list,
which consist of the following elements:

(1) 2 spatial neighboring positions (Al, Bl as in FIG. 2)

(2) 5 HMVP entries

(3) Zero vectors by default

The number of candidates in the list 1s controlled by a
variable derived from the slice header. For merge mode, up
to first 6 entries of this list can be used; for AMVP mode, the
first 2 entries of this list can be used. And the list conforms
with the shared merge list region requirement (shared the
same list within the SMR).

In addition to the above-mentioned BV predictor candi-
date list, the prunming operations between HMVP candidates
and the existing merge candidates (Al, B1) can be simpli-
fied. In the simplification there will be up to 2 pruning
operations since 1t only compares the first HMVP candidate
with spatial merge candidate(s).

2.3.2.2 Si1ze Restriction of IBC

In some embodiments, syntax constraint for disabling
128x128 IBC mode can be explicitly used on top of the
current bitstream constraint 1n the previous VIM and VVC

versions, which makes presence of IBC flag dependent on
CU s1ze<<128x128.

2.3.2.3 Shared Merge List for IBC

To reduce the decoder complexity and support parallel
encoding, 1n some embodiments, the same merging candi-
date list for all leat coding units (CUs) of one ancestor node
in the CU split tree can be shared for enabling parallel
processing ol small skip/merge-coded CUs. The ancestor
node 1s named merge sharing node. The shared merging
candidate list 1s generated at the merge sharing node pre-
tending the merge sharing node 1s a leat CU.

More specifically, the following may apply:

If the block has luma samples no larger than 32, and split
to 2 4x4 child blocks, sharing merge lists between very
small blocks (e.g. two adjacent 4x4 blocks) 1s used.

If the block has luma samples larger than 32, however,
alter a split, at least one child block 1s smaller than the
threshold (32), all child blocks of that split share the
same merge list (e.g. 16x4 or 4x16 split ternary or 8x8
with quad split).

Such a restriction 1s only applied to IBC merge mode.

3. Problems Solved by Embodiments

One block may be coded with the IBC mode. However,
different sub-regions within the block may be with different
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content. How to further explore the correlation to the pre-
viously coded blocks within current frame needs to be
studied.

4. Examples of Embodiments

In this document, intra block copy (IBC) may not be
limited to the current IBC technology, but may be inter-
preted as the technology that using the reference samples
within the current slice/tile/brick/picture/other video umit
(e.g., CTU row) excluding the conventional intra prediction
methods.

To solve the problem mentioned above, sub-block-based
IBC (sbIBC) coding method 1s proposed. In sbIBC, a current
IBC-coded video block (e.g., CU/PU/CB/PB) 1s divided into
a plurality of sub-blocks. Each of the sub-blocks may have
a size smaller than a size of the video block. For each
respective sub-block from the plurality of sub-blocks, the
video coder may 1dentily a reference block for the respective
sub-block 1n current picture/slice/tile/brick/tile group. The
video coder may use motion parameters of the identified
reference block for the respective sub-block to determine
motion parameters for the respective sub-block.

In addition, 1t 1s not restricted that IBC only 1s applied to
uni-prediction coded blocks. Bi-prediction may be also
supported with both two reference pictures are the current
picture. Alternatively, bi-prediction with one from the cur-
rent picture and the other one from a different picture may
be supported as well. In yet another example, multiple
hypothesis may be also applied.

The listing below should be considered as examples to
explain general concepts. These techniques should not be
interpreted 1 a narrow way. Furthermore, these techniques
can be combined 1n any manner. Neighboring blocks A0, Al,
B0, B1, and B2 are shown 1n FIG. 2.

1. In sbIBC, one block with size equal to MxN may be

split to more than one sub-block.

a. In one example, the sub-block size 1s fixed to be
LxK, e.g., L=K=4.

b. In one example, the sub-block size 1s fixed to be the
minimum coding unit/prediction unit/transform unit/
the unit for motion information storage.

c. In one example, one block may be split to multiple
sub-blocks with different sizes or with equal sizes.

d. In one example, indication of the sub-block size may

be signaled.
¢. In one example, indication of the sub-block size may
be changed from block to block, e.g., according to

block dimensions.

f. In one example, the sub-block size must be 1n a form
of (NIxminW)x(N2xminH), wherein minWxminH
represents the minimum coding unit/prediction unit/
transform unit/the unit for motion mformation stor-
age, and N1 and N2 are positive integers.

g. In one example, the sub-block dimensions may
depend on the color formats and/or color compo-
nents.

1. For example, the sub-block sizes for diflerent color
components may be different.
1) Alternatively, sub-block sizes for different color
components may be the same.
11. For example, a 2Lx2K sub-block of the luma
component may correspond to a LxK sub-block of
a chroma component when the color format is

4:2:0.
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1) Alternatively, four 2Lx2K sub-block of the
luma component may correspond to a 2Lx2K
sub-block of a chroma component when the
color format 1s 4:2:0.

111. For example, a 2Lx2K sub-block of the luma
component may correspond to a 2L.xK sub-block
of a chroma component when the color format 1s
4:2:2.

1) Alternatively, Two 2Lx2K sub-block of the
luma component may correspond to a 2Lx2K
sub-block of a chroma component when the
color format 1s 4:2:2.

1v. For example, a 2Lx2K sub-block of the luma
component may correspond to a 2L.x2K sub-block
of a chroma component when the color format 1s
4:4:4.

h. In one example, the MV of a sub-block of a first color
component may be derived from one corresponding
sub-block or plurality of corresponding sub-blocks
ol a second color component.

1. For example, the MV of a sub-block of a first color
component may be derived as the average MV of
the plurality of corresponding sub-blocks of a
second color component.

11. Alternatively, furthermore, the above methods
may be applied when single tree 1s utilized.

111. Alternatively, furthermore, the above methods
may be applied when for certain block sizes, such
as 4x4 chroma blocks.

1. In one example, the sub-block size may be dependent
on the coded mode, such as IBC merge/AMVP
mode.

1. In one example, the sub-block may be non-rectan-
gular, such as tniangular/wedgelet.

2. Two stages, including the identification of a corre-
sponding reference block with an initialized motion
vector (denoted as imtMV) and the derivation of one or
multiple motion vectors for a sub-CU according to the
reference block, are utilized to obtain the motion infor-
mation ol a sub-CU, at least one reference picture of
which 1s equal to the current picture.

a. In one example, the reference block may be in the
current picture.

b. In one example, the reference block may be in a
reference picture.

1. For example, 1t may be 1n the collocated reference
picture.

11. For example, it may be 1n a reference picture
identified by using the motion information of the
collocated block or neighboring blocks of the
collocated block.

Stage 1.a on settings of mitMV (vx, vy)

c. In one example, the nitMV may be derived from one
or multiple neighboring blocks (adjacent or non-
adjacent) of the current block or current sub-block.
1. The neighboring block can be one i1n the same

picture.

1) Alternatively, 1t can be one 1n a reference
picture.

a. For example, 1t may be in the collocated

reference picture.
b. For example, 1t may be identified by using the
motion information of the collocated block or

neighboring blocks of the collocated block.
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11. In one example, 1t may be derived from a neigh-
bouring block 7.
1) For example, imtMV may be set equal to a MV
stored 1n the neighbouring block Z. E.g., neigh-
bouring block Z may be block Al.

11. In one example, 1t may be derived from multiple
blocks checked in order.

1) In one example, the first identified motion
vector associated with the current picture as a
reference picture from the checked blocks may
be set to be the 1mtMV.

d. In one example, the mitMV may be dertved from a
motion candidate list.

1. In one example, it may be derived from the k-th
(e.g., 1°) candidate in the IBC candidate list.

1) In one example, the IBC candidate list 1s the
merge/ AMVP candidate list.

2) In one example, the IBC candidate list different
from the existing IBC merge candidate list
construction process may be utilized, such as
using different spatial neighboring blocks.

11. In one example, 1t may be derived from the k-th
(e.g., 1°) candidate in the IBC HMVP table.

¢. In one example, 1t may be derived based on the
current block’s position.

f. In one example, 1t may be derived depending on the
current block’s dimensions.

g. In one example, 1t may be set to default values.

h. In one example, indications of the mitMV may be
signaled 1 a video unit level, such as tile/slice/
picture/brick/CTU row/CTU/CTB/CU/PU/TU etc.
al.

1. The mitial MV may be different for two different
sub-blocks within current block.

1. how to derive the mitial MV may be changed from
block to block, from tile to tile, from slice to slice,
etc. al.

Stage 1.b on identification of corresponding reference
block of a sub-CU using 1mitMV

k. In one example, the mitMV may be firstly converted
to 1-pel integer precision and the converted MV may
be utilized to 1dentify the corresponding block of a
sub-block. Denote the converted MV denoted by
(Vvx', vy').

1. In one example, if (vx, vy) are 1n the F-pel inter
precision, the converted MV denoted by (vx', vy')
may be set to (vx*F, vy*F) (e.g., F=2 or 4).

11. Alternatively, (vx', vy') 1s directly set equal to (vx,
vy).

1. Suppose the top-left position of one sub-block 1s (X,
y) and sub-block size 1s KxL. The corresponding
block of the sub-block 1s set to the CU/CB/PU/PB
covering the coordinate (x+oflsetX+vx', y+olfsetY +
vy') wheremn oflsetX and offsetY are utilized to
indicate the selected coordinate relative to current
sub-block.

1. In one example, offsetX and/or offsetY are set to O.

11. In one example, oflsetX may be set to (L/2) or
(L/2+1) or (L/2-1) wherein L. may be the sub-
block' width.

111. In one example, oflsetY may be set to (K/2) or
(K/2+1) or (K/2-1) wherein K may be the sub-
block' height.

1v. Alternatively, the horizontal and/or vertical oflset
may be further clipped to a range, such as within
picture/slice/tile/brick  boundary/IBC reference
area etc. al.
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Stage 2 on derivation of sub-block’s motion vector (de-
noted by subMV (subMVXx, subMVy) using motion
information of the identified corresponding reference
block
m. A subMYV of a sub-block 1s denved from the motion

information of the corresponding block.

1. In one example, i the corresponding block has a
motion vector pointing to the current picture,
subMYV 1s set equal to the MV.

11. In one example, 1f the corresponding block has a
motion vector pointing to the current picture,
subMYV 1s set equal to the MV plus the imitMV.

n. The derived subMV may be further clipped to a
given range or clipped to make sure it 1s pointing to
the IBC reference area.

0. In a conformance bit-stream, the derived subMV
must be a valid MV of IBC for the sub-block.

3. One or multiple IBC candidates with sub-block motion
vectors may be generated, which may be denoted as
sub-block IBC candidates.

4. A sub-block IBC candidate may be inserted to the
sub-block merge candidate which include ATMVP,

alline merge candidates.

a. In one example, 1t may be added before all other
sub-block merge candidates.

b. In one example, 1t may be added after the ATMVP
candidate.

c. In one example, it may be added atfter the inherited

alline candidates or the constructed athne candidate.

d. In one example, it may be added to the IBC merge/
AMYVP candidate list
1. Alternatively, whether to add 1t may depend on the

mode iformation of current block. For example,
if 1t 1s IBC AMVP mode, 1t may not be added.
¢. Which candidate list to be added may depend on the
partitioning structure, e.g., dual tree or single tree.

f. Alternatively, multiple sub-block IBC candidates
may be inserted to the sub-block merge candidate.

5. IBC sub-block motion (e.g., AMVP/merge) candidate
list may be constructed with at least one sub-block IBC
candidate.

a. Alternatively, one or multiple sub-block IBC candi-
dates may be inserted to the IBC sub-block merge
candidate, e.g., using diflerent mitialized MVs.

b. Alternatively, furthermore, whether to construct the
IBC sub-block motion candidate list or the existing
IBC AMVP/merge candidate list may be signaled by
an indicator, or derived on-the-1ly.

c. Alternatively, furthermore, an idex to the IBC
sub-block merge candidate list may be signaled if
current block 1s coded with IBC merge mode.

d. Alternatively, furthermore, an index to the IBC
sub-block AMVP candidate list may be signaled if
current block 1s coded with IBC AMVP mode.

1. Alternatively, furthermore, the signaled/derived
MVD for the IBC AMVP mode may be applied to
one or multiple sub-blocks.

6. The reference block of a sub-block and the sub-block
may belong to the same color component.

Extended of sbIBC by mixed usage of other tools applied to
different sub-blocks 1n the same block

7. One block may be split to multiple sub-blocks with at
least one coded with IBC and at least one coded with
intra mode.

a. In one example, for a sub-block, a motion vector may
not be derived. Instead, one or multiple intra predic-
tion modes may be derived for a sub-block.
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b. Alternatively, palette mode or/and palette table may
be derived.

c. In one example, one intra prediction mode may be
derived for the entire block.

8. One block may be split to multiple sub-blocks with all
sub-blocks coded with intra mode.

9. One block may be split to multiple sub-blocks with all
sub-blocks coded with palette mode.

10. One block may be split to multiple sub-blocks with at
least one sub-block coded with IBC mode and at least
one coded with palette mode.

11. One block may be split to multiple sub-blocks with at
least one sub-block coded with 1ntra mode and at least
one coded with palette mode.

12. One block may be split to multiple sub-blocks with at
least one sub-block coded with IBC mode and at least
one coded with inter mode.

13. One block may be split to multiple sub-blocks with at
least one sub-block coded with intra mode and at least
one coded with inter mode.

Interactions with other tools

14. When one or multiple of the above methods are
applied, the IBC HMVP table may not be updated.
a. Alternatively, one or multiple of the motion vectors
tor IBC-coded sub-regions may be used to update the
IBC HMVP table.

15. When one or multiple of the above methods are
applied, the non-IBC HMVP table may not be updated.
b. Alternatively, one or multiple of the motion vectors

for inter-coded sub-regions may be used to update

the non-IBC HMVP table.

16. The 1n-loop filtering process (e.g., deblocking proce-
dure) may depend on the usage of above methods.

a. In one example, sub-blocks boundary may be filtered
when one or multiple of the above methods are
applied.

a. Alternatively, sub-blocks boundary may be filtered
when one or multiple of the above methods are
applied.

b. In one example, blocks coded with above methods
may be treated 1n a similar way as the conventional
IBC coded blocks.

17. Certain coding methods (e.g., sub-block transform,

afline motion prediction, multiple reference line intra
prediction, matrix-based intra prediction, symmetric

MVD coding, merge with MVD decoder side motion

derivation/refinement, bi-directional optimal {flow,

reduced secondary transform, multiple transform set,
ctc.) may be disabled for blocks coded with one or
multiple of the above methods.

18. Indication of usage of the above methods and/or
sub-block sizes may be signaled 1n sequence/picture/
slice/tile  group/tile/brick/CTU/CTB/CU/PU/TU/other
video unit-level or derived on-the-fly.

a. In one example, one or multiple of the above method
may be treated as a special IBC mode.

1. Alternatively, furthermore, 11 one block 1s coded as
IBC mode, further indications of using conven-
tional whole-block based IBC method or sbIBC
may be signaled or derived.

11. In one example, the subsequent IBC-coded blocks
may utilize the motion information of the current
sbhIBC-coded block as a MV predictor.

1. Alternatively, the subsequent IBC-coded blocks
may be disallowed to utilize the motion infor-
mation of the current sbhIBC-coded block as a
MYV predictor.
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b. In one example, sbIBC may be indicated by a
candidate index to a motion candidate list.
1. In one example, a specific candidate index 1s
assigned to a sbIBC coded block.
c. In one example, the IBC candidate may be classified

into two categories: one for whole block coding, and
the other for sub-block coding. Whether one block 1s

coded with the sbIBC mode may depend on the

42

considered as “invalid” or “unavailable” when
constructing IBC merge candidates.

c. In one example, fixed weighting factor may be
assigned to reference blocks from current picture and
reference blocks from temporal reference picture for
bi-prediction.

1. Alternatively, furthermore, the weighting factor
may be signaled.

category of an IBC candidate.
Usage of the Tools 10
19. Whether and/or how to apply the above methods may

21. The motion candidate list construction process (e.g.,
regular merge list, IBC merge/ AMVP list, sub-block

depend on the following information:
a. A message signaled in the DPS/SPS/VPS/PPS/APS/
picture header/slice header/tile group header/Largest

111. For example, 11 a neighboring block 1s predicted
only from a temporal reference pictures, 1t may be

merge list, IBC sub-block candidate list) and/or
whether to/how to update HMVP tables may depend on

the block dimensions and/or merge sharing conditions.
Denote a block’s width and height as W and H,

coding unit (LCU)/Coding unit (CU)/LCU row/ 15 _ o _
group of LCUs/TU/PU block/Video coding unit rf-aspectwely. COIldlj[lOIl C may depend on block dimen-
b. Position of CU/PU/TU/block/Video coding unit sion and/or coded 1nformation.
c. Block dimension of current block and/or its neigh- a. The motion candidate list construction process (e.g.,
boring blocks regular merge list, IBC merge/ AMVP list, sub-block
d. Block shape of current block and/or its neighboring 20 merge list, IBC sub-block candidate list) and/or
blocks whether to/how to update HM VP tables may depend
¢. The intra mode of the current block and/or its on condition C.
neighboring blocks b. In one example, condition C may depend on the
f. The motion/block vectors of its neighboring blocks coded mformation of current block and/or its neigh-
g. Indication of the color format (such as 4:2:0, 4:4:4) 25 boring (adjacent or non-adjacent) blocks.
h. Coding tree structure c. In one example, condition C may depend on the
1. Slice/tile group type and/or picture type merge sharing conditions.
1. Color component (e.g. may be only applied on d. In one example, condition C may depend on the
chroma components or luma component) block dimension of current block, and/or block
k. Temporal layer 1D 30 dimension of neighboring (adjacent or non-adjacent)
1. Profiles/Levels/Tiers of a standard blocks and/or coded modes of current and/or neigh-
Ideas Related to Merge List Construction Process and IBC boring blocks.
Usage ¢. In one example, derivation of spatial merge candi-
20. IBC mode may be used together with inter prediction dates 1s skipped 11 condition C 1s satisfied.
mode for blocks i1n inter-coded pictures/slices/tile 35 f. In one example, derivation of candidates from spatial
groups/tiles. neighboring (adjacent or non-adjacent) blocks 1is
a. In one example, for IBC AMVP mode, syntax skipped 11 condition C 1s satisiied.
clements may be signaled to indicate whether the g. In one example, derivation of candidates from cer-
current block 1s predicted both from the current tain spatial neighboring (adjacent or non-adjacent)
picture and a reference picture not identical to the 40 blocks (e.g., block B2) 1s skipped if condition C 1s
current picture (denoted as a temporal reference satisfied.
picture). h. In one example, derivation of HMVP candidates 1s
1. Alternatively, furthermore, 11 the current block 1s skipped 1f condition C 1s satisfied.
also predicted from a temporal reference picture, 1. In one example, dertvation of pairwise merge candi-
syntax elements may be signaled to indicate which 45 dates 1s skipped 11 condition C 1s satisfied.
temporal reference picture 1s used and 1ts associ- 1. In one example, number of maximum pruning opera-
ated MVP 1index, MVD, MV precision etc. tions 1s reduced or set to 0 1f condition C 1s satisfied.
11. In one example, for IBC AMVP mode, one 1. Alternatively, furthermore, the pruning operations
reference picture list may only include the current among spatial merge candidates may be reduced
picture, and the other reference picture list may 50 or removed.
only include temporal reference pictures. 11. Alternatively, furthermore, the pruning operations
b. In one example, for IBC merge mode, motion vectors among HMVP candidates and other merge candi-
and reference pictures may be derived from neigh- dates may be reduced or removed.
boring blocks. k. In one example, updating of HMVP candidates 1s
1. For example, 1 a neighboring block 1s only pre- 55 skipped 1f condition C 1s satisfied.
dicted from the current picture, then the derived 1. In one example, HMVP candidates may be directly
motion information from the neighbouring block added to motion list without being pruned.
may only refer to the current picture. 1. In one example, default motion candidates (e.g., zero
11. For example, 11 a neighboring block 1s predicted motion candidate in IBC merge/ AVMP list) 1s not
both from the current picture and a temporal 60 added 1f condition C 1s satisiied.
reference picture, then the derived motion infor- m. In one example, different checking order (e.g, from
mation may refer to both the current picture and a the first to the last mstead of from last to the {first)
temporal reference picture. and/or different number of HMVP candidates to be
1) Alternatively, the dernived motion information checked/added when condition C 1s satisfied.
may only refer to the current picture. 65 n. In one example, condition C may be satisfied when

W*H 1s greater or no smaller than a threshold (e.g.,
1024).
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0. In one example, condition C may be satisfied when
W and/or H 1s greater or no smaller than a threshold
(e.g., 32).

p. In one example, condition C may be satisfied when
W 1s greater or no smaller than a threshold (e.g., 32).

g. In one example, condition C may be satisfied when
H 1s greater or no smaller than a threshold (e.g., 32).

r. In one example, condition C may be satisfied when
W*H 1s greater or no smaller than a threshold (e.g.,
1024) and current block 1s coded with IBC AMVP
and/or merge mode.

s. In one example, condition C may be satisfied when

W*H 1s smaller or no greater than a threshold (e.g.,
16 or 32 or 64) and current block 1s coded with IBC

AMVP and/or merge mode.
1. Alternatively, furthermore, when condition C 1s

11.

satisfied, the IBC motion list construction process

may include candidates from spatial neighboring

blocks (e.g., Al, B1) and default candidates. That
1s, msertion of HMVP candidates 1s skipped.
Alternatively, furthermore, when condition C 1s
satisfied, the IBC motion list construction process
may include candidates from HMVP candidates
from the IBC HMVP table and default candidates.
That 1s, msertion of candidates from spatial neigh-
boring blocks 1s skipped.

111. Alternatively, furthermore, the updating of IBC

HMVP tables 1s skipped after decoding a block
with condition C satisfied.

1v. Alternatively, condition C may be satisfied when

one/some/all of the following cases are true:

1) When W*H 1s equal to or no greater than T1
(e.g., 16) and current block 1s coded with IBC
AMVP and/or merge mode

2) When W 1s equal to T2 and H 1s equal to T3
(e.g., T2=4, T3=R), its above block is available
and size equal to AxB; and both current block
and 1ts above block are coded with a certain
mode
a. Alternatively, when W 1s equal to T2 and H
1s equal to T3 (e.g., T2=4, T3=8), its above
block 1s available, in the same CTU and size
equal to AxB, and both current block and its
above block are coded with the same mode
b. Alternatively, when W 1s equal to T2 and H
1s equal to T3 (e.g., T2=4, T3=8), 1ts above
block 1s available and size equal to AxB, and
both current block and 1ts above block are
coded with the same mode
c. Alternatively, when W 1s equal to T2 and H
1s equal to T3 (e.g., T2=4, T3=8), 1ts above
block 1s unavailable
d. Alternatively, when W 1s equal to T2 and H
1s equal to T3 (e.g., T2=4, T3=8), its above
block 1s unavailable or above block 1s outside
the current CTU

3) When W 1s equal to T4 and H 1s equal to T5
(e.g., T4=8, T5=4), 1ts left block 1s available and
s1ize equal to AxB; both current block and its
left block are coded with a certain mode
a. Alternatively, when W 1s equal to T4 and H
1s equal to TS5 (e.g., T4=8, T5=4), 1ts left block
1s unavailable

4) When W*H 1s no greater than T1 (e.g., 32),
current block 1s coded with IBC AMVP and/or

merge mode; both 1ts above and left neighbor-
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ing blocks are available, and size equal to AxB,
and are coded with a certain mode.

a. When W*H 1s no greater than T1 (e.g., 32),
current block 1s coded with a certain mode; 1ts
left neighboring block 1s available, size equal to
AxB and IBC coded; and 1ts above neighboring
block 1s available, within the same CTU and

s1ize equal to AxB and coded with the same
mode.

b. When W*H 1s no greater than T1 (e.g., 32),
current block 1s coded with a certain mode; 1ts
left neighboring block 1s unavailable; and 1ts
above neighboring block 1s available, within the
same CTU and size equal to AxB and coded
with the same mode.

c. When W*H 1s no greater than T1 (e.g., 32),
current block 1s coded with a certain mode; its
left neighboring block 1s unavailable; and 1ts
above neighboring block 1s unavailable.

d. When W*H 1s no greater than T1 (e.g., 32),
current block 1s coded with a certain mode; 1ts
left neighboring block 1s available, size equal to
AxB and coded with same mode; and 1ts above
neighboring block 1s unavailable.

¢. When W*H 1s no greater than T1 (e.g., 32),
current block 1s coded with a certain mode; 1ts
left neighboring block 1s unavailable; and 1its
above neighboring block 1s unavailable or out-
side the current CTU.

f. When W*H 1s no greater than T1 (e.g., 32),
current block 1s coded with a certain mode; its
left neighboring block 1s available, size equal to
AxB and coded with same mode; and 1ts above
neighboring block 1s unavailable or outside the
current CTU.

5) In above examples, the ‘certain mode’ 1s the
IBC mode.

6) In above examples, the ‘certain mode’ 1s the
Inter mode.

7) In above examples, the ‘AxB’ may be set to
4x4.

8) In above examples, ‘the neighboring block size
equal to AxB” may be replaced by ‘the neigh-
boring block size 1s no greater than or no
smaller than AxB’.

9) In above examples, above and left neighboring
blocks are the two which are accessed for
spatial merge candidate dertvation.

a. In one example, suppose the coordinate of the
top-left sample in current block 1s (x, y), the left
block 1s the one covering (x-1, y+H-1).
b. In one example, suppose the coordinate of the
top-left sample in current block 1s (x, y), the lett
block 1s the one covering (x+W-1, y-1).

t. The thresholds mentioned above may be pre-defined
or signaled.
1. Alternatively, furthermore, the thresholds may be

dependent on coding information of a block, such
as coded mode.

u. In one example, condition C 1s satisfied when the
current block 1s under a shared node and current

block 1s coded with IBC AMVP and/or merge mode.
1. Alternatively, furthermore, when condition C 1s

satisfied, the IBC motion list construction process

may include candidates from spatial neighboring
blocks (e.g., Al, B1) and default candidates. That

1s, 1nsertion of HMVP candidates 1s skipped.
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11. Alternatively, furthermore, when condition C 1s
satisfied, the IBC motion list construction process
may include candidates from HMVP candidates
from the IBC HMVP table and default candidates.
That 1s, msertion of candidates from spatial neigh-
boring blocks 1s skipped.

111. Alternatively, furthermore, the updating of IBC
HMVP tables 1s skipped after decoding a block
with condition C satisfied.

v. In one example, the condition C may be adaptively
changed, such as according to coding information of
a block.

1. In one example, condition C may be defined based
on the coded mode (IBC or non-IBC mode), block

dimension.
w. Whether to apply the above methods may depend on
the coding information of a block, such as whether 1t
1s IBC coded block or not.

1. In one example, when the block 1s IBC coded, the
above method may be applied.
IBC Motion List
22. It 1s proposed that motion candidates in IBC HMVP
tables are stored in integer pel precision instead of
16-pel precision.
a. In one example, all the motion candidates are stored
in 1-pel precision.
b. In one example, when using the motion information
from spatial neighboring (adjacent or non-adjacent)
blocks, and/or from IBC HMVP tables, rounding
process of MVs are skipped.
23. It 1s proposed that the IBC motion list may only
contain motion candidates from one or more IBC
HMVP tables.
a. Alternatively, furthermore, the signaling of a candi-
date 1n the IBC motion list may depend on the
number of available HMVP candidates in a HMVP
table.
b. Alternatively, furthermore, the signaling of a candi-
date 1n the IBC motion list may depend on the
maximum number of HMVP candidates in a HMVP
table.
c. Alternatively, the HMVP candidates in the HMVP
tables are added to the list 1n order without pruning.
1. In one example, the order 1s based on the ascending
order of entry index to the tables.

11. In one example, the order 1s based on the descend-
ing order of entry index to the tables.

111. In one example, the first N entries in the table
may be skipped.

1v. In one example, the last N entries in the table may
be skipped.

v. In one example, an entry with invalid BV(s) may
be skipped. vi.

d. Alternatively, furthermore, motion candidates
derived from the HMVP candidates from one or
multiple HMVP tables may be further modified, such
as by adding an oflset to the horizontal vector and/or
adding an oflset to the vertical vector.

1. An HMVP candidate with invalid BV(s) may be
modified to provide valid BV(s).

¢. Alternatively, furthermore, default motion candidates
may be added after or before one or multiple HMVP
candidates.

f. How to/whether to add HMVP candidates into an
IBC motion list may depend on the dimensions of the

block.
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1. For example, the IBC motion list may only contain
motion candidates from one or multiple HMVP
tables when the the block dimensions (W and H
representing width and height) satisty a condition
C

1) In one example, condition C 1s W<=T1 and
H<=12, e.g. T1=12-4.

2) In one example, condition C 15 W<=T1 or
H<=12, e.g. T1=12-4.

3) In one example, condition C 1s W*H<=T, e.g.
T=16.

5. Embodiments

The added changes are highlighted in underlined bold

faced 1talics. The deletions are marked with [[ ]].

5.1 Embodiment #1

No update of HMVP tables when current block 1s under

the shared node. And only use a single IBC HMVP table for
blocks under the shared node.

7.4.8.5 Coding Unit Semantics

[[When all the following conditions are true, the history-
based motion vector predictor list for the shared merging
candidate list region 1s updated by setting NumHmvpSm-
rIbcCand equal to NumHmvplbcCand, and setting
HmvpSmrIbcCandList[1] equal to HmvplbcCandList[1] for
1=0 . . . NumHmvpIlbcCand-1:

IsInSmr[x0][y0] 1s equal to TRUE.

SmrX[x0][y0] 1s equal to x0.

SmrY [x0][y0] 1s equal to y0.]]

8.6.2 Denvation Process for Motion Vector Components for
IBC Blocks

8.6.2.1 General

Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth speciiying the width of the current
coding block in luma samples,

a variable cbHeight speciiying the height of the current
coding block in luma samples.

Outputs of this process are:

the luma motion vector 1n ¥is fractional-sample accuracy
mvlL.

The luma motion vector mvL 1s derived as follows:

The derivation process for IBC luma motion vector pre-
diction as specified 1n clause 8.6.2.2 1s invoked with the
luma location (xCb, yCb), the variables cbWidth and
cbHeight inputs, and the output being the luma motion
vector mvL.

When general_merge_{lag|xCb][yCb] 1s equal to O, the
following applies:

1. The vaniable mvd 1s dernived as follows:

LL

mvd[0]=MvdLO[xCh][yCH][0] (8-883)

mvd[1]=MvdLO[xCh][vCh][1] (8-884)

2. The rounding process for motion vectors as specified
in clause 8.5.2.14 1s invoked with mvX set equal to
mvL, rightShift set equal to MvShift+2, and leftShait
set equal to MvShift+2 as inputs and the rounded
mvL as output.

3. The luma motion vector mvL 1s modified as follows:

u[0]=(mvL[0]+mvd[0]+215)%218 (8-885)

mvL[0]1=(u[0]>=2"")2(2[0]-2"%):u[0] (8-886)
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u[1]=(mvL[1]+mvd[1]+2'%)%2!° (8-887)

mvL[1]1=(u[11>=2'2(u[1]1-2"%):u[1]

NOTE 1—The resulting values of mvL[0] and mvL

[1] as specified above will always be 1n the range
of 2'7 to 2'7-1, inclusive.
When IsInSmr{xCb][yCb] 1s false, The updating process for
the history-based motion vector predictor list as specified in
clause 8.6.2.6 1s mvoked with luma motion vector mvL.
The top-left location inside the reference block (xReflL,
yRelfTL) and the bottom-right location 1nside the reference

block (xRefBR, yReiBR) are derived as follows:

(8-888)

(xReflL,yRef TL)=(xCb+(mvL[0]>>4) yCh+(mvL

[1]7>4)) (8-889)

(xRefBR,yRefBR)=(xRefTL+cbWidth—-1,yRefTL+

cbHeight-1) (8-890)

It 1s a requirement of bitstream conformance that the luma
motion vector mvL shall obey the following constraints:

8.6.2.4 Derivation Process for IBC History-Based Motion
Vector Candidates
Inputs to this process are:
a motion vector candidate list mvCandL st,
the number of available motion vector candidates 1n the
l1st numCurrCand.
Outputs to this process are:
the modified motion vector candidate list mvCandList,
[[a vaniable 1sInSmr specitying whether the current cod-
ing unit 1s 1nside a shared merging candidate region,|]
the modified number of motion vector candidates 1n the
l1st numCurrCand.
The vaniables 1sPruned A ; and 1sPrunedB, are set both equal
to FALSE.
The array smrHmvplbcCandlList and the varnable smr-
NumHmvplbcCand are derived as follows:

[[smr]|HmvplbcCandList=[[1sInSmr?HmvpSmrlbc-

CandList:||HmvplbcCandList (8-906)
[[smr] INumHmvplbcCand=[[1sInSmr?NumHmvpSm-
rIbcCand:||NumHmvplbcCand (8-907)

For each candidate in smrHmvplbcCandListfhMvpldx] with
index hMvpldx=1 . . . [[smr]]NumHmvplbcCand, the fol-
lowing ordered steps are repeated until numCurrCand 1s
equal to MaxNumMergeCand:

1. The variable sameMotion 1s derived as follows:

IT all of the following conditions are true for any motion
vector candidate N with N being A, or B1, sameMo-
tion and 1sPrunedN are both set equal to TRU =h
hMvpldx 1s less than or equal to 1.

The candidate [[smr]]HmvplbcCandList[[[smr]]
NumHmvplbcCand hMvpldx] 1s equal to the
motion vector candidate N.

1sPrunedN 1s equal to FALSE.

Otherwise, sameMotion 1s set equal to FALSE.

2. When sameMotion 1s equal to FALSE, the candidate

[[smr]|HmvplbcCandList[[[smr] | NumHmvplIbcCand-

hMvpldx] 1s added to the motion vector candidate list

as follows:

mvCandList[numCurrCand++]|=[[sm#]|HmvpIbcCan-
dList[[[sm7] [NumHmvplbcCand hMvpldx]

5.2 Embodiment #2
Remove checking of spatial merge/ AMVP candidates in
the IBC motion list construction process when block size

(8-908)

10

15

20

25

30

35

40

45

50

55

60

65

48

satisfies certain conditions, such as Width*Height<K. In the
tollowing description, the threshold K can be pre-defined, as
such 16.

7.4.8.2 Coding Tree Unit Semantics

The CTU 1s the root node of the coding tree structure.
[[The array IsInSmr[x][y] specilying whether the sample at
(X, v) 1s located inside a shared merging candidate list

region, 1s 1mtialized as follows for x=0 . . . CtbSizeY-1 and
y=0 ... CtbSi1zeY-1:

IsInSmr[x][v]=FALSE

7.4.8.4 Coding Tree Semantics
[[ When all of the following conditions are true, IsInSmr[x]
[v] 1s set equal to TRUE for x=x0 . . . xO+cbWidth-1 and
y=y0 . yO+cheight 1:
IsInSmr[xO] [vO] 1s equal to FALSE
cbW1dth*chelght/4 1s less than 32
treeType 1s not equal to DUAL_TREE_CHROMA
When IsInSmr[x0][y0] 1s equal to TRUE. the arrays SmrX
[x]lyl, SmrY[x]ly], SmrW(x][y] and SmrH[x][y] are
derived as follows for x=x0 . . . xO+cbWidth-1 and

(7-96)]]

y=y0 . . . yO+cbHeight-1:
SmrX[x][v]=x0 (7-98)
SmrY [x][v]=v0 (7-99)
SmrW[x][v]=cbWidth (7-100)

SmrH[x][v]=cbHeight (7-101)

When all of the following conditions are true, IsInSmr[x][v]

1s set equal to TRUE for x=x0 . . . x0+cbWidth-1 and

y=y0 . . . yO+cbHeight-1:
IsInSmr[x0][y0] 1s equal to FALS.
One of the following conditions 1s true:

(Ll

mtt_split_cu_binaly_flag 1s equal to 1 and
cbWidth*cbHeight/2 1s less than 32
mtt_split_cu_binaly_flag 1s equal to O and

cbWidth*cbHeight/4 1s less than 32
treeType 1s not equal to DUAL_TREE_CHROMA
When IsInSmr[x0][y0] 1s equal to TRUE. the arrays SmrX
[xIlyl, SmrY[x][y], SmrW[x]|[y] and SmrH[x][y] are
dertved as follows for x=x0 . . . x0+cbWidth-1 and

y=y0 . . . yO+cbHeight-1:
SmrX[x][¥]=x0 (7-102)
SmrY [x][v]=y0 (7-103)
SmrW{x][v]=cbWidth (7-104)

SmrH|[x][v]=cbHeight

7.4.8.5 Coding Unit Semantics
[[When all the following conditions are true, the history-
based motion vector predlctor list for the shared merging
candidate list region 1s updated by setting NumHmvpSm-
rIbcCand equal to NumHmvplbcCand, and setting
EmvamrIbcCandLlst[l] equal to HmvplbcCandList[1] for
1=0 . . . NumHmvpIbcCand-1:
IsInSmr[xO] y0] 1s equal to TRUE.
SmrX[x0][y0] 1s equal to x0.
SmrY [x0][y0] 1s equal to y0.]]
The following assignments are made for x=x0 . .
Width-1 and y=y0 . . . yO+cbHeight-1:

(7-105)]]

LL

. XO0+cb-

CbPosX[x][v]=x0 (7-106)

CbPosY[x]|[y]=[0] (7-107)
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CbWidth[x][y]=cbWidth (7-108)

CbHeight[x][v]=cbHeight (7-109)

8.6.2 Denvation Process for Motion Vector Components for
IBC Blocks

8.6.2.1 General

Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth specifying the width of the current
coding block in luma samples,

a variable cbHeight specifying the height of the current
coding block 1n luma samples.

Outputs of this Process are:

the luma motion vector 1n Vis fractional-sample accuracy
mvlL.

The luma motion vector mvL 1s derived as follows:

The derivation process for IBC luma motion vector pre-
diction as specified 1n clause 8.6.2.2 1s invoked with the
luma location (xCb, yCb), the variables cbWidth and
cbHeight inputs, and the output being the luma motion
vector mvL.

When general_merge flag[xCb][yCb] 1s equal to 0, the
tollowing applies:

4. The variable mvd 1s derived as follows:

mvd[0]=MvdLO[xCh][vCh][0] (8-883)

mvd[1]=MvdLO[xCh]|[yCh][1] (8-884)

5. The rounding process for motion vectors as specified 1n
clause 8.5.2.14 1s invoked with mvX set equal to mvL,
rightShift set equal to MvShiit+2, and leftShiit set
equal to MvShift+2 as inputs and the rounded mvL as
output.

6. The luma motion vector mvL 1s modified as follows:

u[0]=(mvL[0]+mvd[0]+2'%)%2"° (8-885)
myL[0]=(u[0]>=21 Y2 (u[0]-21%):1[0] (8-886)
u[1]1=(mvL[1]+mvd[1]+215)%215 (8-887)
myvL[1]=(u[1]>=21 Y2 (u[1]-21%):[1] (8-888)

NOTE 1 The resulting values of mvL[0] and mvL[1] as
specified above will always be in the range of -2'’
to 2'7-1, inclusive.

When smrWidth*smrHeight 1s larger than K, The updating
process for the history-based motion vector predictor list as
specified 1in clause 8.6.2.6 1s invoked with luma motion
vector mvL.

The top-lett location inside the reference block (xReflL,
yRefTL) and the bottom-right location inside the reference

block (xReiBR, yReiBR) are derived as follows:

(xReflL,yRef TL)=(xCb+(mvL[0]>>4) yCb+(mvL

[1]7>4)) (8-889)

(xReiBR,yReIBR)=(xRefTL+cbWidth-1,yRefTL+

cbHeight-1) (8-890)

It 1s a requirement of bitstream conformance that the luma
motion vector mvL shall obey the following constraints:

8.6.2.2 Derivation Process for IBC Luma Motion Vector
Prediction

This process 1s only invoked when CuPredMode[xCb][yCb]
1s equal to MODE_IBC, where (xCb, yCb) specily the
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top-left sample of the current luma coding block relative to
the top-left luma sample of the current picture.
Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth specitying the width of the current
coding block in luma samples,

a variable cbHeight specitying the height of the current
coding block in luma samples.

Outputs of this process are:

the luma motion vectors 1n Vis fractional-sample accuracy
mvlL.

The variables xSmr, ySmr, smrWidth, smrHeight, and smr-
NumHmvplbcCand are derived as follows:

xSmr=[[IsInSmr[xCH][yCH?SmurX[xCh][vCh]: | |xCh (8-895)
ySmr=[[IsInSmr[xChH][yvCh|?7SmrY [xCH][vCh: || vCh (8-896)
smurWidth=[[IsInSmr[xCoH|[yCb]?SmurW [xCh][vCh]:]]

cbWidth (8-897)
smrHeight=[[IsInSmr[xCH]|[vCH]7SmrH[xCb][vCh]:]]

cbHeight (8-898)
smrNumHmvpIbcCand=[[IsInSmr[xCbH][vChH]?

NumHmvpSmrlbcCand:]|[NumHmvplIbcCand (8-899)

The luma motion vector mvL 1s derived by the following
ordered steps:

1. When smrWidth*smrHeight 1s larger than K, The
derivation process for spatial motion vector candidates
from neighbouring coding units as specified 1n clause
8.6.2.3 15 invoked with the luma coding block location
(xCb, yCb) set equal to (xSmr, ySmr), the luma coding,
block width cbWidth, and the luma coding block height
cbHeight set equal to smrWidth and smrHeight as
inputs, and the outputs being the availability tlags
availableFlagA,, availableFlagB, and the motion vec-
tors mvA, and mvB,.

2. When smrWidth*smrHeight 1s larger than K, The
motion vector candidate list, mvCandList, 1s con-
structed as follows:

=0
if(availableFlagA )

mvCandList[i++]=mvA (8-900)

if(availableFlagB,)

mvCandList[i++]=mv5,

3. When smrWidth*smrHeight 1s larger than K, The
variable numCurrCand 1s set equal to the number of
merging candidates 1n the mvCandList.

4. When numCurrCand 1s less than MaxNumMergeCand
and smrNumHmvplbcCand 1s greater than 0, the deri-
vation process ol IBC history-based motion vector
candidates as specified 1n 8.6.2.4 1s mvoked with
mvCandList, 1sInSmr set equal to IsInSmr[xCb][yCb],
and numCurrCand as mputs, and modified mvCandlList
and numCurrCand as outputs.

5. When numCurrCand 1s less than MaxNumMergeCand,
the following applies until numCurrCand 1s equal to
MaxNumMergeCand:

1. mvCandList[numCurrCand][0] 1s set equal to O.
2. mvCandList[numCurrCand][1] 1s set equal to O.
3. numCurrCand 1s increased by 1.
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6. The variable mvIdx 1s derived as follows:

mvldx=general merge flag[xCh|[vCh]|?merge idx

[xCH|[vCh]: mvp_I0_flag[xCh][yCH] (8-901)

7. The following assignments are made:
mvL [0]=mergeCandList[mvIdx][0] (8-902)
mvL[1l]=mergeCandList[mvIdx][1] (8-903)

8.6.2.4 Derivation Process for IBC History-Based Motion
Vector Candidates
Inputs to this process are:
a motion vector candidate list mvCandL st,
the number of available motion vector candidates in the
l1st numCurrCand.
Outputs to this process are:
the modified motion vector candidate list mvCandList,
[[a vaniable 1sInSmr specitying whether the current cod-
ing unit 1s inside a shared merging candidate region,]]
the modified number of motion vector candidates 1n the
l1st numCurrCand.
The variables 1sPrunedA, and 1sPrunedB, are set both equal
to FALSE.
The array smrHmvplbcCandlList and the varnable smr-
NumHmvplbcCand are derived as follows:

[[smr]|HmvplbcCandList=[[1sInSmr?HmvpSmrlbc-

CandList:||HmvplbcCandList (8-906)
smrNumHmvplIbcCand=[[isInSmr?NumHmvpSm-
rIbcCand:||NumHmvplbcCand (8-907)

For each candidate 1n [[smr]]|HmvpIbcCandListfhMvpldx]
with mdex hMvpldx=1 . . . smrNumHmvplbcCand, the
tollowing ordered steps are repeated until numCurrCand 1s
equal to MaxNumMergeCand:

1. The variable sameMotion 1s derived as follows:

If smrWidth*smrHeight 1s larger than K all of the
following conditions are true for any motion vector
candidate N with N being A, or B,, sameMotion and
1sPrunedN are both set equal to TRUE:
hMvpldx 1s less than or equal to 1.
The candidate [[smr]]HmvplbcCandList[[[smr]]

NumHmvplbcCand hMvpldx] 1s equal to the
motion vector candidate N.
1sPrunedN 1s equal to FALSE.

Otherwise, sameMotion 1s set equal to FALSE.

2. When sameMotion 1s equal to FALSE, the candidate

[[smr]|HmvpIbcCandList[smrNumHmvplbcCand

hMvpldx] 1s added to the motion vector candidate list

as follows:

mvCandList[numCurrCand++]=[[sm#]||HmvplbcCan-
dList[[[smr] [ NumHmvplIbcCand hMvpldx]

5.3 Embodiment #3
Remove checking of spatial merge/AMVP candidates in
the IBC motion list construction process when block size
satisfies certain conditions, such as current block 1s under the
shared node, and no update of HMVP tables.
8.6.2.2 Denvation Process for IBC Luma Motion Vector
Prediction
This process 1s only invoked when CuPredMode[xChb yCb]
1s equal to MODE_IBC, where (xCb, yCb) specily the
top-left sample of the current luma coding block relative to
the top-left luma sample of the current picture.
Inputs to this process are:
a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

(8-908)
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a variable cbWidth specilying the width of the current
coding block 1n luma samples,
a variable cbHeight speciiying the height of the current
coding block 1n luma samples.
Outputs of this process are:
the luma motion vectors 1n Vis fractional-sample accuracy
mvL.
The vaniables xSmr, ySmr, smrWidth, smrHeight, and smr-
NumHmvplbcCand are derived as follows:

xSmr=[[IsInSmr[xCH][yCH?SmurX[xCh][vCh]: | |xCh (8-895)
ySmr=[[IsInSmr[xChH][yCh?7SmrY [xCH][vCh:||yvCh (8-896)
smrWidth=[[IsInSmr[xCo|[yCb]?SmurW [xCh][vCh]:]]

cbWidth (8-897)
smrHeight=[[IsInSmr[xCH][vCH]?SmrH[xCh][vChH]:]]

cbHeight (8-898)
smrNumHmvplbcCand=[[IsInSmr[xChH][vChH]?

NumHmvpSmrlbcCand:]|[NumHmvplIbcCand (8-899)

The luma motion vector mvL 1s derived by the following
ordered steps:

1. When IsInSmr[xCb][yCb] 1s false, The derivation pro-
cess for spatial motion vector candidates from neigh-
boring coding units as specified 1n clause 8.6.2.3 1s
invoked with the luma coding block location (xCb,
yCb) set equal to (xSmr, ySmr), the luma coding block
width cbWidth, and the luma coding block height
cbHeight set equal to smrWidth and smrHeight as
inputs, and the outputs being the availability flags
availableFlagA |, availableFlagB, and the motion vec-
tors mvA, and mvB,.

2. When IsInSmr[xCb][yCb] 1s false, The motion vector

candidate list, mvCandlList, 1s constructed as follows:

=0
if(availableFlagA )

mvCandList[i++]=mv4 (8-900)

if(availableFlagB,)

mvCandList[i++]=mv5,

3. When IsInSmr[xCb][yCb] 1s false, The variable num-
CurrCand 1s set equal to the number of merging can-
didates 1n the mvCandList.

4. When numCurrCand 1s less than MaxNumMergeCand
and smrNumHmvplbcCand 1s greater than 0, the deri-
vation process ol IBC history-based motion vector
candidates as specified 1n 8.6.2.4 1s mvoked with
mvCandList, 1sInSmr set equal to IsInSmr[xCb][yCb],
and numCurrCand as mputs, and modified mvCandlList
and numCurrCand as outputs.

5. When numCurrCand 1s less than MaxNumMergeCand,
the following applies until numCurrCand 1s equal to
MaxNumMergeCand:
1. mvCandList[numCurrCand][0] 1s set equal to O.
2. mvCandList[numCurrCand][1] 1s set equal to 0.
3. numCurrCand 1s increased by 1.

6. The variable mvIdx 1s derived as follows:

mvldx=general merge flag[xCh]|[vCh]|?merge idx

[xCH][yCh]|: myvp_{0_fag[xCh|[vCb] (8-901)
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7. The following assignments are made:

mvL[0]=mergeCandList[mvIdx][0] (8-902)

mvL[l]=mergeCandListfmvIdx][1]

8.6.2.4 Derivation Process for IBC History-Based Motion
Vector Candidates
Inputs to this process are:
a motion vector candidate list mvCandList,
the number of available motion vector candidates 1n the
l1st numCurrCand.
Outputs to this process are:
the modified motion vector candidate list mvCandList,
[[a vanable 1sInSmr specilying whether the current cod-
ing unit 1s 1nside a shared merging candidate region,|]
the modified number of motion vector candidates 1n the
l1ist numCurrCand.
The vaniables 1sPruned A, and isPrunedB, are set both equal
to FALSE.
The array smrHmvplbcCandList and the varnable smr-
NumHmvplbcCand are derived as follows:

(8-903)

[[smr]|HmvplbcCandList=[[1sInSmr?HmvpSmrlbc-

CandList: | |[HmvplbcCandList (8-906)
[[smr] INumHmvplbcCand=[[1sInSmr?NumHmvpSm-
rIbcCand:||NumHmvplbcCand (8-907)

For each candidate 1n [[smr]]|HmvpIbcCandListfhMvpldx]
with index hMvpldx=1 . . . [[smr||NumHmvpIbcCand, the
following ordered steps are repeated until numCurrCand 1s
equal to MaxNumMergeCand:

3. The variable sameMotion 1s derived as follows:

If 1sInSmr 15 false and all of the following conditions
are true for any motion vector candidate N with N
being A, or B1, sameMotion and 1sPrunedN are both
set equal to TRU*'
hMvpldx 1s less than or equal to 1.

The candidate |[[smr]]HmvplbcCandList|[smr]]
NumHmvplbcCand hMvpldx] 1s equal to the
motion vector candidate N.

1sPrunedN 1s equal to FALSE.

Otherwise, sameMotion 1s set equal to FALSE.

4. When sameMotion 1s equal to FALSE, the candidate
[[smr]|HmvpIbcCandList[[[smr] | NumHmvplIbcCand
hMvpldx] 1s added to the motion vector candidate list
as follows: mvCandListfnumCurrCand++|=[[smr]]

HmvplbcCandList|[[smr][NumHmvplIbcCand
hMvpldx] (8-908)

8.6.2 Dernivation Process for Motion Vector Components for
IBC Blocks

8.6.2.1 General

Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth specitying the width of the current
coding block 1n luma samples,

a variable cbHeight specifying the height of the current
coding block 1n luma samples.

Outputs of this process are:

the luma motion vector 1n Vis fractional-sample accuracy
mvlL.

The luma motion vector mvL 1s derived as follows:

The derivation process for IBC luma motion vector pre-
diction as specified 1n clause 8.6.2.2 1s invoked with the
luma location (xCb, yCb), the variables cbWidth and
cbHeight inputs, and the output being the luma motion
vector mvL.
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When general_merge flag|xCb][yCb] 1s equal to O, the
following applies:
7. The vanable mvd 1s denived as follows:

mvd[0]=MvdLO[xCh][yCH][0] (8-883)

mvd[11=MvdLO[xCh][yCh][1] (8-884)

8. The rounding process for motion vectors as specified
in clause 8.5.2.14 1s mnvoked with mvX set equal to
mvL, rightShift set equal to MvShift+2, and leftShift
set equal to MvShift+2 as inputs and the rounded
mvL as output.

9. The luma motion vector mvL 1s modified as follows:

u[0]=(mvL[0]+mvd[0]+2'%)%%2!° (8-885)
mvL[0]1=([0]>=2" )22 [0]-2"%):u[0] (8-886)
u[11=(mvL[1]+mvd[1]+218)%218 (8-887)
myvL[1]=(u[1]>=21 Y2 (u[1]-2'%):u[1] (8-888)

NOTE 1 The resulting values of mvL[0] and mvL[1]
as specilied above will always be 1n the range of
217 to 2'7-1, inclusive.
When IsInSmr{xCb][yCb] 1s false, The updating process for
the history-based motion vector predictor list as specified in
clause 8.6.2.6 1s mvoked with luma motion vector mvL.
The top-left location iside the reference block (xReflL,
yRelfTL) and the bottom-right location inside the reference

block (xRefBR, yReiBR) are derived as follows:

(XxReflL,yRefTL)=(xCb+(mvL[0]>>4) yCh+(mvL

[1]7>4)) (8-889)

(xRefBR,yRefBR)=(xRefTL+cbWidth—-1,yRefTL+

cbHeight—1) (8-890)

It 1s a requirement of bitstream conformance that the luma
motion vector mvL shall obey the following constraints:

5.4 Embodiment #4

Remove checking of spatial merge/AMVP candidates 1n
the IBC motion list construction process when block size
satisfies certain conditions, such as Width*Height<=K or
Width=N, Height=4 and leit neighboring block 1s 4x4 and
coded i IBC mode or Width=4, Height=N and above
neighboring block 1s 4x4 and coded 1 IBC mode, and no
update of HMVP tables. In the following description, the
threshold K can be pre-defined, as such 16, N can be
pre-defined, as such 8.
7.4.9.2 Codlng Tree Unit Semantics
The CTU 1s the root node of the coding tree structure.
The array IsAvailable[cldx][x][y] specilying whether the
sample at (X, y) 1s available for use in the derivation process
for neighbouring block availability as specified 1n clause

6.4.4 1s mtialized as follows for cldx=0 ... 2, x=0 . ..
CtbSizeY-1, and y=0 . . . CtbS1zeY-1:
IsAvailable[cldx][x][v]=FALSE (7-123)

[[The array IsInSmr[x][y] specilying whether the sample at
(X, v) 1s located inside a shared merging candidate list

region, 1s 1nitialized as follows for x=0 . . . CtbS1zeY-1 and
y=0 ... CthSizeY-1:

IsInSmr[x][v]=FALSE

7.4.9.4 Coding Tree Semantics

[[ When all of the following conditions are true, IsInSmr[x]
[v] 1s set equal to TRUE for x=x0 . . . xO+cbWidth-1 and
y=y0 . . . yO+cbHeight-1:

(7-124)]]
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IsInSmr[x0][v0] 1s equal to FALSE

cbWidth*cbHeight/4 1s less than 32

treeType 1s not equal to DUAL_TREE_CHROMA
When IsInSmr[x0][y0] 1s equal to TRUE. the arrays SmrX
[xIlyl, SmrY[x][y], SmrW[x]|[y] and SmrH[x|[y] are
dertved as follows for x=x0 . . . x0+cbWidth-1 and
y=y0 . . . yO+cbHeight-1:

SmrX[x][v]=x0 (7-126)
SmrY [x][v]=y0 (7-127)
SmrW/x][y]=cbWidth (7-128)

SmrH[x][v]=cbHeight (7-129)]]

8.6.2 Dernvation Process for Block Vector Components for
IBC Blocks

8.6.2.1 General
Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-lett luma
sample of the current picture,

a variable cbWidth specifying the width of the current
coding block in luma samples,

a variable cbHeight specifying the height of the current
coding block in luma samples.

Outputs of this process are:

the luma block vector 1n s fractional-sample accuracy
bvL.

The luma block vector mvL 1s derived as follows:

The derivation process for IBC luma block vector pre-
diction as specified 1n clause 8.6.2.2 1s invoked with the
luma location (xCb, yCb), the variables cbWidth and
cbHeight inputs, and the output being the luma block
vector bvL.

When general_merge flag[xCb][yCb] 1s equal to 0, the
following applies:

1. The varniable bvd 1s derived as follows:

bvd[01=MvdLO[xCh][yCh][0] (8-900)

bvd[11=MvdLO[xCh][yCh][1] (8-901)

2. The rounding process for motion vectors as specified
in clause 8.5.2.14 1s invoked with mvX set equal to
bvL, rightShiit set equal to AmvrShift, and leftShait
set equal to AmvrShift as inputs and the rounded bvL
as output.

3. The luma block vector bvL 1s modified as follows:

u[0]=(bvL[0]+bvd[0]+218)%62!8 (8-902)
byL[01=(u[0]>=21")2([0]-21%):2¢[ O] (8-903)
u[11=(BVvL[1]+bvd[1]+215)%218 (8-904)
ByvL[11=(u[11>=2 ) 2(u[1]-21%): u[1] (8-905)

NOTE 1—The resulting values ot bvL[0] and bvL[1]
as specified above will always be 1n the range of
217 to 2'7-1, inclusive.
The vaniable IslgrBlk is set to (cbWidthxcbHeight 1s greater
than K?true: false).
If IsLgrBlk 1s true, when CbWidth i1s equal to N and
CbHeight 1s equal to 4 and the left neighboring block 1s 4x4
and coded 1in IBC mode, IsLgrBlk is set to false.
If IsLgrBlk 1s true, when CbWidth 1s equal to 4 and
CbHeight 1s equal to N and the above neighboring block 1s
4x4 and coded 1n IBC mode, IsLgrBlk 1s set to false.

(or alternatively:
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The vanable IslgrBlk 1s set to (cbWidthxcbHeight 1s greater
than K?true: false).

If IsLgrBlk 1s true, when CbWidth i1s equal to N and
CbHeight 1s equal to 4 and the left neighboring block 1s 4x4
and coded in IBC mode, IsLgrBlk is set to false.

It IsLgrBlk 1s true, when CbWidth 1s equal to 4 and
CbHeight 1s equal to N and the above neighboring block 1s
available, and 1t 1s 4x4 and coded 1n IBC mode, IsLgrBlk is
set to false.)

When IsLgrBlk 1s true [[IsInSmr[xCb][yCb] 1s equal to
false]], the updating process for the history-based block
vector predictor list as specified 1n clause 8.6.2.6 1s invoked
with luma block vector bvL.

It 1s a requirement of bitstream conformance that the luma
block vector bvL shall obey the following constraints:

CtbSizeY i1s greater than or equal to ((yCb+(bvL[1]>>4))
& (CtbSizeY-1))+cbHeight.

IbcVirBuf[0][(x+(bvL[0]>>4)) & (IbcVirBufWidth-1)]
[(y+(bvL[1]>>4)) & (CtbS1zeY-1)] shall not be equal
to 1 for x=xCb . . . xCb+cbWidth-1 and y=yCb . . .
yCb+cbHeight-1.

8.6.2.2 Denvation Process for IBC Luma Block Vector
Prediction

This process 1s only mmvoked when CuPredMode[O][xCb]
[yChb] 1s equal to MODE_IBC, where (xCb, yCb) specity the
top-left sample of the current luma coding block relative to
the top-left luma sample of the current picture.

Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth speciiying the width of the current
coding block in luma samples,

a variable cbHeight speciiying the height of the current
coding block in luma samples.

Outputs of this process are:

the luma block vector 1n Vis fractional-sample accuracy
bvL.

[[The variables xSmr, ySmr, smrWidth, and smrHeight are
derived as follows:

xSmr=IsInSmr[xCh|[yCh]?7SmiX [xCH]|[yvCh]: xCh (8-906)
ySmr=IsInSmr[xCh|[yCbh]?7SmrY [xCh|[vCbh]: yCbh (8-907)
smrWidth=IsInSmr[xCh|[vCh]?7SmrW[xCh][vCh]:

cbWidth (8-908)
smrHeight=IsInSmr[xCo][yCh|7SmrH[xChH][vCb]:

cbHeight (8-909)]]

The vaniable IslgrBlk 1s set to (cbWidthxcbHeight 1s greater
than K?true: false).

It IsLgrBlk 1s true, when CbWidth i1s equal to N and
CbHeight 1s equal to 4 and the left neighboring block 1s 4x4
and coded 1n IBC mode, IsLgrBlk 1s set to false.

It IsLgrBlk 1s true, when CbWidth 1s equal to 4 and
CbHeight 1s equal to N and the above neighboring block 1s
4x4 and coded m IBC mode, IsLgrBlk 1s set to false.

(or alternatively:

The vaniable IslgrBlk 1s set to (cbWidthxcbHeight 1s greater
than K?true: false).

It IsLgrBlk 1s true, when CbWidth i1s equal to N and
CbHeight 1s equal to 4 and the left neighboring block 1s 4x4
and coded in IBC mode, IsLgrBlk is set to false.

It IsLgrBlk 1s true, when CbWidth 1s equal to 4 and
CbHeight 1s equal to N and the above neighboring block 1s
available, and 1t 1s 4x4 and coded 1n IBC mode, IsLgrBlk is

set to false.)
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The luma block vector bvL 1s derived by the following
ordered steps:

1. When IslgrBlk i1s true, The derivation process for

spatial block vector candidates from neighbouring cod-

ing units as specified in clause 8.6.2.3 1s mnvoked with

the luma coding block location (xCb, yCb) set equal to
(xCb, yCb [[xSmr, ySmr]]), the luma coding block

width cbWidth, and the luma coding block height
cbHeight set equal to [[smr]]CbWidth and [[smr]]
CbHeight as inputs, and the outputs being the avail-
ability flags availableFlagA ,, availableFlagB, and the
block vectors bvA, and bvB,.

2. When IslgrBlk 1s true, The block vector candidate list,
bvCandList, 1s constructed as follows:

=0
if(availableFlagA )

bvCandList[i++]=bvA4 (8-910)

if(availableFlagB,)

bvCandList[i++]=bvB,

3. When IslgrBlk 1s true, The variable numCurrCand 1s set
equal to the number of merging candidates in the
bvCandList.

4. When numCurrCand 1s less than MaxNumlbcMerge-
Cand and NumHmvplbcCand 1s greater than 0, the
derivation process of IBC history-based block vector
candidates as specified 1 8.6.2.4 1s mvoked with
bvCandList, and IsLgrBlk, and numCurrCand as
inputs, and modified bvCandList and numCurrCand as
outputs.

5. When numCurrCand 1s less than MaxNumlbcMerge-

Cand, the following applies until numCurrCand 1is
equal to MaxNumlIbcMergeCand:
1. bvCandList[numCurrCand][0] 1s set equal to O.
2. bvCandList[numCurrCand][1] 1s set equal to O.
3. numCurrCand 1s increased by 1.

6. The variable bvldx 1s derived as follows:

bvldx=general merge flag[xCh][yCh]|7merge_idx

[xCH|[vCh]: mvp_I0_flag[xCh][yCH] (8-911)

7. The following assignments are made:

bvL[0]=bvCandList[mvIdx][0] (8-912)

bvL[1]=bvCandList[mvIdx][1]

8.6.2.3 Derivation Process for IBC Spatial Block Vector
Candidates
Inputs to this process are:

a luma location (xCb, yCb) of the top-leit sample of the
current luma coding block relative to the top-lett luma
sample of the current picture,

a variable cbWidth specifying the width of the current
coding block in luma samples,

a variable cbHeight specifying the height of the current
coding block in luma samples.

Outputs of this process are as follows:

the availability flags availableFlagA |, and availableFlagB,
of the neighbouring coding units,

the block vectors in Vis fractional-sample accuracy bvA |,
and bvB, of the neighbouring coding units,

(8-913)

10

15

20

25

30

35

40

45

50

55

60

65

58

For the derivation of availableFlagA, and mvA, the follow-
ing applies:

The luma location (xNbA,, yNbA ) mnside the neighbour-
ing luma coding block 1s set equal to (xCb-1, yCb+
cbHeight-1).

The derivation process for neighbouring block availabil-
ity as specified in clause 6.4.4 1s mvoked with the
current luma location (xCurr, yCurr) set equal to (xCb,
yCb), the neighbouring luma Ilocation (xNbA,,
yNbA,), checkPredModeY set equal to TRUE, and
cldx set equal to O as 1nputs, and the output 1s assigned
to the block availability flag availableA,.

The variables availableFlagA, and bvA, are derived as
follows:

If availableA; 1s equal to FALSE, availableFlagA, 1s

set equal to 0 and both components of bvA, are set
equal to 0.

Otherwise, availableFlagA, 1s set equal to 1 and the
following assignments are made:

bvA ,=MvLO[xNbA,|[yNbA, ] (8-914)

For the dertvation of availableFlagB, and bvB, the follow-
ing applies:
The luma location (xNbB,, yNbB, ) inside the neighbour-

ing luma coding block 1s set equal to (xCb+cbWidth-1,

yCb-1).

The derivation process for neighbouring block availabil-
ity as specified 1n clause 6.4.4 1s mvoked with the
current luma location (xCurr, yCurr) set equal to (xCb,
y(Cb), the neighbouring luma location (xXNbB,, yNbB, ),
checkPredModeY set equal to TRUE, and cldx set
equal to 0 as inputs, and the output 1s assigned to the
block availability flag availableB,;.

The variables availableFlagB, and bvB, are derived as
follows:

If one or more of the following conditions are true,
availableFlagB, 1s set equal to O and both compo-
nents of bvB, are set equal to O:
availableB, 1s equal to FALSE.
availableA, 1s equal to TRUE and the luma locations

(xXNbA,, yNbA,) and (xXNbB,, yNbB,) have the
same block vectors.

Otherwise, availableFlagB, 1s set equal to 1 and the
following assignments are made:

bvB=MvLO[xNbB,][yNbB,]

8.6.2.4 Denvation Process for IBC History-Based Block
Vector Candidates
Inputs to this process are:
a block vector candidate list bvCandl 1st,
[[a variable 1sInSmr specitying whether the current cod-
ing unit 1s mside a shared merging candidate region,]]
a variable to indicate non-small block IslgrBIk,
the number of available block vector candidates in the list
numCurrCand.
Outputs to this process are:
the modified block vector candidate list bvCandlList,
the modified number of motion vector candidates in the
l1st numCurrCand.

The vanables 1sPrunedA, and i1sPrunedB, are set both equal
to FALSE.

For each candidate in [[smr]]HmvplbcCandListthMvpldx]
with index hMvpldx=1. [[smr]|[NumHmvplbcCand, the fol-
lowing ordered steps are repeated until numCurrCand 1s
equal to MaxNumlIbcMergeCand:

(8-915)
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1. The variable sameMotion 1s derived as follows:

If IsLgrBlk 1s ture and all of the following conditions
are true for any block vector candidate N with N
being A, or Bl, sameMotion and 1sPrunedN are both
set equal to TRU*
hMvpldx 1s less than or equal to 1.

The candidate HmvplbcCandListfNumHmvplbc-
Cand hMvpldx] 1s equal to the block vector can-
didate N.
1sPrunedN 1s equal to FALSE.
Otherwise, sameMotion 1s set equal to FALSE.
2. When sameMotion 1s equal to FALSE, the candidate

HmvplbcCandListf NumHmvplbcCand hMvpldx] 1s
added to the block vector candidate list as follows:

bvCandList[numCurrCand++|=HmvplbcCandList
NumHmvplbcCand hMvpldx]

5.5 Embodiment #5

Remove checking of spatial merge/ AMVP candidates in
the IBC motion list construction process and remove updat-
ing of HMVP tables when block size satisfies certain con-

ditions, such as Width=N, Height=4 and leit neighboring

block 1s 4x4 and coded 1n IBC mode or Width=4, Height=N
and above neighboring block 1s 4x4 and coded 1n IBC mode.
In the following description, N can be pre-defined, as such
4 or 8.

7.4.9.2 Codmg Tree Unit Semantics

The CTU 1s the root node of the coding tree structure.

The array IsAvailable[cldx][x][y] specilying whether the
sample at (x, y) 1s available for use in the derivation process
for neighbouring block availability as specified in clause

(8-916)

6.4.4 1s initialized as follows for cldx=0 . .. 2, x=0 . . .
CtbSizeY-1, and y=0 . . . CtbS1zeY-1:
IsAvailable[cldx][x][v]=FALSE (7-123)

[[The array IsInSmr|[x][y] specifying whether the sample at
(X, v) 1s located inside a shared merging candidate list

region, 1s 1nitialized as follows for x=0 . . . CtbS1zeY-1 and
y=0 ... CtbSizeY-1:

IsInSmr[x][y]=FALSE

7.4.9.4 Coding Tree Semantics
[[When all of the following conditions are true, IsInSmr[x]
[v] 1s set equal to TRUE for x=x0 . . . xO+cbWidth-1 and
y=y0 . yO+cheigh‘[ 1:
IsInSmr[xO] [v0] 1s equal to FALSE
cbW1dth*chelght/4 1s less than 32
treeType 1s not equal to DUAL_TREE_CHROMA
When IsInSmr[x0][y0] 1s equal to TRUE. the arrays SmrX

(7-124)]]

[xX][y], SmrY[x][y], SmrW[x]|[y] and SmrH[x][y] are
derived as follows for x—=x0 . . . xO0+cbWidth-1 and
y=y0 . . . yO+cbHeight-1:
SmrX[x][v]=x0 (7-126)
SmrY[x][v]=0 (7-127)
SmrWx][v]=cbWidth (7-128)
SmrH[x][v]=cbHeight (7-129)]]

8.6.2 Dernivation Process for Block Vector Components for
IBC Blocks
8.6.2.1 General
Inputs to this process are:
a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,
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a variable cbWidth specilying the width of the current
coding block 1n luma samples,

a variable cbHeight speciiying the height of the current
coding block 1n luma samples.

Outputs of this process are:

the luma block vector 1n Vis fractional-sample accuracy
bvL.

The luma block vector mvL 1s derived as follows:

The dernivation process for IBC luma block vector pre-
diction as specified 1n clause 8.6.2.2 1s invoked with the
luma location (xCb, yCb), the variables cbWidth and
cbHeight inputs, and the output being the luma block
vector bvL.

When general_merge flag|xCb][yCb] 1s equal to O, the
following applies:

1. The varnable bvd 1s dertved as follows:

bvd[01=MvdLO[xCh][yCh][0] (8-900)

bvd[11=MvdLO[xCh][vCh][1] (8-901)

2. The rounding process for motion vectors as specified

in clause 8.5.2.14 1s invoked with mvX set equal to
bvL, rightShift set equal to AmvrShift, and leftShatt

set equal to AmvrShift as inputs and the rounded bvL
as output.
3. The luma block vector bvL 1s modified as follows:

u[0]=(bvL[0]+bvd[0]+215)% 215 (8-902)
bvL[0]=(u[0>=2""Y2(u[0]2"%): u[0] (8-903)
u[11=(BvL[1]+bvd[1]+215)%6218 (8-904)
bYL[1]=(u[11>=2""Y2([1]2"8): u[1’ (8-905)

NOTE 1—The resulting values of bvL[0] and bvL[1]

as specified above will always be in the range of 2"’
to 2'7-1, inclusive.
The vaniable IslgrBlk 1s set to true, when one of following

conditions 1s true.
When CbWidth 1s equal to N and CbHeight 1s equal to 4

and the left neighboring block 1s 4x4 and coded 1n IBC
mode.
When CbWidth 1s equal to 4 and CbHeight 1s equal to N
and the above neighboring block 1s 4x4 and coded 1n
IBC mode.
Otherwise, IsLgrBlk 1s set to false.
(or alternatively:
The vanable IslgrBlk 1s set to (CbWidth*CbHeight>16 ?
true: false), and the following are further checked:
It IsLgrBlk 1s true, when CbWidth i1s equal to N and
CbHeight 1s equal to 4 and the left neighboring block 1s 4x4
and coded in IBC mode, IsLgrBlk i1s set to false.
It IsLgrBlk 1s true, when CbWidth 1s equal to 4 and
CbHeight 1s equal to N and the above neighboring block 1s
4x4 and coded m IBC mode, IsLgrBlk 1s set to false.)
When IsLgrBlk 1s true[[IsInSmr[xCb][yCb] 1s equal to
false]], the updating process for the history-based block
vector predictor list as specified in clause 8.6.2.6 1s invoked
with luma block vector bvL.
It 1s a requirement of bitstream conformance that the luma
block vector bvL shall obey the following constraints:
CtbSizeY 1s greater than or equal to ((yCb+(bvL[1]>>4))
& (CtbSizeY-1))+cbHeight.
IbcVirBuf][O][(x+(bVvL[0]>>4)) & (IbcVirBufWidth-1)]
[(y+(bvL[1]>>4)) & (CtbS1zeY-1)] shall not be equal
to 1 for x=xCb . . . xCb+cbWidth-1 and y=yCb . . .
yCb+cbHeight-1.
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8.6.2.2 Denvation Process for IBC Luma Block Vector
Prediction

This process 1s only invoked when CuPredMode[0][xCb]
[yCb] 1s equal to MODE_IBC, where (xCb, yCb) specily the
top-left sample of the current luma coding block relative to
the top-left luma sample of the current picture.

Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth specifying the width of the current
coding block in luma samples,

a variable cbHeight specifying the height of the current
coding block 1n luma samples.

Outputs of this process are:

the luma block vector 1n s fractional-sample accuracy
bvL.

[[The vaniables xSmr, ySmr, smrWidth, and smrHeight are
derived as follows:

xSmr=IsInSmr[xCh][vCh]?7SmrX[xCh]|[vCh]: xCbh (8-906)
ySmr=IsInSmr[xCh|[vCh]?7SmrY [xCh|[vCh]: vCbh (8-907)
smrWidth=IsInSmr[xCh|[vCH]7SmrW [xChb|[v(Ch]:

cbWidth (8-908)
smrHeight=IsInSmr[xCh]|[vCh|?7SmrH[xChH][vCh]:

cbHeight (8-909)]]

The vanable IslgrBlk 1s set to true, when one of following
conditions 1s true.

When CbWidth 1s equal to N and CbHeight 1s equal to 4
and the left neighboring block 1s 4x4 and coded i IBC
mode.

When CbWidth 1s equal to 4 and CbHeight 1s equal to N
and the above neighboring block 1s 4x4 and coded 1n
IBC mode.

Otherwise, IsLgrBlk 1s set to false.

(or alternatively:

The vanable IslgrBlk 1s set to (CbWidth*CbHeight>16 ?
true: false), and the following are further checked:

If IsLgrBlk 1s true, when CbWidth 1s equal to N and
CbHeight 1s equal to 4 and the left neighboring block 1s 4x4
and coded 1n IBC mode, IsLgrBIk 1s set to false.

If IsLgrBlk i1s true, when CbWidth 1s equal to 4 and
CbHeight 1s equal to N and the above neighboring block 1s
4x4 and coded 1n IBC mode, IsLgrBlk 1s set to false.)
The luma block vector bvL 1s derived by the following
ordered steps:

1. When IslgrBlk i1s true, The derivation process for
spatial block vector candidates from neighbouring cod-
ing units as specified in clause 8.6.2.3 1s mvoked with

the luma coding block location (xCb, yCb) set equal to
(xCb, yCb|[[xSmr, ySmr]]), the luma coding block

width cbWidth, and the luma coding block height
cbHeight set equal to [[smr]][CbWidth and [[smr]]
CbHeight as inputs, and the outputs being the avail-
ability tlags availableFlagA ,, availableFlagB, and the
block vectors bvA, and bvB,.

2. When IslgrBlk 1s true, The block vector candidate list,
bvCandList, 1s constructed as follows:

1=0

if(availableFlagA )

bvCandList[i++]=bvA4 (8-910)
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if(availableFlagB,)

bvCandList[i++]=bvE,

3. When IslgrBlk 1s true, The variable numCurrCand 1s set
equal to the number of merging candidates in the
bvCandList.

4. When numCurrCand 1s less than MaxNumlbcMerge-
Cand and NumHmvplbcCand 1s greater than 0, the
derivation process of IBC history-based block vector
candidates as specified 1 8.6.2.4 1s mvoked with
bvCandList, and IsLgrBlk, and numCurrCand as
inputs, and modified bvCandList and numCurrCand as
outputs.

5. When numCurrCand 1s less than MaxNumlbcMerge-
Cand, the following applies until numCurrCand 1is
equal to MaxNumlbcMergeCand:
1. bvCandList[numCurrCand][0] 1s set equal to O.
2. bvCandList[numCurrCand][1] 1s set equal to O.
3. numCurrCand 1s increased by 1.

6. The variable bvldx 1s derived as follows:

bvldx=general_merge flag[xChH|[vCh]?merge idx

[xCH][vCh]: mvp_I0_flag[xCh]|[vCh] (8-911)

7. The following assignments are made:

bvL[0]=bvCandList[mvIdx][O] (8-912)

bvL[1]=bvCandList[mvIdx][1]

8.6.2.3 Derivation Process for IBC Spatial Block Vector
Candidates
Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-lett luma
sample of the current picture,

a variable cbWidth speciiying the width of the current
coding block in luma samples,

a variable cbHeight speciiying the height of the current
coding block in luma samples.

Outputs of this process are as follows:

the availability flags availableFlagA , and availableFlagB,
of the neighbouring coding units,

the block vectors 1n Vis fractional-sample accuracy bvA,,
and bvB, of the neighbouring coding units,

For the derivation of availableFlagA, and mvA, the follow-
ing applies:

The luma location (xXNbA ,, yNbA,, ) inside the neighbour-
ing luma coding block 1s set equal to (xXCb-1, yCb+
cbHeight-1).

The derivation process for neighbouring block availabil-
ity as specified in clause 6.4.4 1s mvoked with the
current luma location (xCurr, yCurr) set equal to (xCb,
yCb), the neighbouring luma Ilocation (xINbA,,
yNbA,), checkPredModeY set equal to TRUE, and
cldx set equal to O as 1nputs, and the output 1s assigned
to the block availability tlag availableA,.

The variables availableFlagA, and bvA, are derived as
follows:

If availableA; 1s equal to FALSE, availableFlagA, 1s
set equal to O and both components of bvA, are set
equal to O.

Otherwise, availableFlagA, 1s set equal to 1 and the
following assignments are made:

bvA (=MvLO[XNbA ][yNbA,]

(8-913)

(8-914)

For the derivation of availableFlagB, and bvB, the follow-

ing applies:
The luma location (xNbB,, yNbB, ) mside the neighbour-
ing luma coding block 1s set equal to (xCb+cbWidth-1,

yCb 1).
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The derivation process for neighbouring block availabil-
ity as specified 1n clause 6.4.4 1s mvoked with the
current luma location (xCurr, yCurr) set equal to (xCb,
yCb), the neighbouring luma location (xXNbB,, yNbB, ),
checkPredModeY set equal to TRUE, and cldx set
equal to 0 as inputs, and the output 1s assigned to the
block availability flag availableB;.

The variables availableFlagB, and bvB, are derived as
follows:

If one or more of the following conditions are true,
availableFlagB, 1s set equal to 0 and both compo-
nents of bvB, are set equal to O:
availableB, 1s equal to FALSE.
availableA , 1s equal to TRUE and the luma locations

(xNbA,, yNbA,) and (xXNbB,, yNbB,) have the
same block vectors.

Otherwise, availableFlagB, 1s set equal to 1 and the
following assignments are made:

bvB,=MvLO[xNbB,|[yNbB, ]

8.6.2.4 Dernivation Process for IBC History-Based Block
Vector Candidates
Inputs to this process are:
a block vector candidate list bvCandL ist,
[[a variable 1sInSmr specilying whether the current cod-
ing unit 1s inside a shared merging candidate region,]]
a variable to indicate non-small block IslgrBIk,
the number of available block vector candidates in the list
numCurrCand.
Outputs to this process are:
the modified block vector candidate list bvCandL ist,
the modified number of motion vector candidates 1n the
l1st numCurrCand.
The variables 1sPruned A, and 1sPrunedB, are set both equal
to FALSE.
For each candidate in [[smr]]HmvplbcCandListfhMvpldx]
with index hMvpldx=1. [[smr] |]NumHmvplbcCand, the fol-
lowing ordered steps are repeated until numCurrCand 1s
equal to MaxNumlIbcMergeCand:
1. The variable sameMotion 1s derived as follows:
If IsLgrBlk 1s ture and all of the following conditions
are true for any block vector candidate N with N
being A, or B1, sameMotion and 1sPrunedN are both
set equal to TRU*'
hMvpldx 1s less than or equal to 1.
The candidate HmvplbcCandListfNumHmvplIbc-
Cand hMvpldx] 1s equal to the block vector can-
didate N.
1sPrunedN 1s equal to FALSE.
Otherwise, sameMotion 1s set equal to FALSE.
2. When sameMotion 1s equal to FALSE, the candidate
HmvplbcCandListf NumHmvplbcCand hMvpldx] 1s

added to the block vector candidate list as follows:

(8-915)

bvCandList[numCurrCand++]=HmvplbcCandList
[NumHmvplIbcCand hMvpldx]

5.6 Embodiment #6

Remove checking of spatial merge/AMVP candidates in
the IBC motion list construction process and remove updat-
ing of HMVP tables when block size satisfies certain con-
ditions, such as Width*Height<=K and left or above neigh-
boring block 1s 4x4 and coded 1n IBC mode. In the following
description, the threshold K can be pre-defined, as such 16
or 32.
7.4.9.2 Codmg Tree Unit Semantics
The CTU 1s the root node of the coding tree structure.
The array IsAvailable[cldx][x][y] specilying whether the
sample at (x, y) 1s available for use in the derivation process

(8-916)
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for neighbouring block availability as specified 1n clause

6.4.4 1s imtialized as follows for cldx=0 . .. 2, x=0 . . .
CtbSizeY-1, and y=0 . . . CtbS1zeY-1:
IsAvailable[cldx][x][v]=FALSE (7-123)

[[The array IsInSmr[x][y] specilying whether the sample at
(X, v) 1s located inside a shared merging candidate list

region, 1s 1mtialized as follows for x=0 . . . CtbSizeY-1 and
y=0 ... CtbSi1zeY-1:

IsInSmr[x][y]=FALSE

(7-124)]]

7.4.9.4 Coding tree semantics
[[ When all of the following conditions are true, IsInSmr[x]
[v] 1s set equal to TRUE for x=x0 . . . xO+cbWidth-1 and
y=vy0 . yO+cheight 1:
IsInSmr[xO] [vO] 1s equal to FALSE
cbW1dth*chelght/4 1s less than 32
treeType 1s not equal to DUAL_TREE_CHROMA
When IsInSmr[x0][y0] 1s equal to TRUE. the arrays SmrX

[X]lyl, SmrY[x][y], SmrW[x]]ly] and SmrH[x][y] are
derived as follows for x=x0 . . . x0+cbWidth-1 and
y=y0 . . . yO+cbHeight-1:
SmrX[x][v]=x0 (7-126)
SmrY [x][y]=10 (7-127)
SmrW[x]|[y=cbWidth (7-128)
SmrH|[x][v]=cbHeight (7-129)]]

8.6.2 Dernvation Process for Block Vector Components for

IBC Blocks
8.6.2.1 General
Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth speciiying the width of the current
coding block in luma samples,

a variable cbHeight speciiying the height of the current
coding block in luma samples.

Outputs of this process are:

the luma block vector 1n Vis fractional-sample accuracy
bvL.

The luma block vector mvL 1s derived as follows:

The dernivation process for IBC luma block vector pre-
diction as specified in clause 8.6.2.2 1s invoked with the
luma location (xCb, yCb), the variables cbWidth and
cbHeight mputs, and the output being the luma block
vector bvL.

When general_merge_flag|xCb][yCb] 1s equal to O, the
following applies:

1. The vaniable bvd 1s derived as follows:

byd[01=MvdLO[xCh][yCh][0] (8-900)

bvd[11=MvdLO[xCh][yCh][1] (8-901)

2. The rounding process for motion vectors as specified
in clause 8.5.2.14 1s mnvoked with mvX set equal to
bvL, rightShift set equal to AmvrShift, and leftShait
set equal to AmvrShift as inputs and the rounded bvL
as output.

3. The luma block vector bvL 1s modified as follows:

u[0]=(BvL[0]+bvd[0]+215)%6218 (8-902)

bvL[0)=(u[0]>=2""Y2(x[0]-2"%):04[ O] (8-903)
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u[1]=(bVL[1]+bvd[1]+215)%62 18 (8-904)

BvL[11=(u[11>=2")2(ee[1]-21%) e[ 1]
NOTE 1—The resulting values o1 bvLL[0] and bvL[1]

(8-903)

as specilied above will always be 1n the range of 5

27 t0 2'7-1, inclusive.
The vaniable IslgrBIk 1s set to (cbWidthxcbHeight 1s greater
than K?true: false).
If IsLgrBlk 1s true, when the left neighboring block 1s 4x4
and coded 1n IBC mode, IsLgrBIk 1s set to false.
If IsLgrBlk 1s true, when the above neighboring block 1s 4x4
and coded 1in IBC mode, IsLgrBlk is set to false.
(or alternatively,
The vaniable IslgrBlk is set to (cbWidthxcbHeight 1s greater
than K?true: false).
If IsLgrBlk 1s true, when the left neighboring block 1s 4x4
and coded 1in IBC mode, IsLgrBlk is set to false.
If IsLgrBlk 1s true, when the above neighboring block 1s 1n
the same CTU as current block, and it 1s 4x4 and coded 1n
IBC mode, IsLgrBlk is set to false.)
When IsLgrBlk i1s true[[IsInSmr[xCb][yCb] 1s equal to
talse]], the updating process for the history-based block
vector predictor list as specified 1n clause 8.6.2.6 1s invoked
with luma block vector bvL.
It 1s a requirement of bitstream conformance that the luma
block vector bvL shall obey the following constraints:

CtbSizeY 1s greater than or equal to ((yCb+(bvL[1]>>4))
& (CtbSizeY-1))+cbHeight.

IbcVirBul] [[(x+(bvL[0]>>4)) & (IbcVirBuiWidth-1)]
[(v+(bvL[1]>>4)) & (CtbS1zeY-1)] shall not be equal
to 1 for x=xCb . . . xCb+cbWidth-1 and y=yCb . . .
yCb+cbHeight-1.

8.6.2.2 Denvation Process for IBC Luma Block Vector
Prediction

This process 1s only invoked when CuPredMode[0][xCb]
[vCb] 1s equal to MODE_IBC, where (xCb, yCb) specily the
top-left sample of the current luma coding block relative to
the top-left luma sample of the current picture.

Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth specifying the width of the current
coding block in luma samples,

a variable cbHeight specifying the height of the current
coding block in luma samples.

Outputs of this process are:

the luma block vector 1n s fractional-sample accuracy
bvL.

[[The variables xSmr, ySmr, smrWidth, and smrHeight are
derived as follows:

xSmr=IsInSmr[xCh][vCh]?7SmrX [xCh][vCh]: xCh (8-9006)
ySmr=IsInSmr[xCh|[vCh]?7SmrY [xCH]|[vCh]. vCbh (8-907)
smrWidth=IsInSmr[xCh|[vCH]7SmrW [xChb|[v(Ch]:

cbWidth (8-908)
smrHeight=IsInSmr[xCh]|[vCh|7SmrH[xChH][vCh]:

cbHeight (8-909)]]

The vaniable IslgrBlk is set to (cbWidthxcbHeight 1s greater
than K?true: false).

If IsLgrBlk 1s true, when the left neighboring block 1s 4x4
and coded 1in IBC mode, IsLgrBlk is set to false.

If IsLgrBlk is true, when the above neighboring block 1s 4x4
and coded 1in IBC mode, IsLgrBlk 1s set to false.

(or alternatively,
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The vanable IslgrBlk 1s set to (cbWidthxcbHeight 1s greater
than K?true: false).
If IsLgrBlk 1s true, when the left neighboring block 1s 4x4
and coded 1n IBC mode, IsLgrBIlk 1s set to false.
It IsLgrBlk 1s true, when the above neighboring block 1s 1n
the same CTU as current block, and 1t 1s 4x4 and coded 1n
IBC mode, IsLgrBlk is set to false.)
The luma block vector bvL 1s derived by the following
ordered steps:
1. When IslgrBlk 1s true, The dernivation process for
spatial block vector candidates from neighbouring cod-
ing units as specified 1n clause 8.6.2.3 1s mvoked with

the luma coding block location (xCb, yCb) set equal to
(xCb, yCb|[[xSmr, ySmr]|]), the luma coding block

width cbWidth, and the luma coding block height
cbHeight set equal to [[smr]]CbWidth and [[smr]]
CbHeight as iputs, and the outputs being the avail-

ability flags availableFlagA , availableFlagB, and the
block vectors bvA, and bvB,.

2. When IslgrBlk 1s true, The block vector candidate list,
bvCandList, 1s constructed as follows:

=0
if(availableFlagA )

bvCandList[i++]=bvA4, (8-910)

if(availableFlagB)

bvCandList[i++]=bv5,

3. When IslgrBlk 1s true, The variable numCurrCand 1s set
equal to the number of merging candidates in the
bvCandList.

4. When numCurrCand 1s less than MaxNumlIbcMerge-
Cand and NumHmvplbcCand 1s greater than 0, the
derivation process of IBC history-based block vector
candidates as specified 1 8.6.2.4 1s mvoked with
bvCandlList, and IsLgrBlk, and numCurrCand as
iputs, and modified bvCandList and numCurrCand as
outputs.

5. When numCurrCand 1s less than MaxNumlbcMerge-
Cand, the following applies until numCurrCand 1s
equal to MaxNumlbcMergeCand:
1. bvCandList[numCurrCand][0] 1s set equal to O.
2. bvCandList[numCurrCand][1] 1s set equal to O.
3. numCurrCand 1s increased by 1.

6. The variable bvldx 1s derived as follows:

bvldx=general merge_flag[xCh][yvCh]|7merge_idx

[xCH][yCh]|: myvp_I0_fag|xCh|[vCb] (8-911)

7. The following assignments are made:

byvL[0]=bvCandList[mvIdx][O] (8-912)

bvL[1]=bvCandList[mvIdx][1]

8.6.2.3 Derivation Process for IBC Spatial Block Vector
Candidates
Inputs to this process are:

a luma location (xCb, yCb) of the top-left sample of the
current luma coding block relative to the top-left luma
sample of the current picture,

a variable cbWidth speciiying the width of the current

coding block in luma samples,

a variable cbHeight specitying the height of the current

coding block in luma samples.

(8-913)
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Outputs of this process are as follows:

the availability flags availableFlagA, and availableFlagB,
of the neighbouring coding units,

the block vectors 1n /16 fractional-sample accuracy bvA |,
and bvB, of the neighbouring coding units,

For the derivation of availableFlagA, and mvA, the follow-
ing applies:

The luma location (xNbA ,, yNbA, ) inside the neighbour-
ing luma coding block i1s set equal to (xCbh-1, yCh+
cbHeight-1).

The derivation process for neighbouring block availabil-
ity as specified in clause 6.4.4 1s mvoked with the
current luma location (xCurr, yCurr) set equal to (xCb,
yCb), the neighbouring luma Ilocation (xNbA,,
yNbA ), checkPredModeY set equal to TRUE, and
cldx set equal to O as 1nputs, and the output is assigned
to the block availability flag availableA,.

The vaniables availableFlagA, and bvA, are derived as
follows:

If availableA; 1s equal to FALSE, availableFlagA, 1s
set equal to 0 and both components of bvA, are set
equal to 0.

Otherwise, availableFlagA, 1s set equal to 1 and the
following assignments are made:

bvA, =MvLO[XNbA  |[yNbA, ] (8-914)

For the derivation of availableFlagB, and bvB, the follow-
ing applies:

The luma location (xNbB,, yNbB, ) inside the neighbour-
ing luma coding block 1s set equal to (xCb+cbWidth-1,
yCb-1).

The derivation process for neighbouring block avail-
ability as specified 1n clause 6.4.4 1s invoked with the

current luma location (xCurr, yCurr) set equal to
(xCb, yCb), the neighbouring luma location (xNbB |,

yNbB,), checkPredModeY set equal to TRUE, and

cldx set equal to 0 as inputs, and the output 1s

assigned to the block availability flag availableB,;.
The variables availableFlagB, and bvB, are derived as
follows:

If one or more of the following conditions are true,
availableFlagB, 1s set equal to 0 and both com-
ponents of bvB, are set equal to O:
availableB, 1s equal to FALSE.
availableA, 1s equal to TRUE and the luma loca-

tions (XNbA,, yNbA,) and (xNbB,, yNbB,)
have the same block vectors.

Otherwise, availableFlagB, 1s set equal to 1 and the
following assignments are made:

bvB,=MvLO[XxNbB,|[yNbB, ] (8-915)

8.6.2.4 Denvation Process for IBC History-Based Block
Vector Candidates
Inputs to this process are:
a block vector candidate list bvCandlList,
[[a vanable 1sInSmr specilying whether the current cod-
ing unit 1s 1nside a shared merging candidate region,|]
a variable to 1ndicate non-small block IslgrBIk,
the number of available block vector candidates 1n the list
numCurrCand.
Outputs to this process are:
the modified block vector candidate list bvCandL ist,
the modified number of motion vector candidates in the
l1st numCurrCand.
The variables 1sPruned A, and 1sPrunedB, are set both equal

to FALSE.
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For each candidate 1n [[smr]]HmvplbcCandList[hMvpldx]

with index hMvpldx=1. [[smr][NumHmvplbcCand, the fol-
lowing ordered steps are repeated until numCurrCand 1s
equal to MaxNumlIbcMergeCand:
1. The variable sameMotion 1s derived as follows:
If IsLgrBlk 1s ture and all of the following conditions
are true for any block vector candidate N with N
being A, or B1, sameMotion and 1sPrunedN are both
set equal to TRUE:
hMvpldx 1s less than or equal to 1.
The candidate HmvplbcCandListf NumHmvplbc-
Cand hMvpldx] 1s equal to the block vector can-
didate N.
1sPrunedN 1s equal to FALSE.
Otherwise, sameMotion 1s set equal to FALSE.
2. When sameMotion 1s equal to FALSE, the candidate

HmvplbcCandListf NumHmvplbcCand hMvpldx] 1s
added to the block vector candidate list as follows:

bvCandList[numCurrCand++|=HmvplbcCandList

[NumHmvplbcCand hMvpldx] (8-916)

FIG. 22 1s a block diagram of a video processing appa-
ratus 2200. The apparatus 2200 may be used to implement
one or more of the methods described herein. The apparatus
2200 may be embodied 1n a smartphone, tablet, computer,
Internet of Things (IoT) recerver, and so on. The apparatus
2200 may include one or more processors 2202, one or more
memories 2204 and video processing hardware 2206. The
processor(s) 2202 may be configured to implement one or
more methods described in the present document. The
memory (memories) 2204 may be used for storing data and
code used for implementing the methods and techniques
described herein. The video processing hardware 2206 may
be used to implement, 1n hardware circuitry, some tech-
niques described in the present document. The video pro-
cessing hardware 2206 may be partially or completely
includes within the processor(s) 2202 1n the form of dedi-
cated hardware, or graphical processor unit (GPU) or spe-
cialized signal processing blocks.

FIG. 23 1s a flowchart for an example of a video process-
ing method 2300. The method 2300 includes, at operation
2302, determining to use a sub-block intra block copy
(sbIBC) coding mode. The method 2300 also includes, at
operation 2304, performing the conversion using the shIBC
coding mode.

Some embodiments may be described using the following
clause-based description.

The following clauses show example embodiments of
techniques discussed 1n 1tem 1 1n the previous section.

1. A method of video processing, comprising: determining,
to use a sub-block intra block copy (sbIBC) coding mode in
a conversion between a current video block 1n a video region
and a bitstream representation of the current video block 1n
which the current video block i1s split into multiple sub-
blocks and each sub-block 1s coded based on reference
samples from the video region, wherein sizes ol the sub-
blocks are based on a splitting rule; and performing the
conversion using the sbIBC coding mode for the multiple
sub-blocks.

2. The method of clause 1, wherein the current video
block 1s an MxN block, where M and N are integers, and
wherein the splitting rule specifies that each sub-block has a
same S1ze.

3. The method of clause 1, wherein the bitstream repre-
sentation includes a syntax element indicative of the split-
ting rule or sizes of the sub-blocks.
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4. The method of any of clauses 1-3, wherein the splitting
rule specifies sizes of the sub-blocks depending on a color
component of the current video block.

5. The method of any of clauses 1-4, wherein sub-blocks
of a first color component may derive their motion vector
information from sub-blocks of a second color component
corresponding to the current video block.

The following clauses show example embodiments of
techniques discussed 1n 1tems 2 and 6 1n the previous
section.

1. A method of video processing, comprising: determining,
to use a sub-block itra block copy (sbIBC) coding mode in
a conversion between a current video block 1n a video region
and a bitstream representation of the current video block 1n
which the current video block 1s split into multiple sub-
blocks and each sub-block 1s coded based on reference
samples from the video region; and performing the conver-
sion using the sbIBC coding mode for the multiple sub-
blocks, wheremn the conversion includes: determining an
initialized motion vector (1n1tMV) for a given sub-block;
identifying a reference block from the mitMV; and deriving
motion vector (MV) information for the given sub-block
using MV information for the reference block.

2. The method of clause 1, whereimn the determining the
ni1tMV 1ncludes determining the initMV from one or more
neighboring blocks of the given sub-block.

3. The method of clause 2, wherein the one or more
neighboring blocks are checked in an order.

4. The method of clause 1, wherein the determining the
n1tMV 1ncludes deriving the mitMV from a motion candi-
date list.

5. The method of any of clauses 1-4, wherein the identi-
tying the reference block includes converting the mmtMV
into one-pel precision and identifying the reference block
based on the converted mitMV.

6. The method of any of clauses 1-4, wherein the identi-
tying the reference block includes applying the mnitMV to an
offset location within the given block, wherein the oifset
location 1s denoted as being offset by (oflsetX, offsetY) from
a predetermined location of the given sub-block.

7. The method of any of clauses 1 to 6, wherein the
deriving the MV {for the given sub-block includes clipping
the MV information for the reference block.

8. The method of any of clauses 1 to 7, wherein the
reference block 1s 1n a different color component than that of
the current video block.

The following clauses show example embodiments of
techniques discussed 1 items 3, 4 and 5 in the previous
section.

1. A method of video processing, comprising determining,
to use a sub-block 1ntra block copy (sbIBC) coding mode in
a conversion between a current video block 1 a video region
and a bitstream representation of the current video block 1n
which the current video block 1s split into multiple sub-
blocks and each sub-block 1s coded based on reference
samples from the video region; and performing the conver-
sion using the sbIBC coding mode for the multiple sub-

blocks, wherein the conversion includes generating a sub-
block IBC candidate.

2. The method of clause 1, wherein the sub-block IBC
candidate 1s added to a candidate list that includes alterna-
tive motion vector predictor candidates.

3. The method of clause 1, wherein the sub-block IBC
candidate 1s added to a list that includes afline merge
candidates.
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The following clauses show example embodiments of
techniques discussed in 1items 7, 8,9, 10, 11, 12 and 13 in the
previous section.

1. A method of video processing, comprising: performing,
a conversion between a bitstream representation of a current
video block and the current video block that 1s divided into
multiple sub-blocks, wherein the conversion includes pro-
cessing a first sub-block of the multiple sub-blocks using a
sub-block 1ntra block coding (sbIBC) mode and a second
sub-block of the multiple sub-blocks using an intra coding
mode.

2. A method of video processing, comprising: performing,
a conversion between a bitstream representation of a current
video block and the current video block that 1s divided into
multiple sub-blocks, wherein the conversion includes pro-
cessing all sub-blocks of the multiple sub-blocks using an
intra coding mode.

3. A method of video processing, comprising: performing,
a conversion between a bitstream representation of a current
video block and the current video block that 1s divided 1nto
multiple sub-blocks, wherein the conversion includes pro-
cessing all of the multiple sub-blocks using a palette coding
mode 1n which a palette of representative pixel values 1s
used for coding each sub-block.

4. A method of video processing, comprising: performing,
a conversion between a bitstream representation of a current
video block and the current video block that 1s divided 1nto
multiple sub-blocks, wherein the conversion includes pro-
cessing a lirst sub-block of the multiple sub-blocks using a
palette mode 1n which a palette of representative pixel
values 1s used for coding the first sub-block and a second
sub-block of the multiple sub-blocks using an intra block
copy coding mode.

5. A method of video processing, comprising: performing
a conversion between a bitstream representation of a current
video block and the current video block that 1s divided 1nto
multiple sub-blocks, wherein the conversion includes pro-
cessing a first sub-block of the multiple sub-blocks using a
palette mode 1n which a palette of representative pixel
values 1s used for coding the first sub-block and a second
sub-block of the multiple sub-blocks using an intra coding
mode.

6. A method of video processing, comprising: performing
a conversion between a bitstream representation of a current
video block and the current video block that 1s divided 1nto
multiple sub-blocks, wherein the conversion includes pro-
cessing a first sub-block of the multiple sub-blocks using a
sub-block 1ntra block coding (sbIBC) mode and a second

sub-block of the multiple sub-blocks using an inter coding
mode.

7. A method of video processing, comprising: performing,
a conversion between a bitstream representation of a current
video block and the current video block that 1s divided 1nto
multiple sub-blocks, wherein the conversion includes pro-
cessing a first sub-block of the multiple sub-blocks using a
sub-block 1ntra coding mode and a second sub-block of the
multiple sub-blocks using an inter coding mode.

The following clauses show example embodiments of
techniques discussed 1n 1tem 14 1n the previous section.

8. The method of any of clauses 1-7, wherein the method
further includes refraining from updating an IBC history-
based motion vector predictor table after the conversion of
the current video block.

The following clauses show example embodiments of
techniques discussed 1n 1tem 15 1n the previous section.
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9. The method of any one or more of clauses 1-7, further
including refraining from updating a non-IBC history-based
motion vector predictor table after the conversion of the
current video block.

The following clauses show example embodiments of
techniques discussed 1n 1tem 16 1n the previous section.

10. The method of any of clauses 1-7, wherein the
conversion includes selective usage of an 1n-loop filter that
1s based on the processing.

The following clauses show example embodiments of
techniques discussed 1n 1tem 1 1n the previous section.

17. The method of any of clauses 1-7, wherein the
performing the conversion includes performing the conver-
sion by disabling a certain coding mode for the current video
block due to using the method, wherein the certain coding
mode 1ncludes one or more of a sub-block transform, an
alline motion prediction, a multiple reference line intra
prediction, a matrix-based intra prediction, a symmetric
motion vector difference (MVD) coding, a merge with MVD
decoder side motion derivation/refinement, a bi-directional
optimal flow, a reduced secondary transform, or a multiple
transiorm set.

The following clauses show example embodiments of
techniques discussed 1n 1tem 18 1n the previous section.

1. The method of any of above clauses, wherein an
indicator in the bitstream representation includes informa-
tion about how the method 1s applied to the current video
block.

The following clauses show example embodiments of
techniques discussed 1n 1tem 19 1n the previous section.

1. A method of video encoding, comprising: making a
decision to use the method recited in any of above clauses
for encoding the current video block into the bitstream
representation; and including information indicative of the
decision 1n the bitstream representation at a decoder param-
cter set level or a sequence parameter set level or a video
parameter set level or a picture parameter set level or a
picture header level or a slice header level or a tile group
header level or a largest coding unit level or a coding unit
level or a largest coding unit row level or a group of LCU
level or a transform unit level or a prediction unit level or a
video coding unit level.

2. A method of video encoding, comprising: making a
decision to use the method recited 1n any of above clauses
for encoding the current video block into the bitstream
representation based on an encoding condition; and perform-
ing the encoding using the method recited 1n any of the
above clauses, wherein the condition 1s based on one or
more of: a position of coding unit, prediction unit, transform
unit, the current video block or a video coding unit of the
current video block,

a block dimension of the current vide block and/or its
neighboring blocks,

a block shape of the current video block and/or its
neighboring blocks,

an 1ntra mode of the current video block and/or its
neighboring blocks,

motion/block vectors of neighboring blocks of the current
video block;

a color format of the current video block:

Coding tree structure;

a slice or a tile group type or a picture type of the current
video block:

a color component of the current video block;

a temporal layer ID of the current video block;

a profile or level or a standard used for the bitstream
representation.
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The following clauses show example embodiments of
techniques discussed 1n 1tem 20 1n the previous section.

1. A method of video processing, comprising: determining
to use an 1ntra block copy mode and an 1nter prediction mode
for conversion between blocks i a video region and a
bitstream representation of the video region; and performing
the conversion using the intra block copy mode and the inter
prediction mode for a block in the video region.

2. The method of clause 1, wherein the video region
comprises a video picture or a video slice or a video tile
group or a video tile.

3. The method of any of clauses 1-2, wherein the inter
prediction mode uses an alternative motion vector predictor
(AMVP) coding mode.

4. The method of any of clauses 1-3, wherein the per-
forming the conversion includes deriving merge candidates
for the intra block copy mode from neighboring blocks.

The following clauses show example embodiments of
techniques discussed 1n 1tem 21 1n the previous section.

1. A method of video processing, comprising: performing,
during a conversion between a current video block and a
bitstream representation of the current video block, a motion
candidate list construction process depending and/or a table
update process for updating history-based motion vector
predictor tables, based on a coding condition, and perform-
ing the conversion based on the motion candidate list
construction process and/or the table update process.

2. The method of clause 1, different processes may be
applied when the coding condition 1s satisfied or unsatisfied.

3. The method of clause 1, when the coding condition 1s
satisfied, the updating of history-based motion vector pre-
dictor tables 1s not applied.

4. The method of clause 1, when the coding condition 1s
satisfied, derivation of candidates from spatial neighboring
(adjacent or non-adjacent) blocks 1s skipped.

5. The method of clause 1, when the coding condition 1s
satisfied, dernivation of HMVP candidates 1s skipped.

6. The method of clause 1, the coding condition comprises
the block width times height 1s no greater than 16 or 32 or
64.

7. The method of clause 1, the coding condition comprises
the block 1s coded with IBC mode.

8. The method of clause 1, wherein the coding condition
1s as described 1n 1tem 21.b.s.1v 1n the previous section.

The method of any of above clauses, wherein the con-
version includes generating the bitstream representation
from the current video block.

The method of any of above clauses, wherein the con-
version includes generating samples of the current video
block from the bitstream representation.

A video processing apparatus comprising a processor
configured to implement a method recited 1n any one or
more of the above clauses.

A computer readable medium having code stored thereon,
the code, upon execution, causing a processor to implement
a method recited 1n any one or more of above clauses.

FIG. 24 1s a block diagram showing an example video
processing system 2400 in which various techniques dis-
closed herein may be implemented. Various implementa-
tions may include some or all of the components of the
system 2400. The system 2400 may include mput 2402 for
receiving video content. The video content may be recerved
in a raw or uncompressed format, e.g., 8 or 10 bit multi-
component pixel values, or may be 1 a compressed or
encoded format. The input 2402 may represent a network
interface, a peripheral bus interface, or a storage interface.
Examples of network interface include wired interfaces such
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as Ethernet, passive optical network (PON), etc. and wire-
less interfaces such as Wi-F1 or cellular interfaces.

The system 2400 may include a coding component 2404
that may implement the various coding or encoding methods
described in the present document. The coding component
2404 may reduce the average bitrate of video from the mput
2402 to the output of the coding component 2404 to produce
a coded representation of the video. The coding techniques
are therefore sometimes called video compression or video
transcoding techniques. The output of the coding component
2404 may be either stored, or transmitted via a communi-
cation connected, as represented by the component 2406.
The stored or communicated bitstream (or coded) represen-
tation of the video received at the mput 2402 may be used
by the component 2408 for generating pixel values or
displayable video that 1s sent to a display intertace 2410. The
process ol generating user-viewable video from the bit-
stream representation 1s sometimes called video decompres-
sion. Furthermore, while certain video processing operations
are referred to as “coding” operations or tools, it will be
appreciated that the coding tools or operations are used at an
encoder and corresponding decoding tools or operations that
reverse the results of the coding will be performed by a
decoder.

Examples of a peripheral bus interface or a display
interface may include universal serial bus (USB) or high
definition multimedia intertace (HDMI) or Displayport, and
so on. Examples of storage interfaces imnclude SATA (serial
advanced technology attachment), PCI, IDE interface, and
the like. The techniques described 1n the present document
may be embodied 1 various electronic devices such as
mobile phones, laptops, smartphones or other devices that
are capable of performing digital data processing and/or
video display.

FI1G. 25 1s a flowchart representation of a method 2500 for
video processing 1n accordance with the present technology.
The method 2500 1ncludes, at operation 2510, determining,
for a conversion between a current block of a video and a
bitstream representation of the video, that the current block
1s split into multiple sub-blocks. At least one of the multiple
blocks 1s coded using a modified intra-block copy (IBC)
coding technique that uses reference samples from one or
more video regions from a current picture of the current
block. The method 2500 includes, at operation 2520, per-
forming the conversion based on the determining.

In some embodiments, the video region comprises the
current picture, a slice, a tile, a brick, or a tile group. In some
embodiments, the current block is split into the multiple
sub-blocks 1n case the current block has a dimension of
MxN, M and N being integers. In some embodiments, the
multiple sub-blocks have a same size of LxK, L and K being,
integers. In some embodiments, L=K. In some embodi-
ments, .=4 or K=4.

In some embodiments, the multiple sub-blocks have dii-
ferent sizes. In some embodiments, the multiple sub-blocks
have a non-rectangular shape. In some embodiments, the
multiple sub-blocks have a triangular or a wedgelet shape.

In some embodiments, a size of at least one of the multiple
sub-blocks 1s determined based on a size of a minimum
coding unit, a minimum prediction unit, a mimmum trans-
form unit, or a minimum unit for motion information stor-
age. In some embodiments, the size of at least one sub-block
1s represented as (N1 xminW)x(N2xminH), wherein minW x
minH represents the size of the minimum coding unit, the
prediction unit, the transform unit, or the unit for motion
information storage, and wherein N1 and N2 are positive
integers. In some embodiments, a size of at least one of the
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multiple sub-blocks 1s based on a coding mode 1n which the
current block 1s coded in the bitstream representation. In
some embodiments, the coding mode comprises at least an
intra block copy (IBC) merge mode, or a sub-block temporal
motion vector prediction mode. In some embodiments,
wherein a size of at least one of the multiple sub-blocks 1s
signaled 1n the bitstream representation.

In some embodiments, the method includes determining
that a subsequent block of the video 1s split into multiple
sub-blocks for the conversion, wherein a first sub-block 1n
the current block has a different size than a second sub-block
in the subsequent block. In some embodiments, a size of the
first sub-block differs from a size of the second sub-block
according a dimension of the current block and a dimension
of the subsequent block. In some embodiments, a size of at
least one of the multiple sub-blocks 1s based on a color
format or a color component of the video. In some embodi-
ments, a first sub-block 1s associated with a first color
component of the video and a second sub-block 1s associated
with a second color component of the video, the first
sub-block and the second sub-block having different dimen-
sions. In some embodiments, in case a color format of the
video 1s 4:2:0, the first sub-block associated with a luma
component has a dimension of 2Lx2K and the second
sub-block associated with a chroma component has a dimen-
sion of LxK. In some embodiments, in case a color format
of the video 1s 4:2:2, the first sub-block associated with a
luma component has a dimension of 2L.x2K and the second
sub-block associated with a chroma component has a dimen-
sion of 2LxK. In some embodiments, a first sub-block 1is
associated with a first color component of the video and a
second sub-block 1s associated with a second color compo-
nent of the video, the first sub-block and the second sub-
block having a same dimension. In some embodiments, the
first sub-block associated with a luma component has a
dimension of 2Lx2K and the second sub-block associated
with a chroma component has a dimension of 2L.x2K 1n case
the color format of the video 1s 4:2:0 or 4:4:4.

In some embodiments, a motion vector of a first sub-block
associated with a first color component of the video 1is
determined based on one or more sub-blocks associated with
a second color component of the video. In some embodi-
ments, the motion vector of the first sub-block 1s an average
ol motion vectors of the one or more sub-blocks associated
with the second color component. In some embodiments, the
current block 1s partitioned into the multiple sub-blocks
based on a single tree partitioming structure. In some
embodiments, the current block 1s associated with a chroma
component of the video. In some embodiments, the current
block has a size of 4x4.

In some embodiments, motion information of the at least
one sub-block of the multiple sub-blocks 1s determined
based on i1dentifying a reference block based on an nitial
motion vector and determining the motion information of
the sub-block based on the reference block. In some embodi-
ments, the reference block 1s located within the current
picture. In some embodiments, the reference block 1s located
within a reference picture of one or more reference pictures.
In some embodiments, at least one of the one or more
reference pictures 1s the current picture. In some embodi-
ments, the reference block 1s located within a collocated
reference picture that 1s collocated with one of the one or
more reference pictures according to temporal information.
In some embodiments, the reference picture 1s determined
based on motion information of a collated block or neigh-
boring blocks of the collated block. The collocated block 1s
collocated with the current block according to temporal
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information. In some embodiments, the initial motion vector
of the reference block 1s determined based on one or more
neighboring blocks of the current block or one or more
neighboring blocks of the sub-block. In some embodiments,
the one or more neighboring blocks comprises adjacent
blocks and/or non-adjacent blocks of the current block or the
sub-block. In some embodiments, at least one of the one or
more neighboring blocks and the reference block are located
within a same picture. In some embodiments, at least one of
the one or more neighboring blocks 1s located within a
reference picture of one or more reference pictures. In some
embodiments, at least one of the one or more neighboring
blocks 1s located within a collocated reference picture that 1s
collocated with one of the one or more reference pictures
according to temporal information. In some embodiments,
the reference picture 1s determined based on motion infor-
mation of a collated block or neighboring blocks of the
collated block, wherein the collocated block 1s collocated
with the current block according to temporal information.

In some embodiments, the 1mnitial motion vector 1s equal to
a motion vector stored 1n one of the one or more neighboring
blocks. In some embodiments, the 1nitial motion vector 1s
determined based on an order in which the one or more
neighboring blocks are examined for the conversion. In
some embodiments, the initial motion vector 1s a first
identified motion vector associated with the current picture.
In some embodiments, the initial motion vector of the
reference block 1s determined based on a list of motion
candidates. In some embodiments, the list of motion candi-
dates comprises a list of intra-block copy (IBC) candidates,
a list of merge candidates, a list of sub-block temporal
motion vector prediction candidates, or a list of history-
based motion candidates that 1s determined based on past
motion prediction results. In some embodiments, the nitial
motion vector 1s determined based on a selected candidate 1n
the list. In some embodiments, the selected candidate 1s a
first candidate 1n the list. In some embodiments, the list of
candidates 1s constructed based on a process that uses
different spatial neighboring blocks than spatial neighboring
blocks 1n a conventional construction process.

In some embodiments, the initial motion vector of the
reference block 1s determined based on a location of the
current block 1n the current picture. In some embodiments,
the mitial motion vector of the reference block 1s determined
based on a dimension of the current block. In some embodi-
ments, the initial motion vector 1s set to a default value. In
some embodiments, the 1nitial motion vector 1s 1ndicated 1n
the bitstream representation 1 a video unit level. In some
embodiments, the video unit comprises a tile, a slice, a
picture, a brick, a row of a coding tree unit (CTU), a CTU,
a coding tree block (CTB), a coding unit (CU), a prediction
unit (PU), or a transform umt (TU). In some embodiments,
the mitial motion vector for the sub-block 1s different than
another initial motion block for a second sub-block of the
current block. In some embodiments, initial motion vectors
of the multiple sub-blocks of the current block are deter-
mined differently according to a video unit. In some embodi-
ments, the video umit comprises a block, a tile, or a slice.

In some embodiments, prior to identifying the reference
block, the initial motion vector 1s converted to a F-pel
integer precision, F being a positive integer greater than or
equal to 1. In some embodiments, F 1s 1, 2, or 4. In some
embodiments, the 1itial motion vector 1s represented as (vX,
vy), and wherein the converted motion vector (vx', vy') 1s
represented as (vxxF, vyxF). In some embodiments, a top-
left position of the sub-block is represented as (x,y) and the
sub-block has a size of LxK, L being a width of the current
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sub-block and K being a height of the sub-block. The
reference block 1s identified as an area covering (x+oflsetX+
vx', y+ollsetY +vy'), oflsetX and oflset being non-negative
values. In some embodiments, oflsetX 1s 0 and/or offsetY 1s
0. In some embodiments, oflsetX 1s equal to L/2, L/2+1, or
[./2-1. In some embodiments, oflsetY 1s equal to K/2, K/2+1,
or K/2-1. In some embodiments, offsetX and/or offsetY are
clipped within a range, the range comprising a picture, a
slice, a tile, a brick, or an intra-block copy reference area.

In some embodiments, the motion vector of the sub-block
1s determined further based on motion information of the
reference block. In some embodiments, the motion vector of
the sub-block 1s same as a motion vector of the reference
block in case the motion vector of the reference block 1s
directed to the current picture. In some embodiments, the
motion vector of the sub-block 1s determined based on
adding the mnitial motion vector to a motion vector of the
reference block 1n case the motion vector of the reference
block 1s directed to the current picture. In some embodi-
ments, the motion vector of the sub-block 1s clipped within
a range such that the motion vector of the sub-block is
directed to an intra-block-copy reference area. In some
embodiments, the motion vector of the sub-block 1s a valid
motion vector of an intra-block-copy candidate of the sub-
block.

In some embodiments, one or more intra-block copy
candidates for the sub-block are determined for determining
the motion information of the sub-block. In some embodi-
ments, the one or more tra-block copy candidates are
added to a list of motion candidates that comprises one of:
a merge candidate for the sub-block, a sub-block temporal
motion vector prediction candidate for the sub-block, or an
alline merge candidate for the sub-block. In some embodi-
ments, the one or more intra-block copy candidates are
positioned before any merge candidate for the sub-block in
the list. In some embodiments, the one or more 1ntra-block
copy candidates are positioned after any sub-block temporal
motion vector prediction candidate for the sub-block in the
list. In some embodiments, the one or more 1ntra-block copy
candidates are positioned after any inherited or constructed
afline candidate for the sub-block 1n the list. In some
embodiments, whether the one or more inftra-block copy
candidates are added to a list of motion candidates 1s based
on a coding mode of the current block. In some embodi-
ments, the one or more intra-block copy candidates are
excluded from the list of motion candidates in case the
current block 1s coded using an intra-block copy (IBC)
sub-block temporal motion vector prediction mode.

In some embodiments, whether the one or more intra-
block copy candidates are added to the list of motion
candidates 1s based on partitioning structure of the current
block. In some embodiments, the one or more intra-block
copy candidates are added as a merge candidate of the
sub-block 1n the list. In some embodiments, the one or more
intra-block copy candidates are added to the list of motion
candidates based on different initial motion vectors. In some
embodiments, whether the one or more inftra-block copy
candidates are added to the list of motion candidates 1s
indicated 1n the bitstream representation. In some embodi-
ments, whether an index indicating the list of motion can-
didates 1s signaled in the bitstream representation 1s based on
a coding mode of the current block. In some embodiments,
the index indicating the list of motion candidates that
comprises an intra-block copy merge candidate 1s signaled
in the bitstream representation 1n case the current block 1s
coded using an intra block copy merge mode. In some
embodiments, the index indicating the list of motion candi-
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dates that comprises an mtra-block copy sub-block temporal
motion vector prediction candidate 1s signaled in the bit-
stream representation 1 case the current block i1s coded
using an intra block copy sub-block temporal motion vector
prediction mode. In some embodiments, a motion vector
difference for the intra block copy sub-block temporal

motion vector prediction mode 1s applied to the multiple
sub-blocks.

In some embodiments, the reference block and the sub-
block are associated with a same color component of the
video. In some embodiments, whether the current block 1s
split 1nto the multiple sub-blocks 1s based on a coding
characteristic associated with the current block. In some
embodiments, the coding characteristic comprises a syntax
flag 1n the bitstream representation 1n a decoder parameter
set, a sequence parameter set, a video parameter set, a
picture parameter set, APS, a picture header, a slice header,
a tile group header, a Largest Coding Unit (LCU), a Coding
Unit (CU), a row of a LCU, a group of LCUs, a transform
unit, a prediction unit, a prediction unit block, or a video
coding unit. In some embodiments, the coding characteristic
comprises a position of a coding unit, a prediction unit, a
transform unit, a block, or a video coding unit. In some
embodiments, the coding characteristic comprises a dimen-
sion of the current block or a neighboring block of the
current block. In some embodiments, the coding character-
1stic comprises a shape of the current block or a neighboring
block of the current block. In some embodiments, the coding
characteristic comprises an intra coding mode of the current
block or a neighboring block of the current block. In some
embodiments, the coding characteristic comprises a motion
vector of a neighboring block of the current block. In some
embodiments, the coding characteristic comprises an indi-
cation of a color format of the video. In some embodiments,
the coding characteristic comprises a coding tree structure of
the current block. In some embodiments, the coding char-
acteristic comprises a slice type, a tile group type, or a
picture type associated with the current block. In some
embodiments, the coding characteristic comprises a color
component associated with the current block. In some
embodiments, the coding characteristic comprises a tempo-
ral layer 1dentifier associated with the current block. In some
embodiments, the coding characteristic comprises a profile,
a level, or a tier of a standard for the bitstream representa-
tion.

FI1G. 26 1s a flowchart representation of a method 2600 for
video processing 1n accordance with the present technology.
The method 2600 1ncludes, at operation 2610, determining,
for a conversion between a current block of a video and a
bitstream representation of the video, that the current block
1s split into multiple sub-blocks. Each of the multiple
sub-blocks 1s coded in the coded representation using a
corresponding coding technique according to a pattern. The
method also includes, at operation 2620, performing the
conversion based on the determining.

In some embodiments, the pattern specifies that a first
sub-block of the multiple sub-blocks 1s coded using a
modified mtra-block copy (IBC) coding technique in which
reference samples from a video region are used. In some
embodiments, the pattern specifies that a second sub-block
of the multiple sub-blocks 1s coded using an intra prediction
coding techmique in which samples from the same sub-block
are used. In some embodiments, the pattern specifies that a
second sub-block of the multiple sub-blocks 1s coded using
a palette coding technique in which a palette of representa-
tive pixel values 1s used. In some embodiments, the pattern
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speciflies that a second sub-block of the multiple sub-blocks
1s coded using an inter coding technique in which temporal
information 1s used.

In some embodiments, the pattern specifies that a first
sub-block of the multiple sub-blocks 1s coded using an 1ntra
prediction coding technique in which samples from the same
sub-block are used. In some embodiments, the pattern
specifies that a second sub-block of the multiple sub-blocks
1s coded using a palette coding technique 1n which a palette
of representative pixel values 1s used. In some embodiments,
the pattern specifies that a second sub-block of the multiple
sub-blocks 1s coded using an inter coding technique 1n which
temporal information 1s used.

In some embodiments, the pattern specifies that all of the
multiple sub-blocks are coded using a single coding tech-
nique. In some embodiments, the single coding technique
comprises an intra prediction coding technique in which
samples from the same sub-block are used for coding the
multiple sub-blocks. In some embodiments, the single cod-
ing techmque comprises a palette coding technique 1n which
a palette of representative pixel values 1s used for coding the
multiple sub-blocks.

In some embodiments, a history-based table of motion
candidates for a sub-block temporal motion vector predic-
tion mode remains same for the conversion in case the
pattern of one or more coding techniques applies to the
current block, the history-based table of motion candidates
determined based on motion information in past conver-
sions. In some embodiments, the history-based table 1s for
the IBC coding techmique or a non-IBC coding technique.

In some embodiments, 1n case the pattern specifies that at
least one sub-block of the multiple sub-blocks 1s coded using
the IBC coding technique, one or more motion vectors for
the at least one sub-block are used to update a history-based

able of motion candidates for an IBC sub-block temporal
motion vector prediction mode, the history-based table of
motion candidates determined based on motion information
in past conversions. In some embodiments, 1n case the
pattern specifies that at least one sub-block of the multiple
sub-blocks 1s coded using the inter coding technique, one or
more motion vectors for the at least one sub-block are used
to update a history-based table of motion candidates for a
non-IBC sub-block temporal motion vector prediction
mode, the history-based table of motion candidates deter-
mined based on motion mformation 1n past conversions.

In some embodiments, usage of a filtering process 1n
which boundaries of the multiple sub-blocks are filtered 1s
based on usage of the at least one coding technique accord-
ing to the pattern. In some embodiments, the {filtering
process filtering boundaries of the multiple sub-blocks 1s
applied 1n case the at least one coding technique 1s applied.
In some embodiments, the filtering process filtering bound-
aries of the multiple sub-blocks 1s omitted 1n case the at least
one coding technique 1s applied.

In some embodiments, a second coding technique 1s
disabled for the current block for the conversion according
to the pattern. In some embodiments, the second coding
technique comprises at least one of: a sub-block transform
coding technique, an afline motion prediction coding tech-
nique, a multiple-reference-line 1ntra prediction coding tech-
nique, a matrix-based intra prediction coding techmque, a
symmetric motion vector difference (MVD) coding tech-
nique, a merge with a MVD decoder-side motion derivation
or refinement coding technique, a bi-directional optimal
flow coding technique, a secondary transform coding tech-
nique with a reduced dimension based on a dimension of the
current block, or a multiple-transform-set coding technmique.
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In some embodiments, usage of the at least one coding
technique according to the pattern 1s signaled in the bit-
stream representation. In some embodiments, the usage 1s
signaled 1n at a sequence level, a picture level, a slice level,
a tile group level, a tile level, a brick level, a coding tree unit
(CTU) level, a coding tree block (CTB) level, a coding unit
(CU) level, a prediction unit (PU) level, a transform unit
(TU), or at another video unit level. In some embodiments,
the at least one coding technique comprises the modified
IBC coding technique, and the modified IBC coding tech-
nique 1s indicated 1n the bitstream representation based on an
index value indicating a candidate 1n a motion candidate list.
In some embodiments, a predefined value 1s assigned to the
current block coded using modified IBC coding technique.

In some embodiments, usage of the at least one coding
technique according to the pattern 1s determined during the
conversion. In some embodiments, usage of an intra-block
copy (IBC) coding technique for coding the current block 1n
which reference samples from the current block are used 1s
signaled in the bitstream. In some embodiments, usage of an
intra-block copy (IBC) coding technique for coding the
current block 1 which reference samples from the current
block are used 1s determined during the conversion.

In some embodiments, motion information of the multiple
sub-blocks of the current block 1s used as a motion vector
predictor for a conversion between a subsequent block of the
video and the bitstream representation. In some embodi-
ments, motion information of the multiple sub-blocks of the
current block 1s disallowed to be used for a conversion
between a subsequent block of the video and the bitstream
representation. In some embodiments, the determining that
the current block 1s split into the multiple sub-blocks coded
using the at least one coding techmique 1s based on whether
a motion candidate 1s a candidate 1s applicable for a block of
video or a sub-block within the block.

FI1G. 27 1s a flowchart representation of a method 2700 for
video processing 1n accordance with the present technology.
The method 2700 1includes, at operation 2710, determining,
for a conversion between a current block of a video and a
bitstream representation of the video, an operation associ-
ated with a list of motion candidates based on a condition
related to a characteristic of the current block. The list of
motion candidates 1s constructed for a coding technique or
based on mformation from previously processed blocks of
the video. The method 2700 also includes, at operation 2720,
performing the conversion based on the determiming.

In some embodiments, the coding technique comprises a
merge coding technique, an intra block copy (IBC) sub-
block temporal motion vector prediction coding technique,
a sub-block merge coding technique, an IBC coding tech-
nique, or a modified IBC coding technique that uses refer-
ence samples from a video region of the current block for
coding at least one sub-block of the current block.

In some embodiments, the current block has a dimension
of WxH, W and H being positive integers. The condition 1s
related to the dimension of the current block. In some
embodiments, the condition 1s related to coded information
of the current block or coded information of a neighboring
block of the current block. In some embodiments, the
condition 1s related to a merge sharing condition for sharing
the list of motion candidates between the current block and
another block.

In some embodiments, the operation comprises deriving a
spatial merge candidate for the list of motion candidates
using a merge coding technique. In some embodiments, the
operation comprises dertving a motion candidate for the list
of motion candidates based on a spatial neighboring block of
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the current block. In some embodiments, the spatial neigh-
boring block comprises an adjacent block or a non-adjacent
block of the current block.

In some embodiments, the operation comprises deriving a
motion candidate for the list of motion candidates that 1s
constructed based on the mmformation from previously pro-
cessed blocks of the video. In some embodiments, the
operation comprises deriving a pairwise merge candidate for
the list of motion candidates. In some embodiments, the
operation comprises one or more pruning operations that
remove redundant entries 1n the list of motion candidates. In
some embodiments, the one or more pruning operations are
for spatial merge candidates 1n the list of motion candidates.

In some embodiments, the operation comprises updating,
after the conversion, the list of motion candidates that 1s
constructed based on the mmformation from previously pro-
cessed blocks of the video. In some embodiments, the
updating comprises adding a dertved candidate into the list
of motion candidates without a pruning operation that
removes redundancy in the list of motion candidates. In
some embodiments, the operation comprises adding a
default motion candidate in the list of motion candidates. In
some embodiments, the default motion candidate comprises
a zero motion candidate using an IBC sub-block temporal
motion vector prediction coding technique. In some embodi-
ments, the operation 1s skipped in case the condition 1s
satisfied.

In some embodiments, the operation comprises checking
motion candidates in the list of motion candidates in a
predefined order. In some embodiments, the operation com-
prises checking a predefined number of motion candidates in
the list of motion candidates. In some embodiments, the
condition 1s satisfied 1n case WxH 1s greater than or equal to
a threshold. In some embodiments, the condition 1s satisfied
in case WxH 1s greater than or equal to the threshold and the
current block 1s coded using the IBC sub-block temporal
motion vector prediction coding technique or the merge
coding technique. In some embodiments, the threshold is
1024,

In some embodiments, the condition 1s satisfied in case W
and/or H 1s greater than or equal to a threshold. In some
embodiments, the threshold 1s 32. In some embodiments, the
condition 1s satisfied in case WxH 1s smaller than or equal
to a threshold and the current block 1s coded using the IBC
sub-block temporal motion vector prediction coding tech-
nique or the merge coding technique. In some embodiments,
the threshold 1s 16. In some embodiments, the threshold 1s
32 or 64. In some embodiments, 1n case the condition 1s
satisfied, the operation that comprises inserting a candidate
determined based on a spatial neighboring block into the list
of motion candidates 1s skipped.

In some embodiments, the condition 1s satisfied in case W
1s equal to T2, H 1s equal to T3, and a neighboring block
above the current block 1s available and 1s coded using a
same coding technique as the current block, T2, and T3
being positive integers. In some embodiments, the condition
1s satisfied i case the neighboring block and the current
block are in a same coding tree unit.

In some embodiments, the condition 1s satisfied in case W
1s equal to T2, H 1s equal to T3, and a neighboring block
above the current block 1s not available or 1s outside of a
current coding tree unit 1n which the current block 1s located,
12 and T3 being positive integers. In some embodiments, T2
1s 4 and T3 1s 8. In some embodiments, the condition 1s
satisfied 1n case W 1s equal to T4, H 1s equal to T3, and a
neighboring block to the left of the current block 1s available
and 1s coded using a same coding technique as the current
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block, T4, and TS being positive integers. In some embodi-
ments, the condition 1s satisfied 1n case W 1s equal to T4, H
1s equal to T5, and a neighboring block to the left of the
current block 1s unavailable, T4 and TS5 being positive
integers. In some embodiments, T4 1s 8 and T5 1s 4.

In some embodiments, the condition 1s satisfied in case
WxH 1s smaller than or equal to a threshold, the current
block 1s coded using the IBC sub-block temporal motion
vector prediction coding technique or the merge coding
technique, and both a first neighboring block above the
current block and a second neighboring block to the left of
the current block are coded using a same coding technique.
In some embodiments, the first and second neighboring
blocks are available and coded using the IBC coding tech-
nique, and wherein the second neighboring block 1s within
a same coding tree unit as the current block. In some
embodiments, the first neighboring block i1s unavailable, and
wherein the second neighboring block i1s available and
within a same coding tree unit as the current block. In some
embodiments, the first and second neighboring blocks are
unavailable. In some embodiments, the first neighboring
block 1s available, and the second neighboring block 1s
unavailable. In some embodiments, the first neighboring
block 1s unavailable, and the second neighboring block 1s
outside a coding tree unit in which the current block 1is
located. In some embodiments, the first neighboring block 1s
available, and the second neighboring block 1s outside a
coding tree unit in which the current block 1s located. In
some embodiments, the threshold 1s 32. In some embodi-
ments, the first and second neighboring blocks are used for
deriving a spatial merge candidate. In some embodiments, a
top-left sample of the current block 1s positioned at (x, y),
and wherein the second neighboring block covers a sample
positioned at (x—1, y+H-1). In some embodiments, a top-left
sample of the current block 1s positioned at (x, y), and
wherein the second neighboring block covers a sample
positioned at (x+W-1, y-1).

In some embodiments, the same coding technique com-
prises an IBC coding technique. In some embodiments, the
same coding technique comprises an inter coding technique.
In some embodiments, the neighboring block of the current
block has a dimension equal to AxB. In some embodiments,
the neighboring block of the current block has a dimension
greater than AxB. In some embodiments, the neighboring
block of the current block has a dimension smaller than
AxB. In some embodiments, AxB 1s equal to 4x4. In some
embodiments, the threshold 1s predefined. In some embodi-
ments, the threshold is signaled in the bitstream represen-
tation. In some embodiments, the threshold i1s based on a
coding characteristic of the current block, the coding char-
acteristic comprising a coding mode 1n which the current
block 1s coded.

In some embodiments, the condition 1s satisfied in case
the current block has a parent node that shares the list of
motion candidates and the current block 1s coded using the
IBC sub-block temporal motion vector prediction coding
technique or the merge coding technique. In some embodi-
ments, the condition adaptively changes according to a
coding characteristic of the current block.

FI1G. 28 1s a flowchart representation of a method 2800 for
video processing 1n accordance with the present technology.
The method 2800 includes, at operation 2810, determining,
for a conversion between a current block of a video and a
bitstream representation of the video, that the current block
coded using an inter coding technique based on temporal
information 1s split into multiple sub-blocks. At least one of
the multiple blocks 1s coded using a modified intra-block
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copy (IBC) coding technique that uses reference samples
from one or more video regions from a current picture that
includes the current block. The method 2800 includes, at
operation 2820, performing the conversion based on the
determining.

In some embodiments, a video region comprises the
current picture, a slice, a tile, a brick, or a tile group. In some
embodiments, the inter coding technique comprises a sub-
block temporal motion vector coding technique, and
wherein one or more syntax elements indicating whether the
current block 1s coded based on both the current picture and
a reference picture diflerent than the current picture are
included in the bitstream representation. In some embodi-
ments, the one or more syntax elements indicate the refer-
ence picture used for coding the current block 1n case the
current block 1s coded based on both the current picture and
the reference picture. In some embodiments, the one or more
syntax elements further indicate motion imformation asso-
ciated with the reference picture, the motion nformation
comprising at least a motion vector prediction index, a
motion vector difference, or a motion vector precision. In
some embodiments, a first reference picture list includes
only the current picture and a second reference picture list
includes only the reference picture. In some embodiments,
the iter coding technique comprises a temporal merge
coding technique, and motion information 1s determined
based on a neighboring block of the current block, the
motion mnformation comprising at least a motion vector or a
reference picture. In some embodiments, the motion infor-
mation 1s only applicable to the current picture in case the
neighboring block 1s determined based on the current picture
only. In some embodiments, the motion information 1is
applicable to both the current picture and the reference
picture 1n case the neighboring block 1s determined based on
both the current picture and the reference picture. In some
embodiments, the motion information 1s applicable to the
current picture only in case the neighboring block 1s deter-
mined based on both the current picture and the reference
picture. In some embodiments, the neighboring block 1s
discarded for determining a merge candidate in case the
neighboring block 1s determined based only the reference
picture.

In some embodiments, a fixed weighting factor 1s
assigned to reference blocks from the current picture and
reference blocks from the reference picture. In some
embodiments, the fixed weighting factor 1s signaled in the
bitstream representation.

In some embodiments, performing the conversion
includes generating the bitstream representation based on
the block of the video. In some embodiments, performing
the conversion includes generating the block of the video
from the bitstream representation.

It will be appreciated that techniques for video encoding
or video decoding are disclosed. These techniques may be
adopted by video encoders or decoders for using intra block
copy and sub-block based video processing together to
achieve greater coding efliciency and performance.

Some embodiments of the disclosed technology include
making a decision or determination to enable a wvideo
processing tool or mode. In an example, when the video
processing tool or mode 1s enabled, the encoder will use or
implement the tool or mode 1n the processing of a block of
video, but may not necessarilly modily the resulting bit-
stream based on the usage of the tool or mode. That 1s, a
conversion from the block of video to the bitstream repre-
sentation of the video will use the video processing tool or
mode when 1t 1s enabled based on the decision or determi-
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nation. In another example, when the video processing tool
or mode 1s enabled, the decoder will process the bitstream
with the knowledge that the bitstream has been modified
based on the video processing tool or mode. That 1s, a
conversion from the bitstream representation of the video to
the block of video will be performed using the video
processing tool or mode that was enabled based on the
decision or determination.

Some embodiments of the disclosed technology include
making a decision or determination to disable a video
processing tool or mode. In an example, when the video
processing tool or mode 1s disabled, the encoder will not use
the tool or mode 1n the conversion of the block of video to
the bitstream representation of the wvideo. In another
example, when the video processing tool or mode 1s dis-
abled, the decoder will process the bitstream with the
knowledge that the bitstream has not been modified using
the video processing tool or mode that was enabled based on
the decision or determination.

The disclosed and other solutions, examples, embodi-
ments, modules and the functional operations described in
this document can be implemented 1n digital electronic
circuitry, or 1n computer software, firmware, or hardware,
including the structures disclosed 1n this document and their
structural equivalents, or 1n combinations of one or more of
them. The disclosed and other embodiments can be 1mple-
mented as one or more computer program products, €.g., one
or more modules of computer program instructions encoded
on a computer readable medium for execution by, or to
control the operation of, data processing apparatus. The
computer readable medium can be a machine-readable stor-
age device, a machine-readable storage substrate, a memory
device, a composition of matter eflecting a machine-read-
able propagated signal, or a combination of one or more
them. The term “data processing apparatus™ encompasses all
apparatus, devices, and machines for processing data,
including by way of example a programmable processor, a
computer, or multiple processors or computers. The appa-
ratus can include, 1n addition to hardware, code that creates
an execution environment for the computer program 1in
question, ¢.g., code that constitutes processor firmware, a
protocol stack, a database management system, an operating,
system, or a combination of one or more of them. A
propagated signal 1s an artificially generated signal, e.g., a
machine-generated electrical, optical, or electromagnetic
signal, that 1s generated to encode information for transmis-
sion to suitable recerver apparatus.

A computer program (also known as a program, software,
soltware application, script, or code) can be written 1n any
form of programming language, including compiled or
interpreted languages, and 1t can be deployed in any form,
including as a stand-alone program or as a module, compo-
nent, subroutine, or other unit suitable for use 1n a computing,
environment. A computer program does not necessarily
correspond to a file 1n a file system. A program can be stored
in a portion of a file that holds other programs or data (e.g.,
one or more scripts stored 1n a markup language document),
in a single file dedicated to the program in question, or 1n
multiple coordinated files (e.g., files that store one or more
modules, sub programs, or portions of code). A computer
program can be deployed to be executed on one computer or
on multiple computers that are located at one site or dis-
tributed across multiple sites and interconnected by a com-
munication network.

The processes and logic flows described 1n this document
can be performed by one or more programmable processors
executing one or more computer programs to perform func-
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tions by operating on 1nput data and generating output. The
processes and logic flows can also be performed by, and
apparatus can also be implemented as, special purpose logic
circuitry, e.g., an FPGA (field programmable gate array) or
an ASIC (application specific itegrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read only memory or a
random-access memory or both. The essential elements of a
computer are a processor for performing instructions and
one or more memory devices for storing instructions and
data. Generally, a computer will also include, or be opera-
tively coupled to receive data from or transier data to, or
both, one or more mass storage devices for storing data, e.g.,
magnetic, magneto optical disks, or optical disks. However,
a computer need not have such devices. Computer readable
media suitable for storing computer program instructions
and data include all forms of non-volatile memory, media
and memory devices, including by way of example semi-
conductor memory devices, e.g., EPROM, EEPROM, and
flash memory devices; magnetic disks, e.g., iternal hard
disks or removable disks; magneto optical disks; and CD
ROM and DVD-ROM disks. The processor and the memory
can be supplemented by, or incorporated 1n, special purpose
logic circuitry.

While this patent document contains many specifics, these
should not be construed as limitations on the scope of any
subject matter or of what may be claimed, but rather as
descriptions of features that may be specific to particular
embodiments of particular techniques. Certain features that
are described 1n this patent document in the context of
separate embodiments can also be implemented 1n combi-
nation 1n a single embodiment. Conversely, various features
that are described 1n the context of a single embodiment can
also be implemented 1n multiple embodiments separately or
in any suitable subcombination. Moreover, although features
may be described above as acting 1n certain combinations
and even 1nitially claimed as such, one or more features from
a claimed combination can in some cases be excised from
the combination, and the claimed combination may be
directed to a subcombination or variation of a sub combi-
nation.

Similarly, while operations are depicted 1n the drawings in
a particular order, this should not be understood as requiring
that such operations be performed 1n the particular order
shown or 1n sequential order, or that all 1llustrated operations
be performed, to achieve desirable results. Moreover, the
separation of various system components in the embodi-
ments described in this patent document should not be
understood as requiring such separation in all embodiments.

Only a few implementations and examples are described
and other implementations, enhancements and varations
can be made based on what 1s described and illustrated 1n
this patent document.

What 1s claimed 1s:

1. A method of processing video data, comprising;:

determining, for a conversion between a current block of

a video and a bitstream of the video, that the current
block 1s split into multiple sub-blocks, wherein each of
the multiple sub-blocks 1s coded in the bitstream using
a corresponding coding technique according to a pat-
tern; and

performing the conversion based on the determining;

wherein the pattern specifies that a first sub-block of the

multiple sub-blocks 1s coded using a sub-block-based
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intra-block copy (sbIBC) coding technique in which
reference samples from a video region are used.

2. The method of claim 1, wherein the pattern specifies
that a second sub-block of the multiple sub-blocks 1s coded
by using one selected from the group consisting of:

an intra prediction coding technique i which samples

from the same sub-block are used;

a palette coding technique 1n which a palette of represen-

tative pixel values 1s used; and

an inter coding techmque in which temporal information

1s used.

3. The method of claim 1, wherein the pattern specifies
that a first sub-block of the multiple sub-blocks 1s coded
using an intra prediction coding technmique 1n which samples
from the same sub-block are used.

4. The method of claim 3, wherein the pattern specifies
that a second sub-block of the multiple sub-blocks 1s coded
using a palette coding technique in which a palette of
representative pixel values 1s used or using an inter coding
technique 1n which temporal information 1s used.

5. The method of claim 1, wherein a history-based table
of motion candidates for a sub-block temporal motion vector
prediction mode remains same for the conversion 1n case the
pattern of one or more coding techniques applies to the
current block, the history-based table of motion candidates
determined based on motion information in past conver-
S1011S.

6. The method of claim 1, wherein, 1n case the pattern
specifies that at least one sub-block of the multiple sub-
blocks 1s coded using the IBC coding technique, one or more
motion vectors for the at least one sub-block are used to
update a history-based table of motion candidates for an IBC
sub-block temporal motion vector prediction mode, the
history-based table of motion candidates determined based
on motion information 1n past conversions.

7. The method of claim 1, wherein, in case the pattern
specifies that at least one sub-block of the multiple sub-
blocks 1s coded using the inter coding technique, one or
more motion vectors for the at least one sub-block are used
to update a history-based table of motion candidates for a
non-IBC sub-block temporal motion vector prediction
mode, the history-based table of motion candidates deter-
mined based on motion mformation 1n past conversions.

8. The method of claim 1, wherein usage of a filtering
process 1n which boundaries of the multiple sub-blocks are
filtered 1s based on usage of the at least one coding technique
according to the pattern.

9. The method of claim 8, wherein the filtering process
filtering boundaries of the multiple sub-blocks 1s applied 1n
case the at least one coding technique 1s applied.

10. The method of claim 1, wherein a second coding
technique 1s disabled for the current block for the conversion
according to the pattern.
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11. The method of claim 1, wherein usage of the at least
one coding techmque according to the pattern 1s signaled 1n
the bitstream.

12. The method of claim 11, wherein the at least one
coding techmque comprises the modified IBC coding tech-
nique, and the modified IBC coding techmique 1s indicated in
the bitstream based on an 1ndex value indicating a candidate
in a motion candidate list.

13. The method of claim 1, wherein motion information
of the multiple sub-blocks of the current block 1s used as a
motion vector predictor for a conversion between a subse-
quent block of the video and the bitstream.

14. The method of claim 1, wherein motion information
of the multiple sub-blocks of the current block is disallowed
to be used for a conversion between a subsequent block of
the video and the bitstream.

15. The method of claim 1, wherein the determining that
the current block 1s split into the multiple sub-blocks coded
using the at least one coding technique 1s based on whether
a motion candidate 1s a candidate 1s applicable for a block of
video or a sub-block within the block.

16. The method of claim 1, wherein the conversion
includes encoding the current video block into the bitstream.

17. The method of claim 1, wherein the conversion
includes decoding the current video block from the bait-
stream.

18. An apparatus for processing video data comprising a
processor and a non-transitory memory with instructions
thereon, wherein the instructions upon execution by the
processor, cause the processor to:

determine, for a conversion between a current block of a

video and a bitstream of the video, that the current
block 1s split into multiple sub-blocks, wherein each of
the multiple sub-blocks 1s coded in the bitstream using
a corresponding coding technique according to a pat-
tern; and

perform the conversion based on the determining;

wherein the pattern specifies that a first sub-block of the

multiple sub-blocks 1s coded using a sub-block-based
intra-block copy (sbIBC) coding techmique 1 which
reference samples from a video region are used.

19. A non-transitory computer-readable recording
medium storing a bitstream of a video which 1s generated by
a method performed by a video processing apparatus,
wherein the method comprises:

determining that the current block 1s split mto multiple

sub-blocks, wherein each of the multiple sub-blocks 1s
coded 1n the bitstream using a corresponding coding
technique according to a pattern; and

generating the bitstream based on the determining;

wherein the pattern specifies that a first sub-block of the

multiple sub-blocks 1s coded using a sub-block-based
intra-block copy (sbIBC) coding technique in which
reference samples from a video region are used.
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