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RECONFIGURABLE LOGIC CIRCUIT
USING OPTIMAL PARAMETER AND
METHOD OF OPERATING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority under 35 U.S.C. § 119 to
Korean Patent Application No. 10-2020-01273550 filed on
Sep. 29, 2020 1n the Korean Intellectual Property Oflice, the
subject matter of which 1s hereby incorporated by reference.

BACKGROUND

The inventive concept relates generally to reconfigurable
logic circuits, and more particularly, to reconfigurable logic
circuits using optimized parameter(s), as well as method of
operating same.

Due to recent demands for mobile services (e.g., virtual/
augmented reality) based on the latest video analysis tech-
nology, such as object detection based on a deep neural
network (DNN), 1t has become necessary to provide smooth,
real-time video analysis to end users of mobile devices.

A reconfigurable accelerator, such as a field program-
mable gate array (FPGA), may be used to improve process-
ing speed of video analysis. One physical FPGA may
operate digital logic by using at least one virtual FPGA
(VFPGA). However, bottlenecking interference may occur
between diflerent vEPGAs.

SUMMARY

Embodiments of the mnventive concept mimmize deterio-
ration 1n the throughput of a FPGA due to interference
between virtual vFPGAs 1n order to satisty real-time pro-
cessing and minimum accuracy requirements for video
processing.

According to an aspect of the imnventive concept, there 1s
provided a method of operating a reconfigurable logic
circuit. The method includes; receiving a video sequence,
profiling throughput of the video sequence with regard to a
parameter constituting the reconfigurable logic circuit to
generate a profiling result, mnitializing the parameter to a
maximum value, evaluating throughput of the wvideo
sequence with regard to a current parameter value based on
the profiling result, decreasing the current parameter value
when throughput with regard to the current parameter value
1s not a maximum value, and determining that the current
parameter value 1s an optimal parameter when throughput
with regard to the current parameter value 1s the maximum
value, and analyzing the video sequence based on the
optimal parameter.

According to an aspect of the imnventive concept, there 1s
provided a method of operating a reconfigurable logic
circuit. The method includes; receiving a video sequence,
profiling throughput of the video sequence with regard to
parameters ol the reconfigurable logic circuit including a
first parameter and a second parameter to generate a profil-
ing result, mnitializing the first parameter to a first maximum
value, imtializing the second parameter to a second maxi-
mum value, optimizing the first parameter by searching for
a first optimal parameter value maximizing throughput of
the video sequence by decreasing a first parameter value of
the first parameter based on the profiling result, receiving a
modified video sequence resulting from a processing of the
video sequence based on the first optimal parameter value,
optimizing the second parameter by searching for a second
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optimal parameter value maximizing throughput of the
modified video sequence by decreasing a second parameter
value of the second parameter based on the profiling result,
and analyzing the modified video sequence based on the first
optimal parameter value and the second optimal parameter
value.

According to an aspect of the mnventive concept, there 1s
provided a reconfigurable logic circuit controlled with
regard to a parameter. The reconfigurable logic circuit
includes; a field programmable gate array (FPGA) block
including at least one virtual FPGA (vFPGA), a configura-
tion controller configured to profile a video sequence for the
parameter and search for an optimal parameter value that
maximizes throughput of the FPGA block for the video
sequence, and a task manager configured to map the video
sequence to the at least vFPGA to which the optimal
parameter value 1s applied, wherein the configuration con-
troller gradually decreases a parameter value of the param-
cter from a maximum value.

BRIEF DESCRIPTION OF THE DRAWINGS

The making and use of the inventive concept may be more
clearly understood upon consideration of the following
detailed description together with the accompanying draw-
ings in which:

FIG. 1 15 a block diagram illustrating an electronic system
including a reconfigurable logic circuit according to embodi-
ments of the mventive concept;

FIG. 2 1s a conceptual diagram illustrating communica-
tion between a client and a server 1n an electronic system
according to embodiments of the inventive concept;

FIG. 3 1s a block diagram further illustrating in one
example the configuration controller 120 of FIG. 1;

FIG. 4 1s a block diagram further illustrating in one
example the task manager 130 of FIG. 1;

FIG. § 1s a block diagram further illustrating in one
example the FPGA block 150 of FIG. 1;

FIG. 6 1s a flowchart 1llustrating a method of operating a
reconiigurable logic circuit according to embodiments of the
iventive concept;

FIG. 7 1s a flowchart further illustrating 1n one example
the method step S130 of the tlowchart of FIG. 6;

FIGS. 8 and 9 are respective flowcharts illustrating of
methods of operating a reconfigurable logic circuit accord-
ing to embodiments of the mventive concept;

FIG. 10 1s a graph illustrating latency in video sequence
throughput of a reconfigurable logic circuit according to
embodiments of the inventive concept;

FIGS. 11A and 11B are respective graphs illustrating
accuracy 1n video sequence throughput of a reconfigurable
logic circuit according to an example embodiment of the
inventive concept; and

FIG. 12 15 a conceptual diagram illustrating data commu-
nication in an electronic system according to embodiments
of the mventive concept.

DETAILED DESCRIPTION

Throughout the written description and drawings, like
reference numbers and labels are used to denote like or
similar elements, features and/or method steps.

Figure (FIG. 1 1s a block diagram illustrating an electronic
system 10 including a reconfigurable logic circuit according,
to embodiments of the inventive concept. Here, a server 100
serves as the reconfigurable logic circuit.
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In some embodiments, the electronic system 10 may be a
video analysis system supporting video analysis. That 1s, a
video analysis system consistent with an embodiment of the
inventive concept may be an electronic system providing
and/or managing video analysis with respect to a video °
sequence transmitted by a user. A video sequence may be a
set of video frames captured every unit time, and the video
frames may share one image capturing scenario. Assuming
that the video sequence 1s high-capacity and high-resolution,
the video sequence may be processed much faster by a
server (e.g., a large-scale processing device including an
accelerator specialized for graphics processing) than may be
processed by hardware/software resources provided by the
user’s electronic device (e.g., a mobile device or a camera
device). In this regard, the term “server” as used herein
denotes a large-scale processing device including an accel-
erator. In contrast, a user’s electronic device may be referred
to as a “client.”

In the context of a “video analysis system” according to 2¢
embodiments of the mnventive concept, one or more “param-
cters” may exist as corresponding elements of the electronic
system 10. These parameters may include at least one
controllable element. For example, it 1s assumed that elec-
tronic system 10 runs at a sampling rate for generating a 25
frame. It 1s further assumed that the electronic system 10
includes an object recognition model. Here, the sampling
rate and the objection recognition model are parameters.

Extending these example, values for the sampling rate
may be (e.g.,) 60, 30, 10, 5, 2, and 1 frame(s) per second
(Ips), and the object recognition model may include a You
Only Look Once (YOLQO), a single shot detection (SSD)
and/or a faster region-based convolutional neural network
(R-CNN). However, the proposed sampling rates and object
recognition model are not limited thereto.

In various embodiments of the mventive concept, the
object recognition model may include one or more of; a
convolution neural network (CNN) (e.g., GoogleNet,
AlexNet, and VGG Network), a region proposal network 4
(RPN), a recurrent neural network (RNN), a stacking-based
deep neural network (S-DNN), a state-space dynamic neural
network (S-SDNN), a deconvolution network, a deep belief
network (DBN), a restricted Boltzman machine (RBM), a
tully convolutional network, a long short-term memory 45
(LSTM) network, and a classification network.

Here, the object recognition model may follow the same
object recognition algorithm, but there may case(s) in which
only resolutions of video frames are different from one
another. For example, a YOLO used as an object recognition
method may include at least one of YOLO-320, YOLO-416
and YOLO-618—respectively corresponding to video frame
resolutions of 320x320, 416x416, and 618x618 (e.g.,
widthxheight).

Referring to FIG. 1, the electronic system 10 generally
includes the server 100 and a client 200.

The server 100 1s assumed to be a large-capacity, high-
speed computing device capable of rapidly processing a
video sequence using an accelerator specifically capable of
processing graphics. The server 100 may communicate with
the client 200 via a wired/wireless communication network
including a main frame, a public network and/or a local area

network (LAN). The server 100 1s further assume to be
implemented with a reconfigurable logic circuit, such as a 65
FPGA. Accordingly, 1n some embodiments, the server 100
may be referred to as an FPGA server.
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In the illustrated example of FIG. 1, the server 100
includes a receiver 110, a configuration controller 120, a task
manager 130, a central processing unit (CPU) 140, and an
FPGA block 150.

The recerver 110 may receive data from the client 200. In
some embodiments, the client 200 may receive a modified
video sequence (mVS) by modilying a video sequence VS,
and the receiver 110 may receive the modified video
sequence mVS. Because the modified video sequence mVS
including consecutive video frames cannot be processed at
once, the modified video sequence mVS may be stored 1n a
queue associated with the receiver 110. As such, the modi-
fied video sequence mVS stored in the queue may be
sequentially provided to the configuration controller 120.
Additionally, the receiver 110 may transfer information
regarding the video sequence to the CPU 140. Such “video
sequence mformation” may include (e.g.,); size(s) of video
frame(s), an order of the video frames stored 1n a queue,
stored location(s) for the video frames, etc.

The configuration controller 120 may determine param-
cters to be applied to the server 100 based on the modified
video sequence mVS. For example, the configuration con-
troller 120 may adjust and optimize a sampling rate FS
and/or an object recognition model MD as parameters. The
sampling rate FS may be a speed at which the modified
video sequence mVS 1s sampled, and the object recognition
model MD may be an object recognition algorithm or a
resolution to be applied to the modified video sequence
mVS. In some embodiments, the server 100 may process the
modified video sequence mVS according to the sampling
rate FS determined by the configuration controller 120. That
1s, by applying the object recognition model MD to the
modified video sequence mVS, an object 1 a video frame
may be detected and classified through (e.g.,) a machine
learning algorithm.

In some embodiments, the configuration controller 120
may provide a determined sampling rate FS and/or a deter-
mined object recognition model MD to the client 200. A
processor 210 associated with the client 200 may generate
the modified video sequence mVS by processing the video
sequence VS according to parameters to be applied by the
server 100 (e.g., the sampling rate FS and/or the object
recognition model MD).

In some embodiments, the configuration controller 120
may provide a determined sampling rate FS and/or a deter-
mined object recognition model MD to the task manager
130. Additionally, the configuration controller 120 may
provide a result of processing a video frame to the CPU 140.
A result of processing a video frame may include a position
(pos) and si1zes of objects recognized 1n the video frame. One
example of the configuration controller 120 will be
described 1n some additional detail with reference to FIG. 3.

The task manager 130 may map the modified video
sequence mVS to an FPGA based on the sampling rate FS
and/or the object recognition model MD. In some embodi-
ments, the task manager 130 may check optimized param-
eters (e.g., the sampling rate FS and/or the object recognition
model MD) 1n the configuration controller 120 and may
allocate the modified video sequence mVS to the virtual
FPGA vFPGA that has been previously set according to
optimized parameters.

For example, when a first video sequence VS1 1s opti-
mized by a first sampling rate FS1 and a first object
recognition model MD1, the task manager 130 may trans-

plant the first sampling rate FS1 and the {first object recog-
nition model MD1 1nto a first virtual FPGA vFPGA1 from

among the plurality of virtual FPGA vFPGAs of the FPGA
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block 150, and the task manager 130 may map the first video
sequence VSI1 to the first virtual FPGA vFPGA1. Similarly,
when 1t 1s determined that a second video sequence VS2
following the first video sequence VS1 1s optimized by a
second sampling rate FS2 and a second object recognition
model MD2, the task manager 130 may transplant the
second sampling rate FS1 and the second object recognition
model MD2 into a second virtual FPGA vFPGA2 from
among the virtual FPGA vFPGAs, and the task manager 130
may map the second video sequence VS2 to the second
virtual FPGA vFPGA2.

A processing result of the task manager 130 including a
mapping result with respect to a video frame may be
provided to the CPU 140. One example of the task manager
130 will be described 1n some additional detail hereafter
with reference to FIG. 4.

The receiver 110, the configuration controller 120, and the
task manager 130 may be implemented as hardware pro-
cessing circuitry mcluding logic circuits, and/or as a com-
bination of hardware and software (e.g., a processor execut-
ing soltware). However specifically implemented, the
receiver 110, the configuration controller 120, and the task
manager 130 may collectively perform parameter determi-
nation and optimization operations, as well as assignment
operations. Exemplary processing circuitry may include, for
example, a CPU, an arithmetic logic unit (ALU) performing
arithmetic operations, logic operations, bit shifting, etc., a
digital signal processor (DSP), a microprocessor, an appli-
cation specific integrated circuit (ASIC), etc.

The CPU 140 may control the overall operation of the
server 100. Thus, the CPU 140 may be implemented as a
single core device or a multi-core device. The CPU 140 may
process or execute programs and/or data stored n one or
more external memories (not shown). For example, the CPU
140 may control functions of the server 100 by executing
programs stored 1n memory. The CPU 140 may variously
receive processing results from the receiver 110, the con-
figuration controller 120, and the task manager 130 and may
provide control signals for controlling the operation (and
interoperation) of the receiver 110, the configuration con-
troller 120, and the task manager 130.

The FPGA block 150 may include at least one FPGA,
wherein the at least one FPGA may include at least one
vFPGA. In an FPGA, which 1s a physical logic circuit, the
entire memory may be reconfigured during an FPGA recon-
figuration process, and the entire FPGA may be maintained
in an inactivated state. Therefore, a possible restriction of
resources may arise.

In this regard, the FPGA block 150 of FIG. 1 may support
a partial reconfiguration function, wherein the partial recon-
figuration function 1s a function 1n which only some of logic
resources of an FPGA internal memory are reconfigured,
and an original FPGA function may be kept activated for the
remaining logic resources. To use the partial reconfiguration
function, a user may predetermine and set a number of
partial reconfiguration regions divided from the resources of
the FPGA, as well as size(s) for each of the partial recon-
figuration regions. The partial reconfiguration may reduce a
delay time, because the size of a region that needs to be
reconiigured 1s relatively small, as compared with the size of
a wholly reconfigured FPGA.

In some embodiments, the FPGA block 150 may support
the vEFPGA, wherein the viEPGA may be a virtualized logical
processing region capable of operating a digital logic
according to one physical FPGA. As the vFPGA 1s sup-
ported, resources of one physical FPGA may be separated
and allocated for execution of a plurality of applications, and
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thus, efliciency may be improved by processing the appli-
cations using respective, separate resources.

In some embodiments, the FPGA block 150 may include
a partial reconfiguration-based virtualized FPGA (PR-
vFPGA). Since the PR-vFPGA 1s one vFPGA capable of
operating an 1ndependent service having partial logic
resources ol one physical FPGA and a corresponding digital
logic, the PR-vFPGA enables independent video analysis
processing regardless of other PR-vFPGAs.

Thus, 1n some embodiments, the FPGA block 150 may set
the vFPGA according to optimal parameters. Accordingly,
cach vFPGA may process a video sequence corresponding to
the optimal parameters from among a plurality of modified
video sequences mVS, thereby improving the accuracy of
object recognition and also minimizing latency. The FPGA
block 150 of FIG. 1 will be described in some additional
detail hereafter with reference to FIG. 5.

Those skilled in the art may therefore understand the
FPGA block 150 as a device, since the FPGA block 150
functions as a processing circuit for processing a video
sequence. Accordingly, the receiver 110, the configuration
controller 120, the task manager 130 and the CPU 140 may
be relatively understood as a host, because they transplant
parameters to the FPGA block 150 and allocate a video
sequence.

It follows that the FPGA block 150 (a “device”) may
communicate with the receiver 110, the configuration con-
troller 120, the task manager 130, and the CPU 140 (col-
lectively, a “host”) using (e.g.,) a PCI express (PCle) pro-
tocol. However, the inventive concept 1s not limited thereto,
and the communication may be performed using one or
more protocol(s) to which various heterogeneous device
communication protocols like a universal flash storage
(UFS) protocol, an embedded multi-media card (eMMC)
protocol, and a non-volatile memory express (NVMe) pro-
tocol have been applied.

As noted above, the client 200 may be an electronic
device including a mobile device, a camera device, etc.,
wherein the client 200 of FIG. 1 includes the processor 210
and a socket 220.

The processor 210 may receive the video sequence VS as
raw data. In some embodiments, the processor 210 may
process the video sequence VS according to predetermined
parameters or may process the video sequence VS based on
parameters FS and MD provided from the server 100. The
processor 210 may perform pre-processing on the video
sequence VS such that the video sequence VS may be easily
processed by the server 100. However, the inventive concept
1s not limited thereto, and the processor 210 may perform
various processing on video frames.

In some embodiments, the processor 210 may receive the
sampling rate FS from the server 100 and generate the
modified video sequence mVS by sampling the wvideo
sequence VS at an optimal sampling rate to be processed 1n
the FPGA. Thus, the processor 210 may receive the sam-
pling rate FS and the object recognition model MD, sample
the video sequence VS at an optimal sampling rate to be
processed at the FPGA, and down-sample the wvideo
sequence VS to an optimal resolution to be processed at the
FPGA, thereby generating the modified video sequence
mVS. Further, in some embodiments, the processor 210 may
generate the modified video sequence mVS by applying a
preset sampling rate FS and a preset object recognition
model MD to the video sequence VS.

The modified video sequence mVS may be provided to
the socket 220, and the socket 220 may provide the modified
video sequence mVS from the client 200 to the server 100.
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In an example embodiment, the socket 220 may connect an
end device (1.e., the chient 200) to the server 100 within a
communication network. The modified video sequence mVS
may be accumulated 1n a queue of the receiver 110.

In some embodiments, the server 100 may be configured
to include a reconfigurable logic circuit including one or
more parameters and/or various combinations of parameters.
Thus, throughput (e.g., processing performance) ol the
reconfigurable logic circuit may vary. In this regard,
throughput may vary according to resource consumption,
latency, and accuracy. Accordingly, a method of adaptively
adjusting the configuration of the reconfigurable logic circuit
in order to improve throughput 1s an 1mportant consider-
ation.

Embodiments of the inventive concept provide method(s)
ol determining optimal parameters capable of maximizing
the throughput for vFPGAs. As optimal parameters are
determined, the throughput of the reconfigurable logic cir-
cuit may be optimized (e.g., processing latency may be
mimmized, processing accuracy may be maximized, etc.).

FIG. 2 1s a conceptual diagram illustrating communica-
tion between clients 200a and 2005 and servers 100aq and
10056 1n an electronic system 20 according to embodiments
of the mventive concept.

Referring to FIGS. 1 and 2, a first electronic system 10a
and a second electronic system 106 may be implementation
examples of the electronic system 10 of FIG. 1. Thus, the
first client 200a and the second client 20056 may be imple-
mentation examples of the client 200 of FIG. 1, and the first
server 100a and the second server 1006 may be implemen-
tation examples of the server 100 of FIG. 1. The first server
100a and the second server 1006 may be included in a base
station 1n the form of reconfigurable logic circuits or may be
provided near the base station.

The electronic system 20 may be understood as a com-
munication network (or a data processing network) associ-
ated with a plurality of electronic systems. Thus, 1n the first
clectronic system 10q, the first client 200a may transmit a
video sequence to the first server 100a. Here, the video
sequence transmitted from the first client 200a to the first
server 100a may be referred to as an “up-link™ (UL). In thas
regard, the first server 100a may determine optimal param-
cters with respect to a video sequence and provide the
optimal parameters to the first client 200a. Parameters
transmitted from the first server 100a to the first client 2004
may be referred to as a “down-link” (DL). In the second
clectronic system 205, the second client 2006 may transmit
a video sequence to the second server 2005 with simalar,
resulting designations of a UL and DL.

As next generation media services, such as 4K Ultra-High
Defimition (UHD) and augmented/virtual reality (VR/AR)
video, become more prevalent, technology for efliciently
analyzing and processing real-time video sequences of an
end-user (or client) are increasingly 1n demand. However,
due to delays occurring in end-to-end (E2E) transmission
through a wireless communication network and a backhaul
network, as well as high-cost video analysis delays occur-
ring during content transmission, real-time quality of service
(QoS) may not be guaranteed to an end user. (Here, 1n the
context of the foregoing example, an exemplary E2E trans-
mission may be a communication between the first server
100a and the second server 1005).

To resolve such problems, mobile edge computing (MEC)
may be applied, wherein MEC 1s technology for arranging,
a service or content to computing or storage resources of a
base station located close to an end user, thereby reducing,
delays of an E2E transmission and dispersing backhaul
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traflic (e.g., a communication load between the first server
1004 and the second server 10056). In an MEC environment,
computing and storage resources of each base station may be
operated 1n the form of an edge server. For example, the first
server 100a and/or the second server 1005 provided near the
base station may be referred to as edge servers. Because an
edge server 1s located close to an end user, region-speciific
services may be provided, and the mobility for each service
may be supported by utilizing characteristics of the base
station. Also, edge servers of each base station are capable
of performing communication and cooperation without net-
work congestion without passing through a backhaul net-
work, thereby providing further improved real-time perfor-
mance and flexibility 1n providing services.

The MEC may provide real-time video analytics for a
next-generation media service through proximity of directly
providing computing and storage resources to an end user or
a client (e.g., the first client 200aq and/or the second client
200b) at the level of a base station (e.g., the first server 100q
and/or the second server 1005). However, computing and
storage resources provided by edge servers are limited and
may be easily overloaded by a plurality of end users.
Therefore, there 1s a need for an adaptive and cost-eflective
real-time video analysis processing system technology
capable of supporting a predetermined level of service
performance with maximum utilization of resources pro-
vided by edge servers.

An FPGA-based edge server may improve efliciency by
assigning video sequences to PR-vFPGAs by partially
reconfiguring computing resources for each video sequence
that ensures performance and increases cost efliciency.
Because a bottlenecking interference phenomenon may
result between PR-vFPGAs in one physical FPGA, 1t 1s
necessary to mimmize the interference for minimizing per-
formance deterioration.

According to embodiments of the mventive concept,
parameters ol the server 100 may be optimized using
PR-vFPGA resource allocation when video analysis of a
plurality of video sequences 1s performed on FPGA com-
puting resources of an edge server (1.e., a reconfigurable
logic circuit). Accordingly, parameters (e.g., a sampling rate
and/or an object recognition model) optimized for each of a
plurality of video sequences may be determined, and a
PR-vFPGA may be set with the optimized parameters while
receiving a video sequence to which the optimized param-
cters are applied. In some embodiments, the server 100 as a
reconiigurable logic circuit may guarantee a predetermined
level or higher accuracy and mimimize deterioration of
processing delay performance Thus, a parameter may be
initialized to a maximum value and then may be gradually
decreased. Hence, the server 100 may calculate a deterio-
ration rate of accuracy throughput of a video sequence per
latency reduction rate for processing the video sequence
every time a parameter value 1s reduced by one level and
may determine a parameter having the smallest deterioration
rate of accuracy throughput of a video sequence per latency
reduction rate for processing the video sequence as an
optimal parameter.

FIG. 3 1s a block diagram further illustrating in one
example the configuration controller 120 of FIG. 1.

Here, the configuration controller 120 may profile rela-
tionship 1nformation regarding accuracy and a latency
according to a calculation process for each video sequence
corresponding to a service user request and, based on the
relationship information, may search for and determine an
optimal frame resolution and an optimal frame sampling rate
for satistying a demanded quality of service ((QoS).
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The configuration controller 120 may receive the modi-
fied video sequence mVS and output the sampling rate FS
and/or the object recognition model MD as parameters. The
configuration controller 120 of FIG. 3 may include a profiler
121, a configuration determiner 123, a model selector 125,
and a sampling rate selector 127.

The profiler 121 may pre-test throughput that the FPGA
block 150 processes the modified video sequence mVS
according to parameters and may store a result of the
pre-test. In some embodiments, the profiler 121 may com-
bine all sampling rate values and all object recognition
model values as parameters, and may simulate processing,
latencies L and processing accuracies Q of the FPGA block
150 according to results of combining the parameters one by
one. A process performance checking operation for param-
cters may be performed before a video sequence 1s input.
The profiler 121 may provide the configuration determiner
123 with processing latencies L and processing accuracies (O
according to combinations of all parameters as a result of the
process performance checking operation.

The configuration determiner 123 may perform and pro-
cess calculations for determining parameters for configura-
tion of an FPGA based on a processing latency L and a
processing accuracy Q.

In some embodiments, the model selector 125 may deter-
mine an optimal object recognition model value based on a
result of a calculation of the configuration determiner 123
and output the object recogmition model MD as a parameter.
Thus, the object recognition model MD may be provided to
the client 200 of FIG. 1, and the processor 210 may generate
the modified video sequence VS by down-sampling the
video sequence VS to have an optimal resolution.

In some embodiments, the sampling rate selector 127 may
determine an optimal sampling rate value based on a result
of a calculation of the configuration determiner 123 and may
output the sampling rate FS as a parameter. Thus, the
sampling rate FS may be provided to the client 200 (FIG. 1),
and the processor 210 may generate the modified video
sequence VS by sampling the video sequence VS such that
video frames are generated at an optimal sampling rate.

Here, video from at least one modified video sequence
mVS may be analyzed using FPGA computing resources of
the server 100 of FIG. 1. Accordingly, the configuration
controller 120 may determine parameters (e.g., a sampling
rate and/or an object recognition model) optimized for each
of a plurality of video sequences and may configure a
PR-vFPGA to achieve optimized throughput by receiving a
video sequence to which optimized parameters are applied
and outputting the optimized parameters.

The configuration determiner 123 may perform the fol-
lowing calculations using the following mathematical sym-
bols:

vs.: 1-th video sequence (total 1 video sequences);
MD.: vs, (determined value of MD, may indicate an input
frame resolution of an object recognition model);
FS.: vs, sampling rate for video frames;
c~{MD,, FS,}: configuration of i-th video sequence,
where C={c,liV[I]}, [1]={1, 2, . . ., I}.
Hence, an object recognition model vs, of each video
sequence MD), may be transplanted into an FPGA included
in the server 100 1n the form of a PR-vFPGA. And when a
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defined as F and a resource capacity of a PR-vFPGA
allocated to the object recognition model vs, ot each video
sequence MD), 1s defined as I, 1t 1s necessary to satisly
Equation 1 as follows:

Xicinfi<F [Equation 1]

Here, a total amount of resource capacity of a PR-vFPGA
allocated to each video sequence vs, needs to be less than the
total computing resource capacity F of the FPGA block 150
to operate an FPGA.

The performance of a video analysis latency L according,
to an object recognition model 1 of an vs.-th video sequence
MD. extracted through an FPGA throughput profiling of the
profiler 121 may be modeled by Equation 2 as follows.

LE(MD)=y *MD,”—y,*MD+Y; [Equation 2]

According to Equation 2, a latency per second of the
PR-vFPGA of the 1-th video sequence to which a partial
reconiiguration region 1s allocated and an object recognition
model is 1. Further, in Equation 2, each frame transmission
latency 1 according to the object recognition model vs, of the
MD,-th video sequence 1.” may be modeled by Equation 3 as
follows:

8 % (MD:)? [Equation 3]

'MD) =
i ( ) A

Here, b, denotes a bandwidth (MB/s) given to an 1-th
video sequence vs,, and 0 denotes an amount of data needed
to express one pixel.

A video analysis accuracy according to the object recog-
nition model 1 and the sampling rate vs, of the MD -th video
sequence FS, extracted through an FPGA throughput profil-
ing of the profiler 121 may be modeled by Equation 4 as
follows:

a(c)=C,(MD,)*¢FS;) [Equation 4]

From the foregoing, a video analysis accuracy model 1
regarding a configuration vs, of the c-th video sequence a,
may be expressed as a product of an accuracy model MD,
regarding the object recognition model €, and an accuracy
model FS, regarding the sampling rate ¢,. According to
Equation 4, the higher a frame resolution 1s, the higher the
analysis accuracy becomes. Also, the higher the frame
resolution 1s, the smaller the performance improvement
becomes. In other words, the higher a frame rate 1s, the
higher the analysis accuracy becomes, Also, the higher the
frame rate 1s, the less the performance 1s improved.

In consideration of these characteristics, accuracy models
<. and ¢, may be defined by Equation 5 and Equation 6 as
follows:

|Equation 3]
E;(MD;) = —Q&r*E£

F5; |Equation 6]
$i(FS;) =P — Prxe 3

Here, {c.,, a.,, o} and {B,, p,, 5} are positive numbers
determined through profiling.

Thus, according to Equation 5 and Equation 6, accuracy
1s not significantly decreased for a frame sampling rate and
an object recognition model having large values, but 1is
ogradually decreased. However, accuracy 1s rapidly
decreased for a frame sampling rate and an object recogni-
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tion model having small values. The style of accuracy model
will be described hereafter 1n some additional detail with
reference to FIGS. 11A and 11B.

In some embodiments, the configuration determiner 123
may mitialize a sampling rate value and an object recogni-
tion model value of each video sequence to maximum
values. A sampling rate vs, and an object recognition model
FS, for video frames of an 1-th video sequence MD, have
selectable ranges, respectively. Selectable minimum and
maximum values of the sampling rate FS, are s_ . and s
respectively, and selectable minimum and maximum values
of the object recogmtion model MD, are r,. and r_ .,
respectively.

Determination of an optimal configuration of a frame
sampling rate and an object recognition model for minimiz-
ing deterioration of processing latency performance while
ensuring accuracy of a predetermined level or more in video
analysis for a video sequence in FPGA computing resources

of the server 100 may be defined according to Equation 7 as
follows:

Frax?

= F i=[f]

Here, o 1s a ratio between a total sum of analysis accu-
racies 1n all video sequences and a total number of frames
that are mmput and processed per second 1n a system,
u(c,)=a[c,)-o*FS, 1s the utility of an 1-th video sequence,
and similar Equation 1, the sampling rate FS, of each video
sequence needs to be less than one frame processing rate of
a determined object recognition model.

In some embodiments, the configuration determiner 123
may 1nitialize a frame sampling rate and an object recogni-
tion model of a video sequence to a maximum value and a
maximum model that may be configured to each video
sequence, before the video sequence 1s processed.

Thereafter, the configuration determiner 123 may gradu-
ally reduce the value of the object recognition model MD of
cach video sequence one level by one level until the object
recognition model MD of each video sequence may be
transplanted to the resource capacity of the FPGA block 150.
Accordingly, the resolution of a video sequence may be
decreased one level by one level.

For example, when a YOLO-608 from among object
recognition models MD applied to video sequences 1s not
able to be transplanted to the FPGA block 150 due to
excessive resource, the YOLO-608 may be lowered by one
level to a YOLO-416 from among the object recognition
models MD. Similarly, when the YOLO-416 from among
object recognition models MD applied to video sequences 1s
not able to be transplanted to the FPGA block 150 due to
excessive resource, the YOLO-416 may be lowered by one
level to a YOLO-320 from among the object recognition
models MD.

From among values of the object recognition models MD
determined through the above-described process, the opti-
mal value determines a resource size of a PR-vFPGA
allocated to each video sequence. The optimal value 1s found
by minimizing deterioration of video analysis accuracy of
cach video sequence.
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To optimize the object recognition model MD), an opera-
tion defined by Equation 8 may be performed as follows:

i(MD;) —a;(MD; .
o - MDD = alMBy)
i (MD;) -1l (MD?)

|Equation 8]

Referring to Equation 8, accuracy performance deterio-
ration per reduction of video analysis latency when the
object recognition model MD), of a video sequence 1s set to
a model having one level lower value may be repeatedly
calculated. Here, a next object recognition model MD,' may
be a model one level lower than the object recognition model
1 of a current vs-th video sequence MD, and a.(MD,)
denotes an accuracy model having only the object recogni-
tion model FS, as a variable while the sampling rate MD, 1s

fixed.

In some embodiments, the configuration determiner 123
may lower the value of an object recognition model of a
video sequence corresponding to the smallest accuracy
performance deterioration per reduction of video analysis
latency by one level, per Equation 9 as follows:

. ai(MD;)—a;(MD?)

= aremin ,
St P(MD;) — IP(MD))

WD [Equation 9]

= argminypy €;

MD?

¥Yielll,

It 1s determined whether a newly updated C satisfies
Equation 2. When Equation 2 i1s not satisfied, the above-
stated process 1s repeated until Equation 2 1s satisfied. In an
example embodiment, the configuration determiner 123 may
compare performance corresponding to all parameter values
checked through profiling with current performance (i.e.,
accuracy performance deterioration per video analysis
latency reduction) and may check whether the current per-
formance 1s a maximum value.

The object recognition model of each video sequence
determined through the above-described process may be
defined as an optimal object recognition model MD *,

Vie(l].

In some embodiments, the configuration controller 120
may provide an optimal object recognition model MD* to
the client 200, and the client 200 may generate the modified
video sequence mVS by sampling the video sequence VS at
an optimal resolution.

In some embodiments, the configuration determiner 123
may optimize additional parameters after the optimal object
recognition model MD* 1s determined.

Thus, the server 100, which 1s based on an FPGA, may
determine a sampling rate FS for video frames that mini-
mizes accuracy performance deterioration and interference
between PR-vFPGAs 1n video analysis for a plurality of
video sequences. The higher the sampling rate FS 1s set to
be, the higher the video analysis accuracy may be. However,
a degree of interference occurring between vFPGAs may
also be increased. On the other hand, the lower the sampling
rate FS 1s set to be, the lower the video analysis accuracy
becomes. However, a degree of interference occurring
between vEFPGAs may be decreased.
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To optimize the sampling rate FS, the {following
operation(s) may be performed, wherein the imitial value of
the sampling rate MD.* may be reset using the optimal
object recognition model FS,, as shown 1n Equation 10.

1 tion 10
) F(MDY) rreld e

FS,

Here, when the value of the sampling rate MD_*, ViE|[I]
1s decreased by one level while the optimal object recogni-
tion model FS, 1s fixed, the configuration determiner 123
may calculate a degree of utility reduction of each video
sequence according to Equation 11 as follows:

e =y (FS)-u(FS) Vi€l [Equation 11]

Thus, the configuration determiner 123 may lower the
sampling rate FS; of the video sequence corresponding to the
smallest degree of utility reduction to a one-level lower
model.

FS = argming; (FS;) — u;(FS)), Vi e [1], [Equation 12]

* _ 4
FS; = argmingg e
Fs?

According to Equation 12, 1t may be understood that a
parameter value of the sampling rate FS has converged when
the previous process 1s repeated and FS,' 1s not changed even
when the previous process 1s repeated for a predetermined
number of times. In this case, the value of the sampling rate
may be determined as the optimal sampling rate FS *. In
some embodiments, the configuration determiner 123 may
compare performance corresponding to all parameter values
checked through profiling with current performance (i.e.,
accuracy performance deterioration per video analysis
latency reduction) and may check whether the current per-
formance 1s a maximum value.

The sampling rate FS of each video sequence determined
through the above process is defined as FS*, Vig[l].
Accordingly, the configuration determiner 123 may deter-
mine an optimal configuration through the above-described
process and define the optimal configuration as
C*={c *IVig[1]}, ¢, *={fr* fs*}.

FIG. 4 1s a block diagram further illustrating in one
example the task manager 130 of FIG. 1.

Here, the task manager 130 may map the modified video
sequence mVS to the FPGA block 150 based on the sam-
pling rate FS and/or the object recognition model MD and
may provide a mapping result to the CPU 140. According to
an example embodiment of the inventive concept, the task
manager 130 may check optimized parameters (e.g., the
sampling rate FS and/or the object recognition model MD)
in the configuration controller 120 and may allocate the
modified video sequence mVS to the virtual FPGA vFPGA
that 1s previously set, according to an optimal sampling rate
FS* and/or the optimal object recognition model MD*.

In the 1llustrated example of FI1G. 4, the task manager 130
includes a resource allocation engine 131, a task queue
manager 132, a first management module 133, and a second
management module 136.

Referring to FIGS. 1 and 3, the resource allocation engine
131 may allocate a video sequence to a PR-vFPGA to which
optimized parameters are applied. As a video sequence 1s
allocated to a PR-vEFPGA, the total available resources of the
FPGA block 150 may be reduced by an amount correspond-
ing to the allocated video sequence.
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In some embodiments, the resource allocation engine 131
may search for a PR-vFPGA resource having a reconfigu-
ration overhead that may be driven by the optimal object
recognition model MD* (e.g., an optimal frame resolution)
and the optimal sampling rate FS*. For the resource allo-
cation engine 131 to calculate optimal PR-vFPGA resources,
a result of profiling performed by the configuration control-
ler 120 may be shared.

The task queue manager 132 may collectively manage
tasks of an FPGA with respect to a plurality of video
sequences. The task queue manager 132 may receive and
manage a task processing request of each video sequence,
provide meta information about the task processing request
to the configuration controller 120 and the resource alloca-
tion engine 131, and determine optimal configuration values
and allocation resources, thereby efliciently distributing
resources.

While the task queue manager 132 1s allocating resources
to tasks, information 1n a service registry i which informa-
tion regarding resources available for each service and
kernel logic bit stream file information regarding applica-
tions that may be loaded and executed by the corresponding
resources are stored and information 1n a resource registry in
which information about current execution, allocation, and
setting state mnformation for each resource are stored may be
referred to. In other words, the task queue manager 132 may
identily information about currently available resources
using the service registry and the resource registry. The task
manager 130 may further include a device driver (not
shown) for utilizing resources of each PR-vFPGA.

The first management module 133 or the second manage-
ment module 136 may manage partial reconfiguration
regions PBBs. The first management module 133 may
include a first partial reconfiguration (PR) manager 134 and
PR region managers 1335, and the second management
module 136 may include a second PR manager 137 and PR
region managers 138. The task manager 130 may receive the
object recognition model MD and the sampling rate FS and
may output a mapping signal PRR for mapping the modified
video sequence mVS to the FPGA block 150.

The first management module 133 or the second manage-
ment module 136 may transplant the optimal object recog-
nition model MD* to a PR-vFPGA according to optimal
parameters, process a video sequence, and update informa-
tion about the allocation resources of the PR-vFPGA 1n the
resource registry.

The first management module 133 or the second manage-
ment module 136 may receive information about particular
tasks and PR-vFPGA resources to be allocated for each task,
which are received from the resource allocation engine 131,
and load service kernel logic to perform a reconfiguration,
such that a requested task may be executed by allocated
PR-vFPGA resources. In this case, information about a
PR-vFPGA reconfiguration status for each task may be
updated 1n the resource registry.

In some embodiments, the first management module 133
or the second management module 136 may load a device
driver and a dynamic library for a partial reconfiguration
region corresponding to the PR-vFPGA to access resources
divided in a hardware manner. The first management module
133 or the second management module 136 may configure
an environment 1 which service application calculation
processing may be performed and may process a service
application calculation by loading service kernel logic to
accessible PR-vFPGA resources and performing a logic
reconfiguration.
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As a result of processing by the first management module
133 or the second management module 136, the mapping
signal PRR for mapping each of the modified wvideo
sequences mVS to each of partial reconfiguration regions of
the FPGA block 150 may be output. In an example embodi-
ment, when a first video sequence VS1 1s optimized by a first
sampling rate FS1 and a first object recognition model MD1,
the task manager 130 may transplant the first sampling rate
FS1 and the first object recognition model MD1 1nto a first
virtual FPGA vFPGA1 from among the plurality of vEPGASs
of the FPGA block 150, and the task manager 130 may map
the first video sequence VS1 to the first vEPGA1. Similarly,
when 1t 1s determined that a second video sequence VS2
following the first video sequence VS1 1s optimized by a
second sampling rate FS2 and a second object recognition
model MD2, the task manager 130 may transplant the
second sampling rate FS1 and the second object recognition
model MD2 mnto a second virtual FPGA vFPGA2 from
among the plurality of vFPGAs, and the task manager 130
may map the second video sequence VS2 to the second
virtual FPGA vFPGA2.

As may be understood from the foregoing, the task
manager 130 according to embodiments of the inventive
concept may reduce an additional latency caused 1 a
process of performing tasks of various services by minimiz-
ing the number of reconfigurations.

FIG. 5 1s a block diagram further illustrating in one
example the FPGA block 150 of FIG. 1.

Referring to FIG. 3§, the FPGA block 150 may include a
first FPGA 151 and a second FPGA 156. The first FPGA 151
may include a first virtual FPGA vFPGA1 152, a second
virtual FPGA vFPGA2 153, and a third virtual FPGA
vFPGA3 153, and the second FPGA 156 may include a
fourth virtual FPGA vFPGA4 157, a fifth virtual FPGA
vEFPGAS 158, and a sixth virtual FPGA vFPGA6 159.
Although this example assumes that one FPGA includes
three (3) vEFPGA, the scope of the mventive concept 1s not
limited thereto, and any reasonable numbers of virtual
FPGAs may correspond to a single physical FPGA.

A PR-vFPGA 1s one vEFPGA having partial logic resources
of one physical FPGA and capable of operating an indepen-
dent service and a digital logic according to the independent
service. PR divides FPGA 1internal logic resources into
several resources to enable imndependent logic transplanta-
tion and operation and also ensure independence 1n a sub-
sequent logic reconfiguration.

In some embodiments, the FPGA block 150 may process
cach of the modified video sequences mVS 1n an individual
vFPGA as the mapping signal PRR 1s received. Thus, 1n the
vFPGA may be configured with optimized parameters for
the modified video sequence.

One partial reconfiguration region allocated through par-
tial reconfiguration may be allocated to an application
through a host operating system. In this case, a PR-vFPGA
may function as one independent processing device. In other
words, a PR-vFPGA may perform independent video analy-
s1s processing regardless of other PR-vEFPGAs.

However, because the PR-vFPGA corresponds to one
physical FPGA, that 1s, the first or the second FPGA 151 or
156, and multiple video sequences may be concentrated to
the one physical FPGA, that 1s, the first or the second FPGA
151 or 156, interference like a bottleneck may occur
between PB-vEFPGAs. The interference 1s directly related to
the performance deterioration of an FPGA.

For example, there may be interference between the first
virtual FPGA vFPGA1 152 and the second virtual FPGA
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between the second virtual FPGA vFPGA2 153 and the third
virtual FPGA vFPGA3 154. Similarly, interference may
occur between neighboring vEPGAs. Although not shown, a
plurality of virtual FPGA vFPGAs included in the one
physical FPGA, that 1s, the first or the second FPGA 151 or
156, are aflected by interference there between.

According to embodiments of the mventive concept,
deterioration of throughput of an FPGA caused by 1nterfer-
ence between associated vEPGAs may be mimimized. Also,
a reconfigurable logic circuit and a method of operating the
reconiigurable logic circuit according to the mventive con-
cept may secure real-time performance of video processing,
satisty mimmume-required accuracy, and minimize process-
ing latency.

FIGS. 6 and 8 are collectively a tlowchart illustrating 1n
one example a method of operating a reconfigurable logic
circuit according to embodiments of the inventive concept.

Initially referring to FIGS. 1, 3 and 6, a case 1s illustrated
in which one parameter 1s applied to a reconfigurable logic
circuit. Thus, the profiler 121 of the configuration controller
120 may profile an accuracy Q and a latency L of a video
sequence according to a parameter (S110). The accuracy Q@
and the latency L may be the throughput of the FPGA block
150 for a video sequence performed. Here, the profiler 121
may test all sampling rate values or all object recognition
model values as parameter values and may simulate the
processing latency L and the processing accuracy Q of the
FPGA block 150 according to a result of applying the
parameter values. A process performance checking opera-
tion for parameters may be performed before a wvideo
sequence 1s 1nput.

Then, the configuration determiner 123 of the configura-
tion controller 120 may initialize parameters value to maxi-
mum values (5120). Thus, the configuration determiner 123
may 1nitialize a value of the sampling rate FS or the object
recognition model MD of each video sequence to a maxi-
mum value. A sampling rate vs, and an object recognition
model FS, for video frames of an 1-th video sequence MD,
may have selectable ranges, respectively. The maximum
selectable value of the sampling rate FS, 1s s_ . and the
maximum selectable value of the object recognition model
MD, 1sr, .

The configuration controller 120 may evaluate the per-
formance of the FPGA block 150 for parameter values
(S130). Performance evaluation may be based on a profiling
result. in some embodiments, because the profiler 121 may
store a result of pre-testing the FPGA throughput of all
parameter values, the configuration controller 120 may
compare performance with regard to a current parameter
value with performance with regard to a parameter value
that 1s one level lower than the current parameter value.
From between the performance according to the current
parameter value and the performance according to a param-
cter value that 1s one level lower than the current parameter
value, a value corresponding to a lower processing accuracy
performance deterioration rate of a wvideo processing
sequence per processing latency reduction rate of the video
sequence may be set to a maximum value.

The performance according to the current parameter value
may be compared to the performance according to the
maximum value may (5140). Accordingly, when the perfor-
mance according to the current parameter value 1s not the
maximum value (S140=NO), the configuration controller
120 may decrease the current parameter value by one level
(5150). Otherwise, when the performance according to the
current parameter value 1s the maximum value (S140=YES),
the current parameter value may be determined to be an
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optimal parameter value (S160). In this manner, an optimal
parameter may be used to set an FPGA. In other words, the
FPGA block 150 may transplant the optimal parameter. For
example, the optimal parameter may be transplanted to the
FPGA block 150.

Then, the FPGA block 150 may analyze a video sequence
and perform object recognition for the video sequence
(S170).

FIG. 7 1s a flowchart further illustrating 1n one example
the method step S130 of FIG. 6.

Following the initialization of parameters value to maxi-
mum values by the configuration determiner 123 of the
configuration controller 120 (S120), performance according
to the current parameter value may be compared with
performance according to a parameter value having a level
lower than the current parameter value based on a profiling
result (S131). The performance may indicate a rate of a
processing accuracy deterioration of a video sequence per
processing latency reduction rate of the video sequence.

Then, based on a result of comparing the performance
according to the current parameter value with the perfor-
mance according to the parameter value having a level lower
than the current parameter value, performance having a
greater value may be set as a maximum value (5132). The
maximum value may be used to determine whether the
current parameter value 1s an optimal parameter value.

Referring now to FIGS. 1, 3 and 8, following the comple-
tion of the method step S120 of FIG. 6, processing accuracy
according to an object recognition model MD1 of an FPGA
for processing a video sequence may be evaluated (5230). In
some embodiments, the model selector 125 may be used to
compare an accuracy for an index value 1 of a current object
recognition model MD with an accuracy of an index value
1' of an object recognition model MD that 1s a level lower
than the current object recognition model MD.

Thus, the model selector 125 may determine whether
processing accuracy 1s a maximum value (S233). When the
processing accuracy 1s not the maximum value (S235=NO),
the model selector 125 may lower the index value 1 of the
current object recognition model MD by one level (-1)
(S240). However, when the processing accuracy i1s the
maximum value (S235=YES), the model selector 125 may
set the index value 1 of the current object recognition model
MD as the optimal object recognition model value MD*
(S245). Then, the model selector 125 may allocate a partial
reconfiguration region of the FPGA block 150 and may
configure a virtual FPGA vFPGA based on the optimal
object recognition model value MD* (5245).

Then, the configuration controller 120 may instruct the
client 200 to reset a video sequence based on an optimal
object recognition model value MD1* (8250). The client 200
may down-sample the video sequence to have a particular
resolution based on the optimal object recognition model
value MDr1*.

When the object recognition model MD of each video
sequence 1s fixed, a sampling rate FS that may minimize
interference occurring in an FPGA shared by a plurality of
video sequences and performance deterioration caused by
the interference may be further determined through a greedy
algorithm. The higher the sampling rate 1s set to be, the
higher video analysis accuracy becomes. However, interfer-
ence occurring in an FPGA also increases. On the other
hand, the lower the sampling rate 1s set to be, the lower the
video analysis accuracy becomes. However, interference
occurring in an FPGA also decreases.

Then, processing accuracy according to a sampling rate
FSy of an FPGA {for processing a video sequence may be

10

15

20

25

30

35

40

45

50

55

60

65

18

evaluated (S255). Here, the sampling rate selector 127 may
compare an accuracy for an index value j of a current
sampling rate FS with an accuracy of an index value 7' of a
sampling rate FS that 1s a level lower than the current
sampling rate FS.

The sampling rate selector 127 may then determine
whether processing accuracy 1s a maximum value (5260).
When the processing accuracy 1s not the maximum value
(5260=NO), the sampling rate selector 127 may lower the
index value 7 of the current sampling rate FS by one level
(-1) (58265). However, when the processing accuracy 1s the
maximum value (S260=YES), the sampling rate selector
127 may set the index value j of the current sampling rate FS
as the optimal sampling rate value FS* (S270). The sam-
pling rate selector 127 may allocate a partial reconfiguration
region of the FPGA block 150 and may configure a virtual
FPGA vFPGA based on the optimal object recognition
model value MD*.

According to the above-described method, accuracy dete-
rioration for video analysis for a plurality of video sequences
in the server 100 including an FPGA may be minimized.

FIG. 9 1s a flow diagram illustrating a method of operating,
an electronic system 10 including the server 100 as a
reconfigurable logic circuit according to embodiments of the
inventive concept.

A video sequence VS may be mput to the client 200
(S310).

The client 200 may perform pre-processing on the video
sequence VS. The pre-processing may include sampling (or
down-sampling) the video sequence VS at a predetermined
sampling rate or resolution to facilitate processing of the
video sequence VS by the server 100 (S315). In some
embodiments, the pre-processing may be performed by the
processor 210 of the client 200, but the inventive concept 1s
not limited thereto. According to an example embodiment,
the client 200 may transmit raw data to the server 100 as 1t
1s, and the raw data may be processed by the CPU 140 of the
server 100.

The video sequence VS may be transmitted from the
client 200 to the server 100 after being pre-processed or
without being pre-processed (5320), and the server 100 may
optimize the object recognition model MD (S325). In some
embodiments, the server 100 may optimize the object rec-
ognition model MD by searching for the optimal object
recognition model value MD*, which 1s a value that maxi-
mizes the performance of processing the video sequence by
decreasing the value of the object recognition model MD
based on a profiling result.

In some embodiments, optimization of the object recog-
nition model MD may include comparing the throughput
according to the index value 1 of the current object recog-
nition model MD with the throughput according to the index
value 1' of the object recognition model MD that 1s lower
than the index value 1 of the current object recognition model
MD according to a profiling result, setting the throughput
having a larger value as a maximum value according to a
result of the comparing, decreasing (—1) the index value 1 of
the current object recognition model MD when the through-
put according to the current object recognition model MD 1s
not the maximum value, and determining the index value 1
of the current object recognition model MD as the optimal
object recogmition model value MD* when the throughput
according to the current object recognition model MD 1s the
maximum value.

Then, the optimal object recognition model value MD1*
may be transmitted to the client 200 (S330), and the client
200 may pre-process the video sequence VS based on the
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optimal object recognition model value MDi1* (S335).
Therefore, the client 200 may down-sample the video
sequence to have a particular resolution based on the optimal
object recognition model value MDi1*.

A down-sampled modified video sequence mVS may be
transmitted to the server 100 (S340), and the server 100 may
optimize the sampling rate FS (S345). In some embodi-
ments, the server 100 may optimize the sampling rate FS by
searching for an optimal sampling rate value FS* which 1s
a value that maximizes the performance of processing the
video sequence by decreasing the sampling rate FS based on
a profiling result.

In some embodiments, optimization of the sampling rate
FS may include comparing the throughput according to the
index value j of the current sampling rate FS with the
throughput according to the index value 7' of the sampling
rate FS that 1s lower than the index value 1 of the current
sampling rate FS according to a profiling result, setting the
throughput having a larger value as a maximum value
according to a result of the comparing, decreasing (—7) the
index value 7 of the current sampling rate FS when the
throughput according to the current sampling rate FS 1s not
the maximum value, and determining the index value j of the
current sampling rate FS as the optimal sampling rate value
FS* when the throughput according to the current sampling
rate FS 1s the maximum value.

Then, the optimal sampling rate value FS* may be trans-
mitted to the client 200 (S350), and the client 200 may
pre-process the video sequence VS based on the optimal
object recognition model value MDi1* and the optimal sam-
pling rate value FS* (8355). Therefore, the client 200 may
sample the video sequence VS to have a particular resolution
and a particular sampling rate based on the optimal object
recognition model value MD1* and the optimal sampling
rate value FS*.

Then, a sampled modified video sequence mVS may be
transmitted to the server 100 (S360) and analyzed (5365).

FIG. 10 1s a graph 1llustrating latency 1n video sequence
throughput of a reconfigurable logic circuit according to
embodiments of the inventive concept. Here, the graph of
FIG. 10 further illustrates Equation 2 above, wherein the
horizontal axis of the graph 1s an object detection model and
indicates values of a frame resolution, and the vertical axis
indicates a processing delay time.

According to Equation 2, a latency per second of the
PR-vFPGA of the 1-th video sequence to which a partial
reconiiguration region 1s allocated and an object recognition
model MD may increase as the value of the object recog-
nition model MD increases. For example, the latency when
the frame resolution 1s 416x416 may be greater than the
latency when the frame resolution 1s 320x320, and the
latency when the frame resolution 1s 608x608 may be
greater than the latency when the frame resolution 1s 416x
416. In Equation 2, because the second order term 1s the
highest order term DEGREE, the latency may exponentially
increase as the object recognition model MD (e.g., a reso-
lution) i1ncreases.

FIGS. 11A and 11B are graphs illustrating accuracy in
video sequence throughput of a reconfigurable logic circuit
according to embodiments of the mventive concept.

FIG. 11 A 1s a graph illustrating Equation 5 above, wherein
the horizontal axis represents values of a frame resolution in
an object detection model, and the vertical axis represents
processing accuracy. According to Equation 5, the higher a
frame resolution 1s, the higher a processing accuracy
becomes. Also, the higher the frame resolution 1s, the
smaller the performance improvement may become.
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A plurality of video sequences may have different char-
acteristics. In an example embodiment, the accuracy of a
first video sequence Video Content O may not be relatively
significantly deteriorated even when the resolution 1s
changed. For example, the accuracy of the first video
sequence Video Content O when the resolution 1s 320x320 1s
1. That 1s, the accuracy of the first video sequence Video
Content O when the resolution 1s 608x608 may be higher
than 0.8.

In an example embodiment, the accuracy of a second
video sequence Video Content 1 may be relatively signifi-
cantly deteriorated according to a change 1n the resolution.
For example, the accuracy of the second video sequence
Video Content 1 when the resolution 1s 608x608 1s 1. That
1s, the accuracy of the second video sequence Video Content
1 when the resolution 1s 320x320 may be below 0.6.

FIG. 11B 1s a graph 1llustrating Equation 6 above, wherein
the horizontal axis represents values of a sampling rate
regarding frames in an object detection model (that 1s, a
frame rate), and the vertical axis represents processing
accuracy.

According to Equation 6, the higher a sampling rate 1s, the
higher a processing accuracy becomes. Also, the higher the
sampling rate 1s, the smaller the performance improvement
may become.

A plurality of video sequences may have diflerent char-
acteristics, as described above with reference to FIG. 11A.
Here, the accuracy of a first video sequence Video Content
0 may not be relatively significantly deteriorated even when
the resolution 1s changed. For example, the accuracy of the
first video sequence Video Content 0 when the sampling rate
1s 30 1ps 1s 1. That 1s, the accuracy of the first video sequence
Video Content O when the sampling rate 1s 1 fps may be
higher than 0.8.

Here, the accuracy of a third video sequence Video
Content 2 may be relatively significantly deteriorated
according to a change 1n the sampling rate. For example, the
accuracy of the third video sequence Video Content 2 when
the sampling rate 1s 30 ips 1s 1. Meanwhile, the accuracy of
the third video sequence Video Content 2 when the sampling
rate 1s 1 Ips may be below 0.8.

Retferring to FIGS. 11A and 11B, accuracy 1s not signifi-
cantly decreased for a sampling rate and an object recogni-
tion model having large values, but 1s gradually decreased.
However, accuracy 1s rapidly decreased for a frame sam-
pling rate and an object recognition model having small
values. As described above, since a plurality of video
sequences have different 1maging scenarios, the wvideo
sequences may have different characteristics. Therefore,
according to embodiments of the inventive concept, by
gradually decreasing a parameter, performance correspond-
ing to each parameter 1s checked one by one, thereby
searching for a parameter that maximizes the performance.

FIG. 12 1s a conceptual diagram illustrating data commu-
nication 1n an electronic system according to embodiments
of the mventive concept.

The client 200 of FIG. 1 may correspond to a wired
clectronic device 2001 or a wireless electronic device 2002
of FIG. 12, and the server 100 of FIG. 1 may correspond to
a server 1000 of FIG. 12. The server 1000 may be referred
to as an edge node i an MEC environment. The FPGA
block 150 of FIG. 1 may correspond to an FPGA 1001 of
FIG. 12. The FPGA 1001 may be included 1n the edge node
or provided adjacent to the edge node.

Since the wired electronic device 2001 transmits a video
sequence through a wire, a transmission loss may occur.
Theretore, the wired electronic device 2001 may access the
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server 1000 through a router 3001. According to an example
embodiment, when the wired electronic device 2001 1s
relatively close to the server 1000, the wired electronic
device 2001 may access the server 1000 without the router
3001.

The wireless electronic device 2002 may communicate
with a base station 3002 or may exchange a video sequence
with a cloud server 3003, through a wireless network. The
base station 3002 may provide a video sequence to the server
1000. The cloud server 3003 may provide a video sequence
to the server 1000. The server 1000 may be located within
the base station 3002 or at a location adjacent to the base
station.

Referring to the electronic system of FIG. 12, the wired
clectronic device 2001 or the wireless electronic device
2002 may exchange a video sequence with the server 1000
through various communication networks.

While the mventive concept has been particularly shown
and described with reference to embodiments thereot, 1t will
be understood that various changes in form and details may
be made therein without departing from the spirit and scope
of the following claims.

What 1s claimed 1s:

1. A method of operating a server including a reconfig-
urable logic circuit, the method comprising;:

receiving, at a receiver ol the server, a video sequence;

profiling, by a control circuit of the server, throughput of

the video sequence with regard to a parameter consti-
tuting the reconfigurable logic circuit to generate a
profiling result;

initializing, by the control circuit of the server, the param-

eter to a maximum value;

evaluating, by the control circuit of the server, throughput

of the video sequence with regard to a current param-
cter value based on the profiling result;
decreasing, by the control circuit of the server, the current
parameter value when throughput with regard to the
current parameter value 1s not a maximum value, and
determining that the current parameter value 1s an
optimal parameter when throughput with regard to the
current parameter value 1s the maximum value; and

analyzing the video sequence based on the optimal param-
cter to perform object recognition for the wvideo
sequence.
2. The method of claim 1, wherein the parameter 1s a
sampling rate of the video sequence.
3. The method of claim 1, wherein the parameter 1s a type
of an object recognition model for analyzing the video
sequence.
4. The method of claim 3, wherein the parameter 1s a
resolution of the video sequence.
5. The method of claim 1, wherein throughput of the video
sequence includes at least one of processing latency and
processing accuracy.
6. The method of claam 1, wherein the evaluating of
throughput of the video sequence according to the current
parameter value comprises:
comparing throughput with regard to the current param-
cter value with throughput with regard to a parameter
value lower than the current parameter value based on
the profiling result to generate a comparison result; and

setting throughput having a greater value as the maximum
value according to the comparison result.

7. The method of claam 1, wherein the reconfigurable
logic circuit includes a field programmable gate array

(FPGA).
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8. The method of claim 7, wherein the FPGA 1s partially
reconfigurable and supports a virtual FPGA.

9. A method of operating a server including reconfigur-
able logic circuit, the method comprising:

recerving, by a receiver of the server, a video sequence;

profiling, by a configuration controller of the server,

throughput of the video sequence with regard to param-
cters of the reconfigurable logic circuit including a first
parameter and a second parameter to generate a pro-
filing result;

imitializing, by a configuration controller of the server, the

first parameter to a first maximum value;
imtializing, by a configuration controller of the server, the
second parameter to a second maximum value;

optimizing, by a configuration controller of the server, the
first parameter by searching for a first optimal param-
cter value maximizing throughput of the wvideo
sequence by decreasing a first parameter value of the
first parameter based on the profiling result;

recerving, by the receiver of the server, a modified video
sequence resulting from a processing of the video
sequence based on the first optimal parameter value;

optimizing, by a configuration controller of the server, the
second parameter by searching for a second optimal
parameter value maximizing throughput of the modi-
fied video sequence by decreasing a second parameter
value of the second parameter based on the profiling
result;

reconfiguring, by a central processing unit of the server,

the reconfigurable logic circuit according to the first
and second optimal parameters; and

analyzing the modified video sequence based on the first

optimal parameter value and the second optimal param-
cter value to perform object recognition for the video
sequence.
10. The method of claim 9, wherein the first parameter 1s
a sampling rate of the video sequence, and the second
parameter 1s a type of an object recognition model for
analyzing the video sequence.
11. The method of claim 10, wherein the second param-
cter includes multiple resolutions varying in accordance
with types of the object recognition model.
12. The method of claim 9, wherein throughput of the
video sequence includes at least one of processing latency
and processing accuracy.
13. The method of claim 9, wherein the optimizing of the
first parameter comprises:
comparing throughput with regard to a first parameter
value, which 1s a current parameter value of the first
parameter, with throughput for a parameter value,
which 1s lower than the first parameter value, according
to the profiling result to generate a comparison result,
and setting throughput having a greater value as the
maximum value based on the comparison result;

decreasing the first parameter value when throughput of
the first parameter value 1s not the maximum value; and

determiming the first parameter value as the first optimal
parameter value when throughput of the first parameter
value 1s the maximum value.

14. The method of claim 9, wherein the optimizing of the
second parameter comprises:

determining values to which the first optimal parameter

value 1s applied from the profiling result;

comparing throughput with regard to a second parameter

value, which 1s a current parameter value of the second
parameter, with throughput of a parameter value, which
1s lower than the second parameter value, according to
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the profiling result to generate a comparison result, and
setting throughput having a greater value as the maxi-
mum value based on comparison result;

decreasing the second parameter value when throughput

of the second parameter value 1s not the maximum
value; and

determining the second parameter value as the second

optimal parameter value when throughput of the second
parameter value 1s the maximum value.

15. The method of claim 9, further comprising;:

transmitting a command corresponding to the first optimal

parameter value to a client; and

receiving the video sequence to which the first optimal

parameter value 1s applied.

16. The method of claim 9, transmitting a command
corresponding to the second optimal parameter value to a
client; and

receiving the video sequence to which the second optimal

parameter value 1s applied.

17. The method of claim 9, wherein the reconfigurable
logic circuit 1s partially reconfigurable and includes a field
programmable gate array (FPGA) supporting a virtual
FPGA.

18. A server including reconfigurable logic circuit, the
server comprising:

a recerver configured to receive a video sequence from a

user device;

a field programmable gate array (FPGA) block including,

at least one virtual FPGA (vFPGA);

a configuration controller configured to profile the video

sequence for a parameter and search for an optimal
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parameter value that maximizes throughput of the
FPGA block for the video sequence;

a central processing unit configured to reconfigure the
FPGA block for the optimal parameter; and

a task manager configured to map the video sequence to
the at least one vFPGA to which the optimal parameter
value 1s applied,

wherein the configuration controller gradually decreases a
parameter value of the parameter from a maximum
value to determine a deterioration rate of accuracy
throughput of the video sequence per latency reduction
rate for processing the wvideo sequence at each
decreased parameter value, and to determine a param-
cter having the smallest deterioration rate of accuracy
throughput of the video sequence per latency reduction
rate for processing the video sequence as an optimal
parameter.

19. The reconfigurable logic circuit of claim 18, wherein
the task manager 1s further configured to map the video
sequence to an optimal vEPGA configured with regard to the

optimal parameter value from among the at least one
vEPGA.

20. The reconfigurable logic circuit of claim 18, wherein
the parameter includes at least one of a sampling rate of the
video sequence and a type of an object recognition model for
analyzing the video sequence, and

throughput for the video sequence includes at least one of
processing latency and processing accuracy.
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