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INTELLIGENT DELIVERY AND PLAYOU'T
TO PREVENT STALLING IN VIDEO
STREAMING

BACKGROUND

The present disclosure relates to content delivery, and
more particularly to systems and related processes for main-
taining quality of experience (QoE) during adaptive bitrate
(ABR) streaming of content.

SUMMARY

ABR streaming of content 1s generally adept at handling
volatile network conditions, but there are other challenges to
objective QoE with content consumption. Some key chal-
lenges 1n video streaming are QoE disturbance events such
as rebuflering. When a content stream cannot be streamed
fast enough to keep playing at normal speed, rebullering
(and/or buflering) may occur and content playback may
pause and notably degrade the viewing experience. Because
the network conditions may still often be unstable and/or
unpredictable, rebuflering events may be inevitable, even
with ABR streaming, e.g., i areas with poor network
coverage and/or intermaittent low bandwidth. There exists a
need to prevent and/or reduce content stalling during ABR
content streaming. As described herein, playback stalling of
streaming content due to rebullering may be mitigated with
a gracelul gradation so that, e.g., the content consumer does
not experience pauses 1n playback. In some embodiments,
by buflering streaming content simultaneously at two bitrate
levels—e.g., one of the lowest bitrates and a better-quality
bitrate, within the bandwidth limitations—rebullering-
caused stalls 1n playback of a higher quality (HQ) stream
may be eliminated by playing a lower quality (LQ) stream.

Generally, ABR streaming 1s a technique used in stream-
ing content over networks. In many cases, adaptive stream-
ing technologies may be based on HI'TP (Hypertext Transfer
Protocol) and designed to work efliciently over large, dis-
tributed HTTP-based networks such as the Internet. ABR

streaming works by detecting a bandwidth at a client (e.g.,
user device) and adjusting the quality of the media stream
accordingly, e.g., in real time. For example, a client appli-
cation, together with a server, may switch between stream-
ing different quality encodings of a media content 1tem
depending on available resources, which can lead to very
little builering, fast start time and a good experience for both
high-end and low-end connections.

Adaptive bitrate streaming has been widely deployed.
ABR streaming 1s responsive to user and network events and
can be used 1n demanding scenarios, e.g., low-latency live
streaming. Many service providers deploy HI'TP Adaptive
Streaming (HAS) through Dynamic Adaptive Streaming
over HTTP (DASH), or HT'TP Live Streaming (HLS). Like
other ABR methods, DASH achieves decoder-driven rate
adaptation by providing video streams 1n a variety of bitrates
and breaking them into small file segments. The media
information of each segment 1s stored 1n a manifest file,
which 1s created at server and transmitted to clients to
provide the specification and location of each segment.
Throughout the streaming process, the video player at the
client and server adaptively switch among the available
streams by selecting segments based on playback rate, builer
condition and instantaneous throughput. Typically, ABR
algorithms that determine the bitrate of the next segment to
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2

download may not be defined within the standard but may be
left open for optimization based on, e.g., maximizing audi-
ence QoL.

Quality of experience may often be a subjective charac-
teristic for each viewer or content consumer, but detection of
certain events may indicate poor QoE or a decrease 1n (QoE.
For example, stalling may occur when a client application 1s
rebullering streaming segments during the middle of play-
back. Streaming viewers are likely familiar with seeing a
video stall and some variation of a spinning 1con 1ndicating
when the stream 1s rebuilering. If there 1s a network 1ssue
and/or not enough bandwidth to download the next content
segment, then the stream will stall and playback will not
resume until the next segment 1s bullered and ready for
decoding. Frequent stalling from rebullering does not typi-
cally make a high-quality streaming experience.

Dynamically adjusting the bitrate via ABR streaming
aims to minimize rebullering but network characteristics are
still unpredictable and stalling still happens. Generally,
streaming at a higher bitrate means the video quality will be
better, but 11 the bitrate exceeds a user’s bandwidth at a given
time, then bufler underrun can occur. In some cases, with a
temporary bandwidth loss, the client bufler may be fed at a
lower rate than from which it 1s being read. If network traflic
peaks suddenly, streaming a segment from a HQ stream may
be interrupted.

As described herein, playback stalling of streaming con-
tent due to rebuflering may be mitigated with a gracetul
gradation so that, e.g., the content consumer does not
experience gaps 1n playback. In some embodiments, by
buflering streaming content simultaneously at two bitrate
levels—e.g., one of the lowest bitrates and a better-quality
bitrate, within the bandwidth limitations—rebullering-
caused stalls 1 playback of a HQ stream may be eliminated
by playing a LQ stream. For instance, client-side dual
buflers may store n segments from the HQ stream during a
grven time and a multiple of n number of segments from the
LQ stream, thus allowing for many of the LQ segments to
be output if the HQ stream 1s rebullering. If a segment of
content 1s beginning to be played back as an LQ) segment,
there 1s no reason to bufler the same segment from the HQ
stream. Moreover, after a segment of content 1s played back
(or decoded) as erther HQ or LQ, the corresponding HQ
segment and/or LQ segment may be discarded from the dual
bufler, e.g., to create buller space for upcoming segments.
In some embodiments, stalling when streammg adaptlve
bitrate (ABR) content may be prevented by butlering two
streams ol a content 1tem, e.g., one HQ and one LQ. For
instance, a system may receive, from a server, a HQQ stream
of a content 1tem and receive, from the server, a LQ) stream
of the content item (e.g., stmultaneously). The system may
begin to store 1n a first buller a HQ segment corresponding
to a first portion of the content item from the HQ stream and
begin to store 1n a second builer a first LQ segment corre-
sponding to the first portion of the content 1tem from the LQ)
stream and a second LQ segment corresponding to a portion
following the first portion of the content item from the LQ)
stream. The system may determine whether a QoE distur-
bance event (e.g., rebuilering) 1s occurring or about to occur
and, 1 response to determiming that the QoE disturbance
event 1s occurring or about to occur, provide (e.g., decode
and playback) from the second bufler the first LQ segment
for consumption. In response to determining that the QoFE
disturbance event 1s not occurring and not about to occur, the
system may provide (e.g., decode and playback) from the
first butler the first HQ segment for consumption. In some
embodiments, e.g., when the system 1s providing from the
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second bufler the first LQ segment for consumption, the
system may determine whether the QoE disturbance event 1s
still occurring and, 1n response to determinming that the QoE
disturbance event 1s still occurring, providing (e.g., decode
and playback) from the second bufler the second LQ seg-
ment for Consumptlon If the system determines that the QoE
disturbance event i1s not still occurring, the system may
begin to store in the first buller a second HQ segment
corresponding to the portion following the first segment of
the content 1tem from the HQ stream and provide (e.g.,
decode and playback) from the first bufler the first HQ
segment for consumption.

Some embodiments may play supplemental content such
as advertisements when a stream 1s stalling. In some
embodiments, by prefetching supplemental content while
streaming HQ content (e.g., at adjustable bitrates), such
supplemental content may be played back during times
where the HQ stream 1s rebuflering or otherwise stalled. For
instance, one or more advertisements may be downloaded
while streaming HQ content and, when the HQ stream 1s
rebullering, the downloaded one or more advertisements
may be played back during the stalling time.

In some embodiments, stalling when streaming adaptive
bitrate (ABR) content may be prevented by providing
supplemental content during stalling of the content playback

(e.g., for rebuil

ering). Supplemental content may comprise,
¢.2., a commercial, an overlay, a promo, a preview, a
behind-the-scenes clip, an 1interview, news, etc. Generally, a
system, €.g., a client, may receive, from a streaming server,
a stream of a content item and receive, from a content server,
a manifest describing a plurality of supplemental content
items (e.g., ads). The system may begin storing 1n a bufler
a segment corresponding to a first portion of the content 1tem
from the stream and download, based on the manifest, a first
supplemental content item from the plurality of supplemen-
tal content 1tems. The system may determine whether a QoE
disturbance event (e.g., rebullering) 1s occurring or about to
occur and, 1n response to determining that the QoE distur-
bance event 1s occurring or about to occur, provide (decode
and playback) the downloaded first supplemental content
item for consumption. It the system determines that the QoE
disturbance event 1s not occurring and not about to occur, the
system may provide (e.g., decode and playback) from the
bufler the first segment for consumption.

In some embodiments, a QoE disturbance event may
comprise rebullering. In some embodiments, a QoE distur-
bance event may be anticipated based on data describing,
c.g., buller levels, bandwidth availability, system perfor-
mance, and/or network traffic.

In some embodiments, a stall-preventative mode may be
cnabled, e.g., by a viewer, a content distributor, a content
producer, a content host, etc. For instance, 1 a client
application 1s only streaming a HQ stream but rebuilering
occurs a predetermined number of times (e.g., 3) within a
predetermined period of time (e.g., 35 min), then the client
application may begin to simultaneously stream a HQ
stream and a LQ stream and bufler both streams. In some
embodiments, 11 a client application 1s only streaming a HQ
stream but rebullering occurs a predetermined number of
times (e.g., 4) within a predetermined period of time (e.g., 45
min), then the client application may download a promo-
tional video (or access a predownloaded advertisement) to

playback during the next rebullering of the HQ stream.

BRIEF DESCRIPTION OF THE

DRAWINGS

The above and other objects and advantages of the
disclosure will be apparent upon consideration of the fol-
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lowing detailed description, taken in conjunction with the
accompanying drawings, in which like reference characters

refer to like parts throughout, and 1n which:

FIG. 1 depicts an 1llustrative dual-bufler content stream-
ing system, in accordance with some embodiments of the
disclosure;

FIG. 2 depicts an illustrative scenario for dehvermg
content segments 1 a dual-buffer streaming system, 1n
accordance with some embodiments of the disclosure;

FIG. 3 depicts an illustrative scenario for dehvenng
content segments 1 a dual-buffer streaming system, 1in
accordance with some embodiments of the disclosure;

FIG. 4 depicts a flowchart of an exemplary process for
delivering content segments 1n a dual-bufler streaming sys-
tem, 1n accordance with some embodiments of the disclo-
SUre;

FIG. 5 depicts a flowchart of an exemplary process for
determining whether a QoFE disturbance event 1s occurring,
in accordance with some embodiments of the disclosure;

FIG. 6 depicts a tlowchart of an exemplary process for
determining target bitrates to steam 1n a dual-bufler content
streaming system, 1n accordance with some embodiments of
the disclosure;

FIG. 7 depicts an 1illustrative streaming system with
supplemental content provided during a QoE disturbance
event, 1n accordance with some embodiments of the disclo-
SUre;

FIG. 8 depicts an illustrative scenario of a streaming
system with supplemental content provided during a QoE
disturbance event, 1n accordance with some embodiments of
the disclosure;

FIG. 9 depicts a flowchart of an exemplary process for
delivering content segments with supplemental content pro-
vided during a QoE disturbance event, in accordance with
some embodiments of the disclosure;

FIG. 10 1s a diagram of 1llustrative devices, in accordance
with some embodiments of the disclosure; and

FIG. 11 1s a diagram of an illustrative system, 1n accor-
dance with some embodiments of the disclosure.

DETAILED DESCRIPTION

Devices may be designed to facilitate content consump-
tion. Content like video, amimation, music, audiobooks,
cbooks, playlists, podcasts, images, slideshows, games, text,
and other media may be consumed by users at any time, as
well as nearly 1n any place. Abilities of devices to provide
content to a content consumer are often enhanced with the
utilization of advanced hardware with increased memory
and fast processors 1n devices. Devices—e.g., computers,
telephones, smartphones, tablets, smartwatches, micro-
phones (e.g., with wvirtual assistants), activity trackers,
e-readers, voice-controlled devices, servers, televisions,
digital content systems, video game consoles, security sys-
tems, cameras, hubs, routers, modems, and other internet-
enabled appliances—can provide and/or deliver content
almost 1nstantly.

Delivering content via streaming has generally advanced
through 1improved network speeds, however, network band-
width will likely continue to be inconsistent. ABR streaming
has allowed streaming to adjust to bandwidth fluctuations be
having different bitrate versions ol content 1item so that at
any given instant a client application can request a segment
of content at a bitrate acceptable for the current bandwidth.

For instance, an exemplary ABR ladder may comprise 145
kbps with a resolution of 416x234, 365 kbps with a reso-
lution of 640x360, 730 kbps with a resolution of 768x432,
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1100 kbps with a resolution of 768x432, 2000 kbps with a
resolution of 960x540, 3000 kbps with a resolution of
1280x720, 4500 kbps with a resolution of 1280x720, 6000
kbps with a resolution of 1920x1080, and 7800 kbps with a
resolution of 1920x1080. Still, even using ABR streaming to
dynamically adjust between bitrate levels to match available
bandwidth, a stream may overrun its buller, triggering
rebuflering. Fach time an ABR streaming video stalls, the
quality of experience may diminish.

As used herein, QoE disturbance events generally refer to
events that cause, or potentially could cause, stalling of
content playback due to rebuflering. QoE disturbance events
may comprise rebuflering, loss of connection (LAN or
WAN) bandwidth reduction, increased competing network
traflic, scarcity ol system resources, and other potential
issues with a network, bandwidth, or system functions.
Generally, as disclosed herein, there may be graceful deg-
radation of the viewing experience during QoE disturbance
events by preparing for these moments with, e.g., lower
quality streaming content (or alternative content) to be
played during times where viewers may normally see a
frozen screen and a rebuflering indicator.

FIG. 1 depicts an illustrative dual-bufler content stream-

ing system, 1n accordance with some embodiments of the
disclosure. Generally, scenario 100 of FIG. 1 depicts ABR
streaming of content from an ABR streaming server 110 to
user device 102 using dual streams 111 and storing segments
in dual butlers 120.

In some embodiments, by receiving two streams—e.g.,
one low quality (LQ) stream 114 and one high quality (HQ)
stream 112—device 102 can bufler the HQ stream in HQ
bufler 122 and the LQ stream 1 a LQ bufler 124, respec-
tively, and output content from LQ builer 124 in cases where
HQ bufler 122 stalls, e.g., due to rebullering. Device 102
may provide HQ output 132, e.g., during times of steady
bandwidth and may provide LQ output 134 during times of
HQ stream rebuflering. Exemplary HQ output 132 1s
depicted as coming from a stream of 4500 kbps with
1280x720 resolution. Exemplary LQ output 134 1s depicted
as coming from a stream of 145 kbps with 416x234 reso-
lution. Device 102 1s depicted as a television but may
generally be any streaming client device (or client applica-
tion running on a device), e.g., such as those depicted in
FIGS. 10 and 11. ABR streaming server 110, along with
video file database, are depicted as cloud devices but may
generally be any device or application run on a device, e.g.,
such as those depicted in FIGS. 10 and 11.

In some embodiments, ABR streaming server 110 will be
1n communication, via a network, with video file database
108. In some embodiments, video file database 108 may
store different quality versions of each content i1tem (e.g.,
video file), and each version of a content 1tem as individual
segments to be requested by an ABR client on device 102 via
ABR streaming server 110. For instance, one film may
comprise 10 different quality level versions (e.g., ranging
from 145 kbps with a resolution of 416x234 to 85 Mbps for
high frame rate 4K resolution) and each version may be
divided up imto segments ranging, e.g., 2-10 seconds 1n
duration. Generally, using ABR streaming, a client applica-
tion may request a segment from a stream at a specific bitrate
appropriate for the current bandwidth and request different
bitrates for following segments based on bandwidth fluc-
tuations. Sometimes, for example, when the available band-
width cannot deliver content as fast as the content 1s being,
played back, the playback will stall, and the content will be

rebuflering.
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In scenario 100, a client application requests to receive
two streams simultaneously from ABR streaming server
110, dual streams 111, with one stream at HQ bitrate 112 and
the other stream at LQ bitrate 114. In scenario 100, HQ
stream 112 1s delivered to device 102 and stored in HQ
bufler 122 of dual buflers 120. In some embodiments, HQ
stream 712 may be dynamically adapting bitrates. In sce-
nario 100, LQ stream 114 1s delivered to device 102 and
stored 1n LQ bufler 124 of dual buffers 120. In some
embodiments, LQ stream 114 may be dynamically adapting
bitrates. With a steady bandwidth, a client application may
typically play the stream at the HQ bitrate 112, e.g., as HQ
output 132; however, at times when there 1s msuilicient data
in HQ Juffer 122, the next segment at LQ bitrate 114 from
LQ builer 124, e.g., LQ output 134, may be played back
scamlessly. Segments from LQ bufler 124 may be played
back until HQ buffer 122 is ready after rebufilering.

Streaming an additional LQ stream may use bandwidth
that would otherwise be available for a HQ stream, but a LQ
stream may be by a large factor smaller than the HQ) stream.
For instance, with a 6 Mbps bandwidth an ABR client may
select a bitrate level of 6000 kbps with a resolution of
1920x1080, with the stream stepping down to 4500 kbps
with a resolution of 1280x720 or 3000 kbps with a resolu-
tion of 1280x720 1f bandwidth 1s restricted at times. How-
ever, even with ABR adjustments, rebuflering may still
occur, so a dual stream solution may aflect the HQ bitrate
selection.

Using dual streams 111 in scenario 100, selecting a HQ
stream 112 must take 1nto consideration the bitrate of LQ
stream 114. Said another way, scenario 100 may be inter-
preted as a combination of (a) streaming a low bitrate
version at a bandwidth that 1s multiple times larger than the
video bitrate and (b) streaming a high bitrate version, the
highest possible that 1s estimated by the server/client.

In scenario 100, for example, with a 6 Mbps bandwidth an
ABR client may select a HQ first stream with a bitrate level
of 4500 kbps with a resolution of 1280x720 and a LQ
second stream with a bitrate level of 145 kbps with a
resolution of 416x234. In such a situation, with the LQ
second stream bitrate being at least 30 times smaller than the
HQ first stream bitrate, the LQ buller can store many (at
least 30 tlmes) more segments than the HQ builer and, thus,
the LQ bufler can run significantly ahead 1n time of the HQ)
bufler. For example, 11 all segments of a given bitrate are
considered equal in file size, during the time a client
application downloads segment number 278 at a HQ bitrate
(4500 kbps), the client application can download segments
2778 through 307 at a LQ bitrate (145 kbps).

Choosing the lowest available bitrate as LQ stream 114
may be practical. Across the bitrate ladder, streaming the
lowest bitrate would most certainly guarantee reduced
amount of video stalling and prevent LQ bufler 124 under-
run. This may come at the cost of consistently poor video
quality, a highly degraded QoE overall if LQ output 134
appears too often. In addition to the lowest bitrate choice,
having flexibility to add a higher bitrate version to the ABR
ladder for HQ stream 112 can therefore improve the video
quality and viewing experience. For instance, streamers with
80 Mbps of bandwidth may prefer dual streams of 75 Mbps
4K -quality content as an HQ stream and an LQ stream of
750 kbps over a combination with 60 Mbps 4K-quality
content as an HQ stream and an LQ stream of 5 Mbps. It may
be a balance for each situation. An exemplary preventive
streaming process 1s illustrated 1n FIG. 6. In some embodi-
ments, sacrificing bitrate for the HQ stream may be prefer-
able 1n order to improve quality of the LQ stream. In some
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embodiments, settings may be available for viewers to
indicate a preference to high quality first streams or higher
quality backup streams. In some embodiments, selected
bitrates for HQ stream 112 and LQ stream 114 may vary
based on how often rebutlering 1s occurring or how quickly
an HQ stream may be rebuflered. For instance, 1f rebullering
rarely occurs, then LQ stream 114 may be a higher bitrate
and not need to extend out 1n time too long

FIG. 2 depicts an illustrative scenario for dehverlng
content segments 1 a dual-bufler streaming system, 1n
accordance with some embodiments of the disclosure. Gen-
erally, chart 200 of FIG. 2 depicts butler level condition 220
over streaming time 210. In some embodiments, the buller
of chart 200 may be a dual bufler, such as dual buflers 120
as depicted 1n scenario 100 in FIG. 1. Builer level condition
220 1s shown as having one of two conditions: suilicient
condition 222 and insuilicient condition 224.

Generally, in ABR video streaming, the best bitrate of
cach segment 1s determined and streamed. In some cases,
bandwidth may be underutilized from time to time. For
instance, 1f a client has an average of 5 Mbps of bandwidth
most of time, the server may likely stream segments alter-
nating between 4.5 Mbps and 6 Mbps from the ABR ladder,
¢.g., so that the bufler level remains healthy for continuous
playback. This combination may be optimized under a
constraint of streaming a single optimal bitrate.

In some cases, rebullering may cause a stall of playback.
For instance, assuming that the streaming content 1s a
10-minute video, a possible rebuilering may occur at the
1 -minute mark due to unpredictable network conditions, and
the user experiences a pause and waits. If the video can
continue playing at a lower resolution, 1t 1s at least a
continuous playback and much more desirable than stalling.

Continuous playback, e.g., using a lower bitrate stream as
a backup during video stalling, can be achieved by streaming
both 4.5 Mbps and 145 kbps segments from the start. Based
on an estimated average of 5 Mbps bandwidth, a 145 kbps
version can be streamed three times faster, e.g., at about 500
kpbs, while streaming a 4500-kbps bitrate version simulta-
neously. In any given second of 5 Mbps bandwidth, a client
may be able to download one 4500-kbps bitrate segment and
three 145-kbps bitrate segments. Because more segments of
a LQ version may be streamed during the same time for
builering a HQ bitrate version, at least the first 3 minutes of
145 kpbs can 1n fact become available by the time when the
video stall occurs at the 1-minute mark. During rebuflering,
the client application can opt to decode the 145 kbps
segments while waiting for the network conditions to
improve, and later resume receiving and decoding the stream
at a higher bitrate.

In chart 200, durmg initial bullering 232, starting at time
0, there 1s msuthicient data i1n the builer. Wlth initial buil-
ering 232, the client buflers both LQ stream 240, at 145
kbps, and HQ stream 242, at 4500 kbps. Next, the streaming,
video begins playing, e.g., indicated as video playing 234.
After video playing 234, the HQ bitrate adapts and HQ
stream 244, at 3000 kbps 1s streamed until the bufler level
condition 220 1s insuflicient 224, at T1. At T1, during
rebuflering 236, LQ stream segments 248 are played back
until the HQ bufler 1s suflicient 222. After rebuflering 236,
when buller level condition 220 1s suflicient 222, HQ stream
244, at 3000 kbps, 1s decoded and played until bufler level
condition 220 1s again insuilicient 224, at T2. Rebullering

occurs at 12 and LQ stream segments 2350 are played back
until the HQ butler 1s sullicient 222. Af

ter rebullering again,
when bufler level condition 220 1s suflicient 222, HQ stream

242, at 4500 kbps, 1s decoded and played. Next, the HQ
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bitrate adapts and HQ stream 246, at 6000 kbps, 1s streamed
until butler level condition 220 1s again insuilicient 224, at
T3. Rebuflering occurs at T3 and LQ stream segments 252
are plaved back until the HQ bufler 1s suflicient 222 again
and the process continues.

In some embodiments, the choices of low bitrates and
high bitrates can be determined based on the estimation of
bandwidth. It 1s not always necessary to stream the lowest
bitrate 1n the ladder. If a HQ stream 1s selected to leave
enough bandwidth to allow the LQ stream to be streamed
multiple times faster, then the low bitrate version can be
streamed at a much higher speed, depending on the estima-
tion of bandwidth as well as the optimization for an optimal
QoE. In some embodiments, the choice of low bitrate can
vary depending on the imnput conditions to the optimization.
For instance, 145 kbps 1s selected and streamed from the
start, but later 1t can opt for delivering 365 kbps instead 11 it
does not negatively 1mpact the video QoFE of high bitrate,
especially as the LQ bufler becomes sigmificantly ahead of
the HQ bufler. In some embodiments, the quality indication
of ABR bitrates 1s available through the encoding production
and embedded in manifest. The ABR bitrates 1in the manifest
file may be used by the server to determine the best choices
to stream considering various aspects of input to the func-
tional optimization.

In some embodiments, the priorities of ensuring continu-
ous video playback as compared to the highest picture
quality may be configured or customized by, e.g., the user,
the application, the content delivery service, etc. Such
configurability may help ensure an optimal interactive video
streaming experience. In some embodiments, the availabil-
ity, or delivery, of high bitrate segments 1s not necessarily
continuous. For instance, the adaptation of bitrates may be
dynamic so that the replacement with a high bitrate may be
skipped i1 a corresponding segment of low bitrate has started
playing. In some embodiments, when necessary, this can
also happen 1f the quality increase 1s not as significant,
especially for some stationary or low complexity scenes.

In some embodiments, the bullering of the low bitrate

may be dynamic. For example, the LQ segment bits can be
purged once the corresponding HQ bitrate segment 1s deliv-
ered and available for decoding. On the other hand, the
buflering of low bitrate may not be continuous in terms of
the segment-by-segment decoding order, and the playback
of those segments may not be continuous, as illustrated 1n
FIG. 3.
In some embodiments, managing the dual builers may
require streaming segments ahead, e.g., so that segments
played back as LQ stream 240 during rebuflering are not
redundantly streamed as a HQ stream. Point A of chart 200
depicts that some HQ bitrate segments are no longer to be
streamed since the playback is replaced by the correspond-
ing LQ bitrate. In some embodiments, this may be per-
formed similarly to a scenario 1n normal ABR video stream-
ing where low bitrate segments are selected and streamed.,
¢.g., a step down 1n quality to save bandwidth belore
returning to a higher quality stream bitrate level. The opera-
tion of at Point B differentiates from the single buifler case,
and 1t closely associates with and follows the operation of
Point A. A closer look at the boundaries of rebullering
instances, including the start and finish, 1s presented in FIG.
3.

FIG. 3 depicts an 1illustrative scenario for delivering
content segments in a dual-buller streaming system, 1n
accordance with some embodiments of the disclosure. Gen-
erally, FI1G. 3 depicts a few operations that may occur during
playout and the management of buflers. The use of 2-second
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segments 1s included as an example, and the segments serve
as the basis for the operations. In some embodiments, a
transition can occur from segment to segment—e.g., from a
HQ segment to the next LQ segment. In some embodiments,
transition can occur mid-segment where there 1s a transition
from, e.g., a HQ segment to 1ts corresponding L) segment.

In chart 300 of FIG. 3, both high bitrate stream 310 and

low bitrate stream 312 are streamed by a client application.
In chart 300, the illustration of high bitrate 310 1s simplified
to be portrayed as a single bitrate, while 1n reality there may
be a mixture of various bitrates from segment to segment,
¢.g., as depicted 1n FIG. 2, or even mid-segment. At Point A
in chart 300, for example, only part of the high bitrate
segment 1s available before rebuflering starts. Without dual
streaming, this rebullering would lead to video stalling. In
some embodiments, the transition at Point A will occur when
the last full HQ segment 1s decoded and played and, rather
than playing an incomplete next HQ segment until rebuil-
ering begins, the corresponding next LQ segment will be
decoded and played. In some embodiments, the transition at
Point A may occur mid-segment and a portion of the next
HQ segment will be decoded and played until the bufler i1s
empty and then the corresponding LQ segment will seam-
lessly be decoded and played from where the HQ segment
let off.
At Pomt B i chart 300, there are many options on how
to transition from high bitrate 310 to low bitrate 312 during,
a QoE disturbance (e.g., rebullering). Some embodiments,
as depicted i at Point B of chart 300, use an option of
decoding dual segments of high bitrate 320 and low bitrate
322 to ensure a continuous and seamless switch. In antici-
pation of video stalling, the decoding of low bitrate can start
along with the last incomplete segment of high bitrate. This
1s to eliminate the need to pause and thus to ensure con-
tinuous video play. In some embodiments, a possible sig-

nificant quality downshift may be mitigated by using the
approach disclosed 1n U.S. application Ser. No. 17/867,442
filed Jul. 18, 2022, and titled “Methods and Systems for
Streaming Media Content.”

Pomt C in chart 300 1illustrates the processes of timely
removal of low bitrate segments from the bufler even 1t
those are not decoded at all, primarily due to the delivery of
corresponding high bitrate segments. The low bitrate seg-
ments at Point C may be immediately removed from the
bufler once the corresponding high bitrate segments 324 are
received. This operation can 1n fact be executed for every
e.g., 2-second segment.

FIG. 4 depicts a flowchart of an exemplary process for
delivering content segments in a dual-bufler streaming sys-
tem, using a LQ stream and a HQ) stream, 1n accordance with
some embodiments of the disclosure. Some embodiments
may utilize a QoE engine to perform one or more parts of
process 400, e.g., as part of an application stored and
executed by one or more of the processors and memory of
a device and/or server such as those depicted 1n FIGS. 10
and 11.

At step 402, the QoE engine accesses a LQ stream of the
content 1tem from an ABR server. Generally, a client appli-
cation may select a bitrate level for a movie to be streamed
to a device from an ABR server. The client application may
select one of the higher bitrate levels, e.g., to match available
bandwidth. With two streams, the combination of the
selected LQ bitrate and the selected HQ bitrate should not
exceed the available bandwidth—and 1t may be preferable to
select a LQ stream that allows streaming at a multiplicative
speed faster than the HQ stream allows (e.g., streaming
twice or three-times as many LQ segments as HQ segments
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in a same amount of time). Process 600 of FIG. 6 depicts an
exemplary process for determining target bitrates to stream.

In some embodiments, the client application may access
the stream at a bitrate of 145 kbps with a resolution of
416x234, which 1s typically the lowest bitrate, which usually
allows streaming segments several times faster than stream-

ing any of the higher quality bitrate levels. For example, 1f
an available bandwidth 1s 1100 kbps, a bitrate of 730 Kbps

with a resolution of 768x432 may be chosen so that there 1s
370 kbps for the LQ stream to bufler ahead, e.g., at least
double the bitrate of 145 kbps, the lowest bitrate level. In
some embodiments, selecting the lowest bitrate 1s the most
conservative approach to ensure that the LQ stream 1is
buflered far ahead of playback. In some embodiments, the

LQ stream may step up (or step down) based on available
bandwidth and bufler level.

At step 404, the QoE engine begins to store the first
segment and a second segment from the LQ stream 1n the
bufler. For instance, the QoE engine may instruct input/
output circuitry to capture the LQ stream (e.g., at a rate
multiple times faster than the HQ stream) and store the
captured LQ stream segments to memory mn a bufler. In
some embodiments, the bufler may be divided 1nto at least
two parts for storing HQ segments and LQ segments. In
some embodiments, the client application may perform
initial bullering (of both HQ and LQ) and the content item
1s streamed, decoded, and played for a considerable time 1n
HQ before the possibility for a QoE disturbance event
occurs (e.g., playing without mterrupting due to
rebullering).

At step 406, the QoE engine simultaneously accesses a
HQ stream of a content 1item from the ABR server. A HQ
stream may be selected based on available bandwidth. In
some embodiments, because two streams will be buflered, a
HQ bitrate level may be selected to leave bandwidth for the
LQ stream. For example, 1f an available bandwidth 1s 1500
kbps, a bitrate of 1100 kbps with a resolution of 768x432
may be chosen so that there 1s 400 kbps for the LQ stream
to builer ahead, e.g., about 2.75 times the bitrate of 145
kbps, the lowest bitrate level. In some embodiments, a HQ)
stream may be selected dynamically based on ABR algo-
rithms.

At step 408, the QoE engine begins storing a first segment
of the content 1tem from the HQ stream in a bufler. For
instance, the QoFE engine may instruct input/output circuitry
to capture the HQ stream and store the captured stream
segments to memory 1n the bufler. Generally, 11 this fails,
there 1s a QoE disturbance event and rebullering 1s needed.
In some embodiments, the client application may perform
initial bullering (of both HQ and LQ) and the content 1tem
1s streamed, decoded, and played for a considerable time 1n
HQ before the possibility for a QoE disturbance event
occurs (e.g., playing without interrupting due to
rebuflering).

At step 410, the QoFE engine determines whether a QoE
disturbance event (e.g., rebuflering) 1s occurring. In some
embodiments, a QoE disturbance event like rebullering will
be apparent. In some embodiments, a QoE disturbance
event, or a high likelithood for a QoE disturbance event is
about to occur, may be detected based on bufller data,
bandwidth data, and/or network tratlic data. Process 500 of
FIG. 5§ depicts an exemplary process for determining
whether a QoFE disturbance event 1s occurring (or likely to
occur).

If, at step 410, the QoF engine determines a QoE distur-
bance event 1s not occurring (and not about to occur) then,
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at step 424, the QoFE engine decodes and plays (e.g., pro-
vides) the first segment of the content 1tem from the HQ
stream stored in the bulfler.

If, at step 410, the QOE engine determines a QoE distur-
bance event 1s occurring (or 1s about to occur) then, at step
412, the QoE engine provides (e.g., decodes and plays) the
first segment of the content 1tem from the LQ stream stored
in the bufler. For instance, i1 the client application 1s unable
to butler the HQ stream, rebuflering would occur and the LQ)
stream would be provided (e.g., decoded and played), at step
414. In some embodiments, 11 the HQ segment(s) may not be
tully stored on the bufler, rebu ering would occur and the
LQ stream would be provided

Following step 414, at step 416, the QoE engine provides
the second segment of the content item from the LQ stream
stored 1n the buller. Typically, because the LQ bitrate 1s so
much smaller than the HQ bitrate, multiple LQ segments
may be stored while a HQQ segment 1s received and stored.
In some embodiments, multiple LQ segments (e.g., third and
fourth) may be buflered, decoded, and played. In some
embodiments, multiple LQ segments (e.g., third and fourth)
may be played during QoE disturbance events, e.g., rebull-
ering. In some embodiments, the HQ stream may be
rebuflered quickly enough so that some or none of the
second LQ segment needs to be decoded and/or played.

At step 418, the QoE engine discards from bullers the
segment(s) that have been provided/played mn HQ and/or
LQ. Generally, a segment may be discarded from the builer
after either 1ts HQ segment or the corresponding LQ seg-
ment 1s decoded and played. In some embodiments, seg-
ments may remain in the bufler for a predetermined amount
of time (e.g., 45 seconds) in case of receiving a rewind,
go-back, or other trick-play command. Generally, during
steps 412, 414, and/or 416, the QoE engine begins to store
the next segments of the content 1tem from the HQ stream
in the bufler (step 420), and begins to store the next
segments of the content item from the LQ stream 1in the
butler (step 422). Receiving and storing the subsequent HQ
and LQ segments may occur uninterruptedly and in parallel
to the processes described here and shown 1n FIG. 4.

FIG. 5 depicts a flowchart of an exemplary process for
determining whether a QoE disturbance event 1s occurring,
in accordance with some embodiments of the disclosure.
Generally, process 500 may determine 1f there 1s a QoE
disturbance event for a HQ stream, e.g., in a dual-bufler
system accessing a HQ stream and a LQ stream. Often
rebullering may be an indication of a QoE disturbance event.
Typically, the LQ stream will rarely, i1t ever, stall due to
rebullering unless there 1s a catastrophic event for a network
(e.g., connection loss). Generally, checks on bufler levels,
bandwidth availability, system performance, and/or network
traflic data may be performed at various times and 1n various
orders. For instance, a rapid increase in network traflic may
trigger rebuflering of a stream and/or a constriction on
available bandwidth may cause rebullering. Some embodi-
ments may utilize a QoE engine to perform one or more
parts of process 500, e.g., as part of an application stored and
executed by one or more of the processors and memory of
a device and/or server such as those depicted in FIGS. 10
and 11.

At step 502, a QoFE engine selects a stream corresponding
to a bitrate level of a content 1tem. There are many ways for
a client to select an ABR level for streaming. Generally, a
client may estimate the available bandwidth at the given
time and select the highest ABR level under the available
bandwidth level. For instance, an exemplary ABR ladder
may comprise 145 kbps with a resolution of 416x234, 365
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kbps with a resolution of 640x360, 730 kbps with a reso-
lution of 768x432, 1100 kbps with a resolution of 768x432,
2000 kbps with a resolution of 960x340, 3000 kbps with a
resolution of 1280x720, 4500 kbps with a resolution of
1280x720, 6000 kbps with a resolution of 1920x1080, and
7800 kbps with a resolution of 1920x1080. Process 600 of
FIG. 6 depicts an exemplary process for determining target
bitrates to stream.

At step 504, the QoE engine requests a segment of the
content 1tem for the selected stream. For instance, a client
application may begin to receive segments of video for a HQ
stream. In some embodiments, a client application may be
receiving the HQ stream for a while. Generally, 11 the client
application cannot receive and/or buller a segment of the
stream 1n time, there will be an 1ssue. In some embodiments,
analyzing bufler levels, bandwidth availability, system per-
formance, and/or network traflic data may give a warning
signal as to a potential QoE event.

At step 506, the QoE engine determines whether the
bufler 1s empty (or very low). This may indicate, e. 2., that
the ABR streaming 1s rebuflering or about to be rebullering.
For instance, an empty or very low buller may indicate
bufler underrun 1s occurring or imminent. In some embodi-
ments, the QoE engine determines whether the butler for the
selected stream (e.g., an HQ stream) 1s empty or very low.
If the QoE engine determines the bufler 1s empty (or very
low) then, at step 518, the QoF engine outputs an indication
that there 1s a QoE disturbance event occurring (or likely to
occur). In some embodiments, a QoE disturbance event may
be avoided 1if rebuflering 1s quick and/or an ABR-level
stepdown allows quicker rebuilering.

At step 508, the QoE engine determines whether the
available bandwidth i1s dropping.

If, at step 508, the QoE engine determines that the
available bandwidth 1s dropping then, at step 510, the QoFE
engine determines whether a step down 1 ABR level is
feasible. In some embodiments, a step down in ABR level
may comprise multiple steps down. If a step down 1n ABR
level 1s feasible then a step down 1s triggered and streaming
continues while other QoE aspects are evaluated, e.g., with
step 512. If a step down 1n ABR level 1s not feasible then,
at step 518, the QoE engine outputs an indication that there
1s a QoE disturbance event occurring (or likely to occur).

At step 512, the QoF engine determines whether system

performance and/or network traflic 1s increasing. For
instance, 1i network tratlic into the client 1s increasing, there
may be less available bandwidth for streaming available. In
some embodiments, 11 utilization percentage of system per-
formance of the client 1s increasing (e.g., rapidly), there may
be less resources available for streaming needs.
I1, at step 514, the QoE engine determines that the system
tratlic and/or network traflic 1s increasing then, at step 510,
the QoFE engine determines whether a step down in ABR
level 1s feasible. In some embodiments, a step down 1n ABR
level may comprise multiple steps down. In some embodi-
ments, a step down 1n ABR level may be a second step down
(or more), e.g., 1if there was a prior step down due to a
determination concerning bandwidth. If a step down in ABR
level 1s feasible then a step down 1s triggered, streaming
continues, and the process proceeds to step 316. If a step
down 1n ABR level 1s not feasible then, at step 318, the QoFE
engine outputs an 1indication that there 1s a QoE disturbance
event occurring (or likely to occur).

At step 516, the QoFE engine outputs that there 1s no QoFE
disturbance event occurring (or likely to occur). This gen-
erally occurs when analyzing bufler levels, bandwidth avail-
ability, system performance, and/or network tratlic data has
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yielded no indication that rebuflering 1s occurring or 1mmi-
nent. It may also signify that the ABR algorithms were able
to adjust the bitrate of the stream (e.g., a drop down) to
prevent a sudden stall of playback.

At step 518, the QoE engine outputs that there 1s a Qo
disturbance event occurring (or likely to occur). This gen-
erally occurs when analyzing bufler levels, bandwidth avail-
ability, system performance, and/or network trathic data has
yielded an indication that rebuflering 1s occurring or 1mmi-
nent. It may also signily that the ABR algorithms were not
able to adjust the bitrate of the stream (e.g., a drop down) to
prevent a sudden stall of playback. If a stall-preventative
mode 1s enabled (e.g., 1n FIG. 6), then content may continue
to be played during rebuflering or other imminent QoE
disturbance event.

FIG. 6 depicts a flowchart of an exemplary process for
determining target bitrates to steam 1n a dual-builer content
streaming system, 1n accordance with some embodiments of
the disclosure. Some embodiments may utilize a QoE engine
to perform one or more parts of process 600, e.g., as part of
an application stored and executed by one or more of the
processors and memory of a device and/or server such as
those depicted 1n FIGS. 10 and 11.

Generally, FIG. 6 depicts a flowchart that can be imple-
mented for stall-preventive delivery. The optimization often
consists of multiple contlicting objectives, and it may also
depend on customization and user configuration. For
instance, objectives may include (1) the 1nitial buflering can
be prioritized for streaming high bitrate video, (2) the
butflered low bitrate video 1s at least available for M-minute
playout at any time aiter the video starts playing, and 1t else
will require a high priority to stream, (3) the bandwidth to
stream low bitrate can be determined, by considering the
selected target of high bitrate, the low bitrate builer level,
etc., (4) the select target low bitrate can also vary, e.g.,
increased when the available bandwidth to stream the low
bitrate allows streaming at a multiple of the target bitrate.

At step 602, a QoE engine determines whether *“stall-
preventative streaming’ 1s enabled. In some embodiments, a
stall-preventative mode may be enabled, e.g., by a viewer, a
content distributor, a content producer, a server application,
a content host, a preference profile etc. For instance, a
dual-stream mode and/or dual-builer mode may be enabled
based on a setting for a client application, a configuration,
and/or a preference. In some embodiments, a dual-stream
mode and/or dual-bufler mode may be enabled based on a
Qo determination such as frequency of issues with, e.g.,
ufler levels, bandwidth, and/or traflic. For instance, if a
chent apphca‘[lon 1s only streaming a HQ) stream but rebufj-
ering occurs a predetermined number of times (e.g., 2)
within a predetermined period of time (e.g., 30 min), then
the client application may begin to simultaneously stream a
HQ stream and a LQ stream and bufler both streams. In
some embodiments, a dual-stream mode may be disabled 1
no rebullering occurs during a predetermined amount of
time (e.g., 90 minutes). In some embodiments, a mode for
supplemental content to be output during HQ stream rebull-
ering may be enabled similarly. For instance, 1f a client
application 1s only streaming a HQ stream but rebullering
occurs a predetermined number of times (e.g., 3) within a
predetermined period of time (e.g., 40 min), then the client
application may download a promotional video (or access a
predownloaded advertisement) to playback during the next
rebullering of the HQ stream. In some embodiments, supple-
mental content may be pre-downloaded whether a mode for
supplemental content playback during rebuflering 1s enabled
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If, at step 602, the QoE engine determines that stall-
preventative streaming 1s not enabled then, at step 604, the
QoE engine performs regular ABR streaming by, e.g., deliv-
ering segments of the target bitrate selected by optimization.

If, at step 602, the QoE engine determines that stall-
preventative streaming 1s enabled then, at step 606, the QoE
engine begins to optimize the stall-preventative streaming.
For instance, the QoE engine may collect input to the
functional optimization, including (1) estimated bandwidth,
(11) hugh bitrate bufler level (or potential playout time), and
(111) low bitrate bufler level (or potential playout time). In
some embodiments, system performance and network traflic
data may be used, as well. The QoE engine may optimize
bitrates in various ways including using a defined cost
function or using a heuristic search. In some embodiments,
the QoE engine may utilize a trained model to accept
bandwidth, buflfer levels, and traflic data and output an
optimized bitrate.

At step 608, the QoFE engine outputs the results of the
optimization, €.g., (1) a target ol hugh bitrate and correspond-
ing segments, (1) a target of low bitrate and corresponding
segments, (111) low bitrate streaming delivery bandwidth
(e.g., a multiple of the bitrate, etc.).

Generally, training a neural network to accurately opti-
mize bitrate selection may be accomplished 1n many ways.
Some embodiments may use supervised learning where,
¢.g., a training data set includes labels identifying bitrate
levels, e.g., based on bandwidth, butler levels, and traflic
data. Some embodiments may use unsupervised learning
that may 1dentily target bitrate levels by clustering similar
iput data. Some embodiments may use semi-supervised
learning where a portion of labeled device and traflic data
may be combined with unlabeled bandwidth, bufler levels,
and traflic data during traiming. In some embodiments, a
reinforcement learning technique may be used. With rein-
forcement learning, a predictive model 1s trained from a
series ol actions by maximizing a “reward function,” via
rewarding correct selection and penalizing improper selec-
tion. A trained neural network may return a bitrate selection
describing the input bandwidth, butler levels, and traflic data
or may simply cluster the input bandwidth, builer levels, and
traflic data with similar data mputs.

FIG. 7 depicts an 1illustrative streaming system with
supplemental content provided during a QoE disturbance
event, 1n accordance with some embodiments of the disclo-
sure. Generally, scenario 700 of FIG. 7 depicts ABR stream-
ing of content from an ABR streaming server 710 to user
device 702 where supplemental content (e.g., advertise-
ments) are pre-fetched and played during QoE events such
as rebuflering. For instance, HQ stream 712 may be a spy
movie, streamed from video file database 708 via ABR
streaming server 710 and output as HQ output 732 on device
702, and advertisement output 734 may be a commercial/
preview for a similar movie (available for on-demand pur-
chase or rental) and one of a plurality of ads 744 downloaded
from ad server 740 (which may be in communication with
ABR streaming server 710 via a network). Generally, ads
744 may be any supplemental content and ad server 740 may
be any content server (or even a component of ABR stream-
ing server 710 and/or video file database 708). In some
embodiments, supplemental content may comprise adver-
tisements, commercials, promos, previews, behind-the-
scenes clips, mterviews, news, or other content.

In some embodiments, by receiving high quality (HQ)
stream 712 from ABR streaming server 710 and ads 744
from ad server 740, device 702 can the stream 1n HQ butler

722 and store ads 744 in ad bufler 724, respectively, and
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output advertisements from ad builer 724 1n cases where HQ)
bufler 722 stalls, e.g., due to rebuilering. Device 702 may
provide HQ output 732, e.g., during times of steady band-
width and may provide advertisements output 734 during
times of HQ stream rebuflering. Exemplary HQ output 732
1s depicted as coming from a stream ol 43500 kbps with
1280x720 resolution. Exemplary advertisement output 734
1s also depicted as coming from a stream of 4500 kbps with
1280x720 resolution. Device 702 1s depicted as a television
but may generally be any streaming client device (or client
application running on a device), e.g., such as those depicted
in FIGS. 10 and 11. ABR streaming server 710, along with
video file database, are depicted as cloud devices but may
generally be any device or application run on a device, e.g.,
such as those depicted 1n FIGS. 10 and 11.

In some embodiments, ABR streaming server 710 will be
In communication, via a network, with video file database
708. In some embodiments, video file database 708 may
store different quality versions of each content i1tem (e.g.,
video file), and each version of a content 1tem as individual
segments to be requested by an ABR client on device 702 via
ABR streaming server 710. For instance, one film may
comprise 10 different quality level versions (e.g., ranging
from 145 kbps with a resolution of 416x234 to 85 Mbps for
high frame rate 4K resolution) and each version may be
divided up into segments ranging, e.g., 2-10 seconds 1n
duration.

In scenario 700, a client application requests from ABR
streaming server 710 to receive a stream with a HQ bitrate
712, which 1s delivered to device 702 and stored i HQ
bufler 722. In some embodiments, HQ stream 712 may be
dynamically adapting bitrates.

In scenario 700, ad server 740 delivers ads 744 to device
702 and stored 1n ad buffer 724. In some embodiments, ads
744 may be any supplemental content such as advertise-
ments, commercials, promos, previews, behind-the-scenes
clips, interviews, news, or other content. Supplemental
content 1items may be various durations. For instance, adver-
tisements that are 5-15 seconds may be appropriate as QoE
disturbance events (e.g., rebuflering) may be short and
multiple ads may be played 1f the QoE disturbance event
ends of having a longer duration. In some embodiments,
supplemental content may be pre-fetched, downloaded
simultaneously with a stream, downloaded wvia another
stream, downloaded 1n a prior session, or otherwise provided
via a content distribution network to be ready for playback
upon a QoE disturbance event (e.g., rebullering).

In some embodiments, ads 744 and/or locations for each
of ads 744 may be 1dentified in a manifest file. For instance,
a manifest file, downloaded before and/or during streaming,
may 1dentify URLs for ads 744 to access, download, and
queue ads 744 for playback during a QoE disturbance event.
In some embodiments, URLs for each of ads 744 may be
included in a mamifest file for HQ stream 712. In some
embodiments, URLs for each of ads 744 may be included 1n
a separate supplemental content manifest file. In some
embodiments, a manifest file for supplemental content may
be transmitted belfore streaming and/or updated periodically
during streaming. For instance, a new manifest file for
supplemental content may be downloaded ahead of each
scheduled break and content/advertisements can be pre-
loaded 1n case of a QoE disturbance event or a commercial
break. Scenario 800 of FIG. 8 depicts an exemplary manifest
file.

Generally, HQ output 732 may be played unless HQ
butler 722 1s depleted and then pre-downloaded supplemen-
tal content may be output during rebuflering. For example,
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in scenario 700, with a steady bandwidth, a client applica-
tion of device 702 may typically play the stream at the H
bitrate 712, e.g., as HQ output 732; however, at times when
there 1s 1nsuflicient data 1n HQ bufler 722, the next item of
ads 744 from ad bufler 724 may be played back seamlessly,
¢.g., as advertisement output 734. Content items from ad
bufler 724 may be played back until HQ bufler 722 1s ready
alter rebullering. In some embodiments, only a portion of a
supplement content 1tem may be provided, e.g., 1f rebuiler-
ing 1s quick.

Streaming an additional LQ) stream may use bandwidth
that would otherwise be available for a HQ stream, but a LQ)
stream may be by a large factor smaller than the HQ stream.
For istance, with a 6 Mbps bandwidth an ABR client may
select a bitrate level of 6000 kbps with a resolution of
1920x1080, with the stream stepping down to 4500 Kkbps
with a resolution of 1280x720 or 3000 kbps with a resolu-
tion of 1280x720 i1f bandwidth 1s restricted at times. How-
ever, even with ABR adjustments, rebuflering may still
occur, so a dual stream solution may aflect the HQ bitrate
selection.

In some embodiments, all advertisements for a program
will be downloaded from an ad server and inserted at the
client-side application, e.g., at appropriate breaks deter-
mined by a manifest file. For instance, HQ stream 712 may
include a manifest file identitying commercial breaks where
advertisements may be inserted by a client application at
device 702. In such cases, ads 744 may be delivered to a
queue 1n ad buller 724 to be played during a QoE distur-
bance event (e.g., rebullering) or at the next commercial
break.

In some embodiments, advertisements will be inserted at
the server. For mstance, HQ stream 712 may include adver-
tisements inserted by ABR streaming server 710. Many
streaming approaches may include advertisements in a pro-
gram at the server rather than at the client to avoid potential
1ssues with ad-blocking software. In such cases with server-
side ad insertion, ad server 740 may need to communicate
with ABR server 710 regarding which ads have been played.
Ad server 740 and/or ABR streaming server 710 may update
and transmit one or more manifest files to adjust advertise-
ments (or the order of ads) downloaded and/or queued at ad
bufler 724. Scenario 800 of FIG. 8 depicts an exemplary
manifest file.

FIG. 8 depicts an illustrative scenario ol a streaming
system with supplemental content decoded and played dur-
ing a QoE disturbance event, in accordance with some
embodiments of the disclosure. Generally, the chart 200 1n
scenario 800 of FIG. 8 depicts builer level condition 820
over streaming time 810. Bufler level condition 820 is
shown as having one of two conditions: suilicient condition
822 and insufficient condition 824. In some embodiments,
such as with ad-supported video streaming, ads can be added
and played when rebuflering leads to video stalling. In
scenario 800, the supplemental content being played are
advertisements, but any supplemental content may be
inserted similarly.

Advertising videos are usually downloaded and played
back in high quality. There would be significantly reduced
value for ads to be played 1n low quality. More importantly,
viewers may be annoyed and sponsors may be negatively
impacted 1 promotional ads do not play continuously,
smoothly, and approximate the quality of the streamed
video. Ads may be personalized or targeted for viewers
based on, e.g., certain user interests, locations, demograph-
ics, etc. Some embodiments may feature bumper ads, e.g.,
short (e.g., up to 6 seconds) and non-skippable video ads.
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Longer non-skippable ads may be 15-20 seconds 1n length.
In some embodiments, ads may be presented 1n an overlay,
which can be applied to part of or an entire video.

FIG. 8 depicts a situation with insertion of ads in the
events of rebuflering. Streaming video playback can resume
when the client receives suflicient bits and decoding com-
mences again. In scenario 800, during initial buflering 832,
starting at time 0, there 1s insutlicient data in the bufler. Prior
to (or during) buflering, a few supplemental content i1tems,
c.g.,Ad_1842, Ad_2 844, Ad_3 846, and/or Ad_n 854, may
be downloaded. With initial buflering 832, the client buflers
a HQ stream, e.g., at 4500 kbps. Next, the streaming video
begins playing, e.g., indicated as video playing 834. With
video playing 834, the HQ stream 1s streamed until the
butler level condition 820 1s insuflicient 824, at T1. At T1,
during rebuflering 836, Ad_1 1s played back In some
embodiments, multiple ads may be played back until the
butler level condition 820 1s sutlicient 822. After rebullering
836, when bufller level condition 820 1s suflicient 822, the
HQ stream 1s streamed until bufler level condition 820 is
again insuilicient 824, at T2. Rebullering occurs at 12 and
Ad_2 1s played back. After rebullering again, when bufler
level condition 820 1s suflicient 822, the HQ stream resumes
until bufler level condition 820 1s again msuilicient 824, at
T3. Rebufllering occurs at 13 and Ad_3 1s played back. After
rebutlering, the butler 1s suflicient 822 again and the process
continues. In some embodiments, during the rebuflering, the
playout of cached content on the local drive of mobile device
may be personalized.

In some embodiments, multiple ads may be downloaded
and available on a local device during video streaming. The
ads can be played and replayed at any time. However, 1n
many cases, 1t may be undesirable and annoying to repeat
playing a same advertisement (e.g., too frequently). In some
embodiments an ad server and a streaming server are 1n
communication, €.g., to ensure ads are not repeated too
frequently and/or too many times.

In some embodiments, a manifest file, such as manifest
file 840 of FIG. 8, may be used to identily supplemental
content to be played during QoE disturbance events, such as
rebuflering. In F1G. 8, manifest file 840 comprises 1dentifiers
and URLs for each advertisement, e.g., for client-side down-
loading and insertion during QoE disturbance events. For
instance, manifest file 840 comprises information {for
supplemental content items Ad_1 842, Ad_2 844, Ad_3 846,
and Ad_n 854, as well as a promotional clip, Promo_4 848,
a preview clip, Preview_5 850, and a behind-the-scenes clip,
BTS_6 852. In some embodiments, manifest file 840 may
comprise a supplemental content queue 860.

In some embodiments, manifest file 840 may be 1ncor-
porated as part of another manifest file, e.g., used for the
ABR streaming segments. In some embodiments, manifest
file 840 may be a separate manifest file from the streaming
manifest files. In some embodiments, manifest file 840 may
be updated and transmitted to the client application at a
regular interval. In some embodiments, communication
between the streaming server and client may allow updating
an advertising manifest file, e.g., for movement of commer-
cial timeslots. For instance, 1if Ad_7 were to be scheduled to
be presented at a future commercial break, but i1s instead
presented during rebullering, the client application may
notily the streaming server to avoid inserting Ad_7 (avoid-
ing the repeat) and play Ad 8.

FIG. 9 depicts a flowchart of an exemplary process for
delivering content segments with supplemental content
decoded and played during a QoE disturbance event, 1n
accordance with some embodiments of the disclosure. Some
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embodiments may utilize a QoE engine to perform one or
more parts ol process 900, e.g., as part of an application
stored and executed by one or more of the processors and
memory of a device and/or server such as those depicted 1n
FIGS. 10 and 11.

At step 902, a QoE engine connects to a stream for a
content 1tem from a server.

At step 904, the QoE engine recerves and stores a plurality
of supplemental content item. For instance, the QoE engine
may pre-fetch advertisements, commercials, promos, pre-
views, behind-the-scenes clips, interviews, news, or other
content. Such supplemental content will be queued to play
during a QoE disturbance event, e.g., rebullering.

At step 906, the QoF engine requests a next segment of
the content item from the stream, e.g., to store 1n a bufler.

At step 908, the QoE engine accesses buller data, band-
width data, and/or network traflic data.

At step 910, the QoE engine determines whether a QoFE
disturbance event (e.g., rebuflering) 1s occurring. In some
embodiments, a QoFE disturbance event like rebuflering will
be apparent. In some embodiments, a QoE disturbance
event, or a high likelthood for a QoE disturbance event is
about to occur, may be detected based on bufller data,
bandwidth data, and/or network tratlic data. Process 500 of
FIG. § depicts an exemplary process for determining
whether a QoE disturbance event 1s occurring (or likely to
occur).

If, at step 910, the QoE engine determines a QoE distur-
bance event 1s occurring (or 1s about to occur) then, at step
912, the QoE engine provides the first supplement of the
plurality of supplements.

After step 912, at step 914, the QoFE engine determines
whether the QoE disturbance event is still occurring. For
instance, the content may still be rebuflering even after the
first supplemental content 1tem have the QoE disturbance
event 1s still occurring

If, at step 914, the QoE engine determines the (QoE
disturbance event 1s still occurring then, at step 920, the QoFE
engine provides the next supplement of the plurality of
supplements until the QoE event passes.

If, at step 910, the QoE engine determines a QoE distur-
bance event 1s not occurring (and 1s not about to occur) or,
at step 914, the QoE engine determines the QoE disturbance
event 1s no longer occurring, then, at step 916, the QoE
engine stores the segment from the stream in the buller.
Generally, the ABR client may bufler the segment from the
content as soon as it 1s able.

At step 918, the QoF engine provides the segment of the
content item from the builer.

FIG. 10 1s a diagram of an illustrative device, in accor-
dance with some embodiments of the disclosure. Device
1000 may be implemented by a device or system, e.g., a
device providing a display to a user, or any other suitable
control circuitry configured to generate a display to a user of
content. For example, device 1000 of FIG. 10 can be
implemented as equipment 1001. In some embodiments,
equipment 1001 may include set-top box 1016 that includes,
or 1s communicatively coupled to, display 1012, audio
equipment 1014 (e.g., speakers or headphones ), microphone
1016, camera 1018, and user mnput interface 1010. In some
embodiments, display 1012 may include a television display
or a computer display. In some embodiments, user interface
input 1010 1s a remote-control device. Set-top box 1016 may
include one or more circuit boards. In some embodiments,
the one or more circuit boards include processing circuitry,
control circuitry, and storage (e.g., RAM, ROM, Hard Disk,
Removable Disk, etc.). In some embodiments, circuit boards
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include an input/output path. Each one of device 1000 and
equipment 1001 may receive content and receive data via
input/output (herematter “I/0O”) path 1002. I/O path 1002
may provide content and receive data to control circuitry
1004, which includes processing circuitry 1006 and storage
1008. Control circuitry 1004 may be used to send and
receive commands, requests, and other suitable data using
I/0 path 1002. I/O path 1002 may connect control circuitry
1004 (and specifically processing circuitry 1006) to one or
more communication paths (described below). I/O functions
may be provided by one or more of these communication
paths but are shown as a single path in FIG. 10 to avoid
overcomplicating the drawing. While set-top box 1016 1is
shown 1n FIG. 10 for illustration, any suitable computing
device having processing circuitry, control circuitry, and
storage may be used 1n accordance with the present disclo-
sure. For example, set-top box 1016 may be replaced by, or
complemented by, a personal computer (e.g., a notebook, a
laptop, a desktop), a smartphone (e.g., device 1000), a tablet,
a network-based server hosting a user-accessible client
device, a non-user-owned device, any other suitable device,
or any combination thereof.

Control circuitry 1004 may be based on any suitable
processing circuitry such as processing circuitry 1006. As
referred to herein, processing circuitry should be understood
to mean circuitry based on one or more miCroprocessors,
microcontrollers, digital signal processors, programmable
logic devices, field-programmable gate arrays (FPGAs),
application-specific integrated circuits (ASICs), etc., and
may include a multi-core processor (e.g., dual-core, quad-
core, hexa-core, or any suitable number of cores) or super-
computer. In some embodiments, processing circuitry may
be distributed across multiple separate processors or pro-
cessing units, for example, multiple of the same type of
processing units (e.g., two Intel Core 17 processors) or
multiple different processors (e.g., an Intel Core 15 processor
and an Intel Core 17 processor). In some embodiments,
control circuitry 1004 executes istructions for an applica-
tion QoE engine stored in memory (e.g., storage 1008).
Specifically, control circuitry 1004 may be instructed by the
application to perform the functions discussed above and
below. For example, the application may provide instruc-
tions to control circuitry 1004 to generate the content
guidance displays. In some implementations, any action
performed by control circuitry 1004 may be based on
instructions received from the application.

In some client/server-based embodiments, control cir-
cuitry 1004 includes communications circuitry suitable for
communicating with an application server. A (QoE engine
may be a stand-alone application implemented on a device
or a server. A QoF engine may be implemented as soitware
or a set of executable instructions. The instructions for
performing any of the embodiments discussed herein of the
QoE engine may be encoded on non-transitory computer-
readable media (e.g., a hard drive, random-access memory
on a DRAM integrated circuit, read-only memory on a
BLU-RAY disk, etc.) or transitory computer-readable media
(e.g., propagating signals carrying data and/or mstructions).
For example, in FIG. 10, the mstructions may be stored 1n
storage 1008, and executed by control circuitry 1004 of a
device 1000.

In some embodiments, a QoE engine may be a client/
server application where only the client application resides
on device 1000 (e.g., devices 1102), and a server application
resides on an external server (e.g., server 1106). For
example, a QoE engine may be implemented partially as a
client application on control circuitry 1004 of device 1000
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and partially on server 1106 as a server application running
on control circuitry. Server 1106 may be a part of a local area
network with one or more of devices 1102 or may be part of
a cloud computing environment accessed via the internet. In
a cloud computing environment, various types of computing
services for performing searches on the internet or informa-
tional databases, providing storage, or parsing data are
provided by a collection of network-accessible computing
and storage resources (e.g., server 1106), referred to as “the
cloud.” Device 1000 may be a cloud client that relies on the
cloud computing capabilities from server 1106 to access
profiles, enhance content items, and provide content by the
QoE engine. When executed by control circuitry of server
1106, the QoE engine may instruct the control circuitry to
generate the QoE engine output (e.g., determiming QoE
disturbance events, selecting bitrates for streaming, trigger-
ing buflering of a stream, etc.) and transmit the generated
output to one or more of devices 1102. The client application
may 1nstruct control circuitry of the receiving device 1102 to
generate the QoE engine output. Alternatively, one or more
of devices 1102 may perform all computations locally via
control circuitry 1004 without relying on server 1106.

Control circuitry 1004 may include communications cir-
cuitry suitable for communicating with a QoFE engine server,
a client, or other networks or servers. The instructions for
carrying out the above-mentioned functionality may be
stored and executed on the application server 1106. Com-
munications circuitry may include a cable modem, an inte-
grated-services digital network (ISDN) modem, a digital
subscriber line (DSL) modem, a telephone modem, an
ethernet card, or a wireless modem for communications with
other equipment, or any other suitable communications
circuitry. Such communications may nvolve the iternet or
any other suitable commumnication network or paths. In
addition, communications circuitry may include circuitry
that enables peer-to-peer communication of devices, or
communication of devices in locations remote from each
other.

Memory may be an electronic storage device such as
storage 1008 that 1s part of control circuitry 1004. As
referred to herein, the phrase “electronic storage device” or
“storage device” should be understood to mean any device
for storing electronic data, computer software, or firmware,
such as random-access memory, read-only memory, hard
drives, optical drives, solid state devices, quantum storage
devices, gaming consoles, gaming media, or any other
suitable fixed or removable storage devices, and/or any
combination of the same. Storage 1008 may be used to store
various types ol content described herein as well as content
guidance data described above. Nonvolatile memory may
also be used (e.g., to launch a boot-up routine and other
instructions). Cloud-based storage, for example, (e.g., on
server 1106) may be used to supplement storage 1008 or
instead of storage 1008.

A user may send instructions to control circuitry 1004
using user mput mterface 1010. User input interface 1010,
display 1012 may be any suitable interface such as a
touchscreen, touchpad, or stylus and/or may be responsive to
external device add-ons, such as a remote control, mouse,
trackball, keypad, keyboard, joystick, voice recogmition
interface, or other user mput interfaces. Display 1010 may
include a touchscreen configured to provide a display and
receive haptic input. For example, the touchscreen may be
configured to receive haptic mnput from a finger, a stylus, or
both. In some embodiments, equipment device 1000 may
include a front-facing screen and a rear-facing screen, mul-
tiple front screens, or multiple angled screens. In some
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embodiments, user input interface 1010 includes a remote-
control device having one or more microphones, buttons,
keypads, any other components configured to receive user
input or combinations thereof. For example, user input
interface 1010 may 1include a handheld remote-control
device having an alphanumeric keypad and option buttons.
In a further example, user mput mterface 1010 may 1nclude
a handheld remote-control device having a microphone and
control circuitry configured to receive and identily voice
commands and transmit information to set-top box 1016.

Audio equipment 1010 may be integrated with or com-
bined with display 1012. Display 1012 may be one or more
ol a monitor, a television, a liquid crystal display (LCD) for
a mobile device, amorphous silicon display, low-tempera-
ture polysilicon display, electronic ink display, electropho-
retic display, active matrix display, electro-wetting display,
clectro-fluidic display, cathode ray tube display, light-emut-
ting diode display, electroluminescent display, plasma dis-
play panel, high-performance addressing display, thin-film
transistor display, organic light-emitting diode display, sur-
tace-conduction electron-emitter display (SED), laser tele-
vision, carbon nanotubes, quantum dot display, interfero-
metric modulator display, or any other suitable equipment
for displaying visual images. A video card or graphics card
may generate the output to the display 1012. Audio equip-
ment 1014 may be provided as integrated with other ele-
ments of each one of device 1000 and equipment 1001 or
may be stand-alone units. An audio component of videos and
other content displayed on display 1012 may be played
through speakers (or headphones) of audio equipment 1014.
In some embodiments, audio may be distributed to a receiver
(not shown), which processes and outputs the audio via
speakers of audio equipment 1014. In some embodiments,
for example, control circuitry 1004 1s configured to provide
audio cues to a user, or other audio feedback to a user, using
speakers of audio equipment 1014. There may be a separate
microphone 1016 or audio equipment 1014 may include a
microphone configured to receive audio mput such as voice
commands or speech. For example, a user may speak letters
or words that are received by the microphone and converted
to text by control circuitry 1004. In a further example, a user
may voice commands that are received by a microphone and
recognized by control circuitry 1004. Camera 1018 may be
any suitable video camera integrated with the equipment or
externally connected. Camera 1018 may be a digital camera
comprising a charge-coupled device (CCD) and/or a
complementary metal-oxide semiconductor (CMOS) image
sensor. Camera 1018 may be an analog camera that converts
to digital images via a video card.

An application (e.g., for generating a display) may be
implemented using any suitable architecture. For example, a
stand-alone application may be wholly implemented on each
one of device 1000 and equipment 1001. In some such
embodiments, instructions of the application are stored
locally (e.g., in storage 1008), and data for use by the
application 1s downloaded on a periodic basis (e.g., from an
out-of-band feed, from an Internet resource, or using another
suitable approach). Control circuitry 1004 may retrieve
instructions of the application from storage 1008 and pro-
cess the instructions to generate any of the displays dis-
cussed herein. Based on the processed 1nstructions, control
circuitry 1004 may determine what action to perform when
iput 1s received from input interface 1010. For example,
movement of a cursor on a display up/down may be 1ndi-
cated by the processed instructions when mput interface
1010 indicates that an up/down button was selected. An
application and/or any instructions for performing any of the
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embodiments discussed herein may be encoded on com-
puter-readable media. Computer-readable media includes
any media capable of storing data. The computer-readable
media may be transitory, including, but not limited to,
propagating electrical or electromagnetic signals, or may be
non-transitory including, but not limited to, volatile and
non-volatile computer memory or storage devices such as a
hard disk, floppy disk, USB drive, DVD, CD, media card,
register memory, processor cache, Random Access Memory
(RAM), etc.

Control circuitry 1004 may allow a user to provide user
profile information or may automatically compile user pro-
file information. For example, control circuitry 1004 may
access and monitor network data, video data, audio data,
processing data, participation data from a participant profile.
In some embodiments, control circuitry 1004 may calculate
several scores, such as a readiness score, based on profile
data. Control circuitry 1004 may store scores 1n a database
and the database may be linked to a user profile. Addition-
ally, control circuitry 1004 may obtain all or part of other
user profiles that are related to a particular user (e.g., via
social media networks), and/or obtain information about the
user from other sources that control circuitry 1004 may
access. As a result, a user can be provided with a unified
experience across the user’s different devices.

In some embodiments, the application 1s a client/server-
based application. Data for use by a thick or thin client
implemented on each one of device 1000 and equipment
1001 1s retrieved on-demand by 1ssuing requests to a server
remote from each one of device 1000 and equipment 1001.
For example, the remote server may store the instructions for
the application 1n a storage device. The remote server may
process the stored instructions using circuitry (e.g., control
circuitry 1004) and generate the displays discussed above
and below. The client device may receive the displays
generated by the remote server and may display the content
of the displays locally on device 1000. This way, the
processing ol the instructions 1s performed remotely by the
server while the resulting displays (e.g., that may include
text, a keyboard, or other visuals) are provided locally on
device 1000. Device 1000 may receive mputs from the user
via mput interface 1010 and transmit those nputs to the
remote server for processing and generating the correspond-
ing displays. For example, device 1000 may transmit a
communication to the remote server indicating that an
up/down button was selected via iput iterface 1010. The
remote server may process instructions in accordance with
that input and generate a display of the application corre-
sponding to the mput (e.g., a display that moves a cursor
up/down). The generated display i1s then transmitted to
device 1000 for presentation to the user.

As depicted in FIG. 11, one or more of devices 1102 may
be coupled to communication network 1104. Communica-
tion network 1104 may be one or more networks including
the internet, a mobile phone network, mobile voice or data
network (e.g., a SG or 4G or LTE network), cable network,
public switched telephone network, Bluetooth, or other
types of communication network or combinations of com-
munication networks. Thus, devices 1102 may communicate
with server 1106 over communication network 1104 via
communications circuitry described above. In should be
noted that there may be more than one server 1106, but only
one 1s shown in FIG. 11 to avoid overcomplicating the
drawing. The arrows connecting the respective device(s) and
server(s) represent communication paths, which may
include a satellite path, a fiber-optic path, a cable path, a path
that supports mternet communications (e.g., IPTV), free-
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space connections (e.g., for broadcast or other wireless
signals), or any other suitable wired or wireless communi-
cations path or combination of such paths.

In some embodiments, the application 1s downloaded and
interpreted or otherwise run by an interpreter or virtual
machine (e.g., run by control circuitry 1004). In some
embodiments, the application may be encoded 1n the ETV
Binary Interchange Format (EBIF), received by control
circuitry 1004 as part of a suitable feed, and interpreted by
a user agent running on control circuitry 1004. For example,
the application may be an EBIF application. In some
embodiments, the application may be defined by a series of
JAVA-based files that are received and run by a local virtual
machine or other suitable middleware executed by control
circuitry 1004,

The systems and processes discussed above are intended
to be 1llustrative and not limiting. Although example
embodiments are described above, the various features and
steps may be combined, divided, omitted, and/or augmented
in any desired manner, depending on the specific outcome
and/or application. One skilled 1n the art would appreciate
that the actions of the processes discussed herein may be
omitted, modified, combined, and/or rearranged, and any
additional actions may be performed without departing from
the scope of the invention. Various alterations, modifica-
tions, and improvements will readily occur to those skilled
in art. Such alterations, modifications, and improvements as
are made obvious by this disclosure are intended to be part
of this description though not expressly stated herein and are
intended to be within the spirit and scope of the disclosure.
Furthermore, 1t should be noted that the features and limi-
tations described 1n any one embodiment may be applied to
any other embodiment herein, and flowcharts or examples
relating to one embodiment may be combined with any other
embodiment 1n a suitable manner, done 1n different orders,
or done 1n parallel. In addition, the systems and methods
described herein may be performed 1n real time. It should
also be noted that the systems and/or methods described
above may be applied to, or used 1n accordance with, other
systems and/or methods. The foregoing description 1s by
way of example only, and not limiting. This patent 1s limited
only as defined in the following claims and equivalents
thereto.

What 1s claimed 1s:
1. A method of preventing stalling when streaming adap-
tive bitrate (ABR) content, the method comprising:
contemporaneously receiving, from a server, a low quality
(LQ) stream of a content item and a high quality (HQ)
stream of the content 1tem, wherein the LQ stream has
a lower bitrate than a bitrate of the HQ stream;
instructing to store 1n a second butler, from the LQ stream,
a first LQ segment corresponding to a first portion of
the content 1tem and a second LQ segment from the LQ
stream corresponding to a second portion of the content
item consecutively following the first portion of the
content 1tem and contemporancously instructing to
store 1n a first buller a HQ segment corresponding to
the first portion of the content 1tem from the HQ) stream:;
providing for consumption the first HQ segment from the
first bufler and discarding from the second bufler the
first LQ segment while the first HQ segment from the
first builer 1s provided;
while attempting to access, from the HQ) stream, a second
HQ segment corresponding to the second portion of the
content item 1mmediately following the first portion of
the content 1tem, determiming a quality of experience
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(QoE) disturbance event 1s occurring where the second
HQ segment 1s 1naccessible from the HQ stream; and

in response to determining that the QoE disturbance event
1s occurring, providing for consumption from the sec-
ond butler the second LQ segment corresponding to the
second portion of the content item consecutively fol-
lowing the first portion of the content item immediately
following the providing for consumption of the first HQ
segment corresponding to the first portion of the con-
tent 1tem from the first bufler.

2. The method of claim 1, wherein the providing from the
second bufler the first LQ segment for consumption turther
COmprises:

determining whether the QoE disturbance event 1s still
occurring;

in response to determining that the QoE disturbance event
1s still occurring, providing from the second bufler the
second LQ segment for consumption; and

in response to determining that the QoFE disturbance event
1s not still occurring:

(1) instructing to store in the first bufler a second HQ
segment corresponding to the portion following the
first portion of the content item from the HQ stream;
and

(1) providing from the first buffer the second HQ segment
for consumption.

3. The method of claim 1, wherein the QoE disturbance

event comprises rebullering.

4. The method of claim 1, wheremn the determining
whether the QoE disturbance event 1s occurring or about to
occur further comprises:

accessing data describing a bufler level; and

determining whether the data describing the builer level 1s
above a predetermined bufler threshold.

5. The method of claim 1, wheremn the determining
whether the QoE disturbance event 1s occurring or about to
occur further comprises:

accessing data describing available bandwidth; and

determiming whether the data describing the available

bandwidth 1s above a predetermined bandwidth thresh-
old.

6. The method of claim 1, whereimn the determining
whether the QoE disturbance event 1s occurring or about to
occur further comprises:

accessing data describing network traflic; and

determining whether the data describing the network

traflic 1s above a predetermined traflic threshold.

7. The method of claim 1, wherein the first bufler and the
second bufler are components of a dual-bufler system.

8. The method of claim 1, wherein the receiving, from the
server, the HQ stream of the content item further comprises:

accessing, from the server, data describing a plurality of

streams ol the content item, each of the plurality of
streams associated with a respective bitrate;
determiming an available bandwidth; and

selecting the HQ stream and the LQ stream from the

plurality of streams of the content item such that the
sum of the respective bitrate for the HQ stream and a
multiple of the respective bitrate for the LQ stream
totals less than the available bandwidth, wherein the
multiple 1s greater than one.

9. The method of claim 1, wherein the receiving, from the
server, the LQ stream of the content 1tem further comprises:

accessing, {rom the server, data describing a plurality of

streams of the content i1tem, each of the plurality of
streams associated with a respective bitrate; and
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selecting as the LQ) stream a stream from the plurality of
streams of the content item with a respective bitrate that
1s least.

10. The method of claim 1, wherein the providing from
the second bufler the first LQ segment for consumption
turther comprises:

discarding the first LQ segment from the second builer;

and

discarding the first HQ segment from the first bu

wherein the providing from the first bufller the

segment for consumption further comprises:

discarding the first LQ segment from the second bufler;
and

discarding the first HQ segment from the first builer.

11. A system for preventing stalling when streaming
adaptive bitrate (ABR) content, the system comprising:

memory comprising a {irst bufler and a second bufler; and

control configured to:
contemporancously receive, from a server, a low qual-
ity (LQ) stream of a content 1tem and a high quality
(HQ) stream of the content i1tem, wherein the LQ
stream has a lower bitrate than a bitrate of the HQ
stream; and
instruct to store 1n a second bufler, from the LQ stream,
a first LQ segment corresponding to a first portion of
the content item and a second LQ) segment from the
LQ stream corresponding to a second portion of the
content 1tem consecutively following the first portion
ol the content item and contemporaneously instruct-
ing to store in a first bufler a HQ segment corre-
sponding to the first portion of the content 1tem from
the HQ stream:;
provide for consumption the first HQ segment from the
first bufler and discarding from the second bufler the
first LQ segment while the first HQ segment from the
first buil

[

er; and
first HQ

er 1s provided;

while attempting to access, from the HQ stream, a
second HQ segment corresponding to the second
portion of the content item 1mmediately following
the first portion of the content item, determine a
quality of experience (QoE) disturbance event 1s
occurring where the second HQ) segment 1s 1nacces-
sible from the HQ stream; and

in response to determiming that the QoE disturbance
event 1s occurring, provide for consumption from the
second bufler the second LQ) segment corresponding
to the second portion of the content 1tem consecu-
tively following the first portion of the content 1tem
immediately following the providing for consump-
tion of the first HQ segment corresponding to the
first portion of the content item from the first builler.

12. The system of claam 11, wherein the processing

circuitry 1s further configured to cause to be provided from
the second builer the first LQ segment for consumption
turther by:

determining whether the QoE
occurring;

in response to determining that the QoE disturbance event
1s still occurring, providing from the second builer the
second LQ segment for consumption; and

in response to determining that the QoE disturbance event
1s not still occurring;:

(1) mstructing to store in the first buller a second HQ
segment corresponding to the portion following the
first portion of the content item from the HQ stream;
and

disturbance event 1s still

5

10

15

20

25

30

35

40

45

50

55

60

65

26

(1) providing from the first buffer the second HQ) segment

for consumption.

13. The system of claim 11, wherein the QoE disturbance
event comprises rebulilering.

14. The system of claim 11, wherein the processing
circuitry 1s further configured to determine whether the QoE
disturbance event 1s occurring or about to occur by:

accessing data describing a bufler level; and

determining whether the data describing the butler level 1s
above a predetermined bufler threshold.

15. The system of claim 11, wherein the processing
circuitry 1s further configured to determine whether the QoE
disturbance event 1s occurring or about to occur by:

accessing data describing available bandwidth; and

determiming whether the data describing the available
bandwidth 1s above a predetermined bandwidth thresh-
old.

16. The system of claim 11, wherein the processing
circuitry 1s further configured to determine whether the QoE
disturbance event 1s occurring or about to occur by:

accessing data describing network traflic; and

determining whether the data describing the network
traflic 1s above a predetermined tratlic threshold.

17. The system of claim 11, wherein the memory further
comprises a dual-bufler system comprising the first buller
and the second buller.

18. The system of claim 11, wherein the input/output
circuitry 1s further configured to receive, from the server, the
HQ stream of the content item further by:

accessing, from the server, data describing a plurality of

streams ol the content item, each of the plurality of

streams associated with a respective bitrate; and

wherein the processing circuitry 1s further configured to:

determine an available bandwidth; and

select the HQ stream and the LQ stream from the
plurality of streams of the content 1tem such that the
sum of the respective bitrate for the HQ stream and
a multiple of the respective bitrate for the LQ stream
totals less than the available bandwidth, wherein the
multiple 1s greater than one.

19. The system of claim 11, wherein the input/output
circuitry 1s further configured to receive, from the server, the
HQ stream of the content item further by:

accessing, from the server, data describing a plurality of

streams ol the content item, each of the plurality of
streams associated with a respective bitrate; and
wherein the processing circuitry 1s further configured to:
select as the LQ stream a stream from the plurality of
streams of the content 1tem with a respective bitrate
that 1s least.

20. The system of claim 11, wherein the processing

circuitry 1s further configured to cause to be provided from

the second bufler the first LQ segment for consumption by:
discarding the first LQ segment from the second buliler;
and
discarding the first HQ segment from the first bufler; and
wherein the processing circuitry 1s further configured to
cause to be provided from the first butier the first HQ
segment for consumption by:
discarding the first LQ segment from the second bufiler;
and
discarding the first HQ segment from the first bufler.
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