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METHODS, APPARATUS AND
MACHINE-READABLE MEDIA RELATED

TO ROUTING IN A COMMUNICATION
NETWORK

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a Submission Under 35 U.S.C. § 371
for U.S. National Stage Patent Application of International
Application Number: PCT/EP2020/065442, filed Jun. 4,
2020 entitled “METHODS, APPARATUS AND
MACHINE-READABLE MEDIA RELATED TO ROUT-
ING IN A COMMUNICATION NETWORK.,” the entirety
of which 1s incorporated herein by reference.

TECHNICAL FIELD

Embodiments of the disclosure relate to communication
networks, and particularly to methods, apparatus and
machine-readable media relating to routing tratlic 1n a com-
munication network.

BACKGROUND

In present-day radio access networks (RAN), the user data
1s collected via radio base stations (e.g., eNodeBs, gNodeBs,
etc.) and then sent via transport networks towards the core
network nodes. Such transport networks are commonly
referred to as mobile backhauling networks (MBH) or
mobile transport networks.

The MBH network implements an Internet Protocol (IP)
packet transport service for the RAN, referred to as IP
transport network layers (IP TNL). The main interfaces used
to transport user trathic between the RAN and core network
nodes are implemented with the GTPv1-U protocol (general
packet radio services tunneling protocol, version 1, user
data) defined in 3GPP TS 29.281, v 16.0.0.

The GTPv1-U protocol stack multiplexes several user
tunnels onto the same interface. The G'TP protocol defines
Tunnel Endpoint Identifiers (TEID), one for each user
tunnel, carrying user IP data. The GTP protocol 1tself 1s 1n
turn carried over user datagram protocol (UDP) packets. A
GTP-U tunnel 1s 1dentified 1n each node with a TEID, an IP
address and a UDP port number. Common practice 1s to use
a single GTP-U tunnel UDP port for the entire GTP-U traflic
from a radio base station. The UDP 1s 1in turn carried by IP
packets.

The problem of tratlic routing 1n a network has been the
subject of research for many years, and mvolves selecting a
path for traflic in a network. Routing 1s performed for many
types of networks, including circuit-switched networks and
packet-switched networks. Conventional approaches to
routing generally mvolve the assessment of multiple pos-
sible paths between two nodes of the network (e.g. an
ingress or source node and an egress or destination node),
and the selection of one particular path for the traflic based
on some metric or cost criteria. For example, the shortest
path may be selected, or the path leading to minimal cost.

However, this approach may not always lead to the
optimal solution for the traflic, or for the network as a whole.
For example, a demand for connectivity may specily one or
more constraints to be satisfied by the network (e.g., a
maximum latency). I a particular path satisfies the con-
straints, 1t may be beneficial for the network to allocate
traflic to the particular path even 11 the path 1s not otherwise

“optimal” 1n the sense of being shortest, minimal cost etc.
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W0O2020/088780 addresses this problem by calculating
multiple paths for a particular traffic tlow, and allocating
traflic to those paths 1n varying weights so as to achieve a
particular overall result. However, this application does not
describe a mechanism for allocating traflic to a given path 1n
accordance with those weights.

SUMMARY

According to a first aspect there 1s provided a method
performed by a network controller for a mobile transport
network. The method comprises: obtaining traflic informa-
tion for a plurality of demands for connectivity from client
nodes through the mobile transport network, the traflic
information for each demand identifying a client node for
the demand, an egress node for the demand and an amount
of tratlic for the demand; calculating, for each demand, one
or more paths from the client node, via an ingress node, to
the egress node through the mobile transport network;
mapping each path for a demand to a source port in the
ingress node for the demand; providing the mapping to the
ingress nodes to enable routing of traflic pertaining to the
demands wvia the paths, based on the source port; and
providing the source ports to the client nodes for inclusion
in trathic pertaining to the demands.

Apparatus and machine-readable media for performing
the method set out above are also provided. For example, in
another aspect there 1s provided a network controller for a
mobile transport network. The network controller comprises
processing circultry and a non-transitory machine-readable
medium storing instructions which, when executed by the
processing circuitry, cause the network controller to: obtain
tratlic information for a plurality of demands for connectiv-
ity from client nodes through the mobile transport network,
the tratlic information for each demand i1dentitying a client
node for the demand, an egress node for the demand and an
amount of trathc for the demand; calculate, for each demand,
one or more paths from the client node, via an ingress node,
to the egress node through the mobile transport network;
map each path for a demand to a source port 1n the 1ngress
node for the demand; provide the mapping to the ingress
nodes to enable routing of traflic pertaining to the demands

via the paths, based on the source port; and provide the
source ports to the client nodes for inclusion in traflic
pertaining to the demands.

In another aspect, a non-transitory machine-readable
medium stores instructions which, when executed by pro-
cessing circuitry of a network controller, cause the network
controller to: obtain trailic information for a plurality of
demands for connectivity from client nodes through the
mobile transport network, the traflic information for each
demand 1dentifying a client node for the demand, an egress
node for the demand and an amount of traflic for the
demand; calculate, for each demand, one or more paths from
the client node, via an ingress node, to the egress node
through the mobile transport network; map each path for a
demand to a source port in the ingress node for the demand;
provide the mapping to the ingress nodes to enable routing
of traflic pertaiming to the demands via the paths, based on
the source port; and provide the source ports to the client
nodes for mclusion in tratlic pertaining to the demands.

BRIEF DESCRIPTION OF THE DRAWINGS

For a better understanding of examples of the present
disclosure, and to show more clearly how the examples may
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be carried into eflect, reference will now be made, by way
of example only, to the following drawings 1n which:

FIG. 1 1s a schematic diagram of a telecommunications
network;

FIG. 2 1s a schematic diagram of a traflic allocation >
system according to embodiments of the disclosure;

FIGS. 3a and 3b are signalling diagrams according to
embodiments of the disclosure:

FIG. 4 1s a flowchart of a method according to embodi-
ments of the disclosure;

FIG. 5 1s a flowchart of a method of adjusting weights
according to embodiments of the disclosure;

FIG. 6 1s a graph showing the variation of link criticality
with utilization according to embodiments of the disclosure;
and

FIG. 7 1s a schematic diagram of a network management
node according to embodiments of the disclosure.

10

15

DETAILED DESCRIPTION 50

FIG. 1 shows a telecommunications network 100 in which
embodiments of the disclosure may be implemented accord-
ing to one example.

The network 100 may implement any suitable standard 25
tor the provision of radio communications. For example, the
network 100 may implement a cellular telecommunications
standard, such as those which have been developed, or are
being developed, or will be developed, by the 3™ Generation
Partnership Project (3GPP). Such standards include Global 30
System for Mobile Communications (GSM) including Gen-
eral Packet Radio Service (GPRS) and Enhanced Data Rates
tfor GSM Evolution (EDGE), Universal Mobile Telecom-
munications Systems (UMTS) including High Speed Packet
Access (HSPA), Long Term Evolution (LTE) including LTE 35
Advanced and L'TE Advanced Pro, and the fifth generation
(5G) standard currently under development, New Radio
(NR).

The network 100 comprises a core network 102 and a
radio access network (RAN) comprising a plurality of RAN 40
nodes 104a, 1045, 104¢ (collectively 104). One or more of
the RAN nodes 104 are connected to the core network 102
via a backhaul network 106. The RAN nodes 104 are
connected to each other via a fronthaul network 108. Aspects
of the disclosure may apply to any part of a telecommuni- 45
cations network.

The RAN nodes 104 may comprise base stations, nodeBs,
cNodeBs or gNodeBs (the latter being the nomenclature
currently used 1n the developing 5G standard). It will further
be appreciated by those skilled in the art that the functions 50
of RAN nodes may be distributed across multiple entities
and/or multiple sites. Not all of those entities may have
connectivity to the core network 102. For example, the
functions of a RAN node may be distributed between a
central umit (CU), one or more distributed units (DUs) and 55
one or more Radio Units (RUs).

The fronthaul network 108 thus provides connectivity
between nodes 104 of the radio access network. Such
connectivity may be required in multiple scenarios. For
example, while 1 a dual connectivity mode, a user equip- 60
ment (UE) may have multiple connections to RAN nodes
104 active at the same time (e.g. multiple DUs and/or
multiple base stations). Close co-ordination may be required
between the RAN nodes 104 to prevent collision of trans-
missions to the UE, duplication of transmissions, etc. In 65
other examples, the functions of RAN nodes may be dis-
tributed or split across multiple entities or sites, with the

4

fronthaul network 108 providing connectivity between those
distributed entities and/or sites.

The nature of traflic allocated to the fronthaul network
108 may therefore have the following characteristics:

It requires very strict latency constraints (e.g., tens of

microseconds); and
Trathic from different users 1s prone to collision.

The first of these characteristics restricts the number of
paths which satisty the latency constraint. If a path through
the fronthaul network 108 does not satisty the latency
constraint, it cannot be considered as an option for providing
the requested connectivity. This may simplify the complex-
ity of the route calculation problem.

The second of these characteristics may make 1t advan-
tageous for tratlic to be distributed across multiple paths,
rather than allocated to a single “best” path. In the latter
case, collision between trathic may result 1n significant
degradation to the network performance, as the entire traflic
for a particular demand 1s affected by the collision. If the
tratlic 1s distributed over multiple paths, a collision on any
one of those paths 1s less likely and network performance 1s
improved. At least some of the same characteristics are
applicable to further parts of the network 100.

FIG. 2 1s a schematic diagram of a traflic allocation
system 200 according to embodiments of the disclosure. The
system 200 comprises a client network 202 and a transport
network 204 providing connectivity for the client network
202. In one particular embodiment, the client network 202
may comprise a radio access network such as that described
above with respect to FIG. 1, while the transport network
204 may comprise the fronthaul network 108. However, 1n
other embodiments, the embodiments of the disclosure may
allocate traflic for any telecommunications network. One
particular embodiment provides a backhaul network
between a radio access network and a core network for a
mobile communication network.

The transport network 204 comprises a plurality of nodes
coupled to each other via respective links. A node may be
connected to any number of other nodes of the network 204.
In one example, the transport network 204 may utilize
optical communication techniques, with the nodes compris-
ing optical switches or other hardware and the links com-
prising optical links such as optical fibres. In another
example, the transport network uses wireless microwave
transmission.

A management node 206 for the system 200 1s commu-
nicatively coupled to both the client network 202 and the
transport network 204. The management node 206 may be a
soltware defined networking (SDN) controller or SDN func-
tion, for example. The management node 206 1s operative to
receive connectivity demands from the client network 202,
and allocate traflic for those connectivity demands to one or
more paths through the transport network 204. Further detail
1s provided below.

In step 210, the management node 206 obtains topology
information for the transport network 204. For example, the
topology 1nformation may comprise one or more of: 1den-
tities of a plurality of nodes 1n the network; an indication of
the links between respective pairs of the plurality of nodes
(e.g., an 1ndication as to which node 1dentities are connected
to which other node 1dentities); an indication of the penalty
associated with each link and/or node (e.g. latency); and an
indication of the capacity of each link and/or node. The
topology information may be visualized as a graph of nodes
interconnected by links.

The management node 206 may further obtain, in step
210, an indication of the traflic usage over each link of the
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transport network 204. Note that the traflic usage over each
link will be a sum of the traflic from all paths through the
network 204 which utilize that link.

In step 208, the management node 206 obtains, from the
client network 202, a plurality of demands for connectivity
between nodes of the client network 202 or between attach-
ment points of the transport network. Thus each connectivity
demand may comprise identities of a first node (e.g. a source
or ingress node) and a second node (e.g., a destination or
egress node), with traflic to be routed between those nodes
via the transport network 204.

Each connectivity demand may further specily one or
more constraints to be satisfied by the routing through the
transport network 204. For example, the connectivity
demand may specily a maximum latency to be associated
with the routing. In this case, the constraint 1s satisfied by a
particular path through the network 204 if the total latency
of the path 1s less than the maximum latency. In examples
where the transport network 204 comprises a fronthaul
network (such as the network 108 described above with
respect to FIG. 1), the maximum latency may be relatively
short, e.g., tens of microseconds. In this context, the con-
straint may be specified by the user or client associated with
the connectivity demand. In other embodiments, each con-
nectivity demand may alternatively or additionally be asso-
ciated with a constraint which 1s specified by an operator of
the transport network 204.

For example, although optical fibres provide an excellent
transmission medium with high bandwidth, optical signals
will generally deteriorate as they cross optical links (e.g.
fibres) and nodes (e.g. switches) owing to various eflects
such as group velocity dispersion, fibre loss, adjacent chan-
nel cross-talk, self phase modulation, etc. Eventually the
optical signals may degrade to the point where they are
unrcadable. Where the transport network 204 comprises
optical links and optical nodes, therefore, 1t may be benefi-
cial to limit the light path length and convert the optical
signals to electrical signals at certain points (before onward
transmission as optical signals). A constraint may be asso-
ciated with each connectivity demand defining a maximum
light path length through the network before optical-to-
clectrical conversion.

Conversely, optical-to-electrical conversion 1s associated
with 1ncreased cost 1n operating the transport network 204
(e.g. through the necessity of providing electro-optic con-
verters, etc.) and reduced capacity in the transport network
(as the electro-optic converters may become bottlenecks for
traflic passing through the network). A constraint may there-
fore be associated with each connectivity demand limiting
the number of electro-optic converters in each path. For
example, the constraint may define a maximum number of
clectro-optic converters per unit length within the path.

Further examples of possible constraints comprise a maxi-
mum number of crossed nodes within the path (e.g., to limit
node resource usage or to limit the path length for path
computation purposes), and a maximum number of seg-
ments used to express the path routing (e.g. atter label stack
optimization 1 a Segment Routing network). The latter
constraint may be applicable particularly if the nodes or
routers in the path have a limitation as to the label stack
depth they are capable of processing.

Each connectivity demand may further be associated with
or comprise an indication of the traflic usage for that
connectivity demand (e.g., an amount of traflic which 1s to
use the connectivity). For example, the tratlic usage per
demand may be measured by the client or the management
node 206 where paths for the connectivity demand have
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already been established for a period of time (e.g. when the
process described herein 1s used to update existing tratlic
allocations). The traflic usage may be an average of the
traflic usage measured over a particular time window, for
example. Thus, the management node may additionally
receive 1n step 208 an indication of a measured amount of
tratlic flowing for each connectivity demand.

In step 212, the management node computes one or more
paths satisfying the constraints for each connectivity
demand, and determines weights according to which traflic
for each connectivity demand should be allocated to each of
the computed paths. Some embodiments of the disclosure
provide for updating of the weights according to which
traflic for each connectivity demand 1s allocated to each of
the computed paths.

In addition, according to embodiments of the disclosure,
cach path for a demand 1s mapped to a source port 1n the first
node (e.g., the ingress node of the transport network 204). In
one embodiment, the source port 1s a UDP source port. In
other embodiments, the source port 1s a transmission control
protocol (TCP) source port.

The paths and their respective source ports are provided
to the transport network 204, and particularly to the first
nodes (e.g., the source or ingress nodes). Providing the paths
to the transport network enables those paths to be estab-
lished 1n the network. In a first embodiment, the source ports
and the respective weights for the paths corresponding to the
source ports are provided to the client nodes (e.g., the radio
access network nodes). Providing the weights to the client
nodes enables the client nodes to assign tratlic to particular
paths 1n accordance with the weights. In a second embodi-
ment, the management node 206 utilizes the weights 1tself to
assign flows (or microtlows) of tratlic to a particular source
port (and therefore a particular path). In this case, the
management node 206 provides the mapping between flows
and source ports to the client nodes. In either case, the source
ports act as a label for the path which 1s visible to the
transport layer (1.e., the first nodes 1n the transport network
204). In the first embodiment, a client node allocates traflic
for a demand to the paths for that demand, as labelled by the
respective source ports, and 1n accordance with the weights
received from the management node. The trailic transmitted
by the client nodes 1s further adapted to include the source
port, such that the source port acts as a routing 1dentifier and
1s mndependent of an actual source port. On receipt of such
traflic from a client node, the first node (e.g., mngress node)
in the transport network can immediately transmait the traflic
over the path 1n accordance with the source port included 1n
the traflic, based on the mapping received from the man-
agement node. In the second embodiment, the client node
transmits trathic flows to the transport network 204 without
itself allocating those flows to a path, but nonetheless
including the source port as a routing identifier according to
the mapping provided by the management node 206. Again,
the first node (e.g., ingress node) 1n the transport network
204 1s able to transmit the traflic over the path 1n accordance
with the source port included 1n the traflic. Further detail
regarding this and other aspects of the disclosure 1s provided
below with respect to FIGS. 3 to 5.

FIG. 3a 1s a signalling diagram according to embodiments
of the disclosure, between a management node (such as the
SDN controller or SDN function described above) 300, an
ingress node 302 of a transport network (such as the trans-
port networks 106, 108, 204 described above), and a client
node 304 (such as a radio access network node).

In step 306, the management node 300 communicates
with the transport network (shown 1llustratively 1n FIG. 3a
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as communication with the ingress node 302) to obtain
topology information for the transport network. This step
may be substantially similar to step 210 described above.

In step 308, the management node 300 receives demand
information from the client node 304. This step may be
substantially similar to step 208 described above.

In step 310, the management node calculates one or more
paths for each demand. Further detail regarding this step
may be found in step 404 below.

In step 312, the management node maps each path to a
corresponding source port in the ingress node 302, and
provides the paths and their source port mapping to the
ingress node 302. For example, the source port may be a
UDP source port or a TCP source port. The source port 1s not
conventionally used 1n routing traflic over a transport net-
work, but 1s visible to transport-layer routers. Thus the
source port offers a convenient and ethicient mechanism for
labelling a path and allowing traflic to be allocated to that
path by the client node. The ingress node 1s thus enabled to
establish the paths in the transport network, and stores the
mapping between source ports and corresponding paths.

In steps 314 and 316, the client node 304 aggregates and
monitors tratlic flow which has the same imgress and egress
nodes in the transport network (and thus corresponds to a
“demand”), and transmits the measured amount of traflic to
the management node 300. In one embodiment, the trafiic 1s
configured as a plurality of microtlows (corresponding to
individual user traflic), and thus a plurality of microflows are
aggregated to form each demand.

In step 318, the management node assigns weights to each
path for a demand. Further detail regarding this step may be
found 1n step 406 and 1n FIG. 5 below.

In step 320, the management node 300 provides the
source ports and the weights to the client node 304. Note that
the paths themselves do not need to be provided to the client
node, as the implementation of the paths takes place in the
transport network. The source port acts as a label for each
path, however, and thus the weights associated with each
path by the management node 300 may instead be associated
with the source port by the client node 304. In this way, the
client node 304 1s enabled to allocate traflic to a given path
without knowing what that path actually 1s.

In step 322, the client node 304 has user trailic to transmit
to the ingress node, for onward transmission over the
transport network. The client node must therefore allocate
the traflic to a particular path, based on the weights provided
by the management node.

Here it 1s recalled that the traflic 1s defined as belonging
to a “demand”, characterized by two endpoints and an
amount of traflic. The traflic belonging to a demand may be
configured such that it can be arbitrarily split amongst the
various paths (represented by source ports) according to the
welghts. For example, for a given demand d having total
aggregate trathc T , the nth path 1s allocated w, T , tratlic,
where w_ 1s the weight associated with the nth path.

In other embodiments, however, the tratlic for a particular
demand may comprise a plurality of “microtlows” which are
indivisible. For example, each microflow may relate to
traflic for a single user device. In this case, the aggregate
traflic for a demand 1s calculated by summing the tratlic
amount of all the microtlows between the same endpoints.

In this case, if 1t 1s desired to transmit w, T, over the nth
path, the amount of tratlic w,'T , must be approximated with
a sum ol microflows. Each microflow will typically repre-
sent a different amount of trathc, and theretfore an allocation
heuristics 1s needed. This problem can be analogized to the
“bin packing problem”, where 1tems of different volumes
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must be packed 1nto a finite number of bins of different sizes.
Those skilled 1n the art will appreciate that there are numer-
ous approaches to this problem and the present disclosure 1s
not limited in this respect. One simple approach involves
allocating the largest unallocated microflow to the path
having the largest amount of unused capacity. Other
approaches 1include next-fit, next-k-fit, first-fit, best-it,
worst-1it, first-fit decreasing eftc.

In one embodiment, tunnels may be established by the
client node 304 using a network tunnelling protocol (such as
GTP) for transmission of the user data to the transport
network 204 according to the paths. In this case, the client
node 304 may store a mapping between the source port and
an 1dentifier for the network tunnel, such as a tunnel end-
point identifier (TEID).

Thus the traflic 1s allocated to a particular path 1n accor-
dance with the weights received 1n step 320. In step 324, the
corresponding source port for that path 1s added to the traflic,
and 1n step 326 the traflic i1s then transmitted to the ingress
node 302 for onward transmission over the transport net-
work.

In step 328, the ingress node recerves the trathic and reads
the source port. Based on the mapping received 1n step 312,
the ingress node 302 translates the source port to 1ts corre-
sponding path, and transmits the tratlic over the path. As the
source port can be read at the transport layer, the traffic does
not require decapsulation to be forwarded over its corre-
sponding path. Further, the client node does not need to have
any knowledge of the paths over which the traflic 1s trans-
mitted.

FIG. 356 1s a signaling diagram according to further
embodiments of the disclosure. To a large extent, the entities
and steps of the signalling are similar to that described above
with respect to FIG. 3a. Therefore signalling 1s again shown
between a management node (such as the SDN controller or
SDN function described above) 300, an ingress node 302 of
a transport network (such as the transport networks 106,
108, 204 described above), and a client node 304 (such as a
radio access network node).

The signalling 1n FIG. 35 differs 1n that 1t 1s the manage-
ment node 300 which maps traiflic to paths 1n accordance
with the weights, and not the client node 304. The allocation
may be performed 1n a substantially similar way to that
described above with respect to FIG. 3a, however. Thus,
instead of providing the weights to the client node 304, the
management node 300 provides a mapping between traflic
flows (e.g., microtlows) and source ports (which act as labels
for the paths). The client node 304 then transmits the
microtlows to the mgress node 302, including the relevant
source port according to the mapping, and this 1s used by the
ingress node 302 to transmit the microflow over the assigned
path.

Steps 350 to 356 correspond to steps 306 to 312, respec-
tively, and are not described further. Steps 358 and 360 difier
from steps 314 and 316 1in that 1t 1s the management node
300 which aggregates tratlic belonging to demands and not
the client node 304. Thus 1n step 358, the client node 304
transmits traflic flow iformation to the management node
300, enabling the management node 304 to aggregate traflic
(and particularly trathic microtlows) belonging to the same
demand as the client node 304 did 1n step 316.

In step 362, the management node 304 calculates weights
for each path for a demand, similar to step 318 described
above. Step 364 1s similar to step 322; however, it 1s the
management node which assigns traflic (e.g., microflows)
belonging to a demand to a particular path based on the
weilghts. Thus 1n step 364 the management node 300 maps
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cach microflow to a source port (which acts as a label for a
corresponding path). This mapping 1s provided to the client
node 304 1n step 366. Steps 368 to 372 correspond to steps
324 to 328, respectively, with the exception that the client
node 304 1n step 370 adds the corresponding source port to
the traflic based on the mapping provided by the manage-
ment node 304, and not the weights.

FIG. 4 1s a flowchart of a method according to embodi-
ments of the disclosure. The method may be performed 1n a
management node for a telecommunications network, such
as the SDN controller 206 described above with respect to
FIG. 2.

In step 400, the management node obtains topology
information for telecommunications network. This step may
be largely similar to step 210 described above. Thus, 1n one
embodiment, the topology information may comprise one or
more of: identities of a plurality of nodes in the network; an
indication of the links between respective pairs of the
plurality of nodes (e.g., an indication as to which node
identities are connected to which other node 1dentities); an
indication of the penalty associated with each link and/or
node (e.g. latency, etc.); and an 1ndication of the capacity of
cach link and/or node. The management node may obtain
such information through communications with the network
itself (e.g. via one or more control interfaces between the
management node and the network), or through receipt of
configuration imformation from a designer or operator of the
network. The topology information may be updated peri-
odically or whenever a change 1s made to the network
topology.

In the following the nodes are indicated with indices. A
link connecting node 1 with node j 1s mdicated with I,

A link I, has capacity ¢(1,), which can be expressed e.g.

as 1ts bandwidth 1n bits per second.

A link I, has penalty penalty(1), which can be expressed
in difl erent units of measure (e.g., seconds or submultiples
for time penalties, e.g., delay or latency).

A node 1 may also have a penalty penalty(1) 1in the same
unity of measure as the link penalty. For example, packets
crossing routers may experience some latency.

In this example, the penalty 1s assumed to be additive, that
1s to say, the resulting penalty of crossing one or more links
and one or more nodes 1s the sum of theiwr individual
penalties. For example, penalties such as latency may be
additive. Those skilled 1n the art will appreciate that different
penalties may accumulate in different and/or non-linear
ways. For example, optical impairments may accumulate in
a non-linear fashion. The present disclosure 1s not limited 1n
that respect.

In step 402, the management node obtains a plurality of
demands for connectivity over the network. This step may
be largely similar to step 208 described above. Thus the
plurality of demands for connectivity may relate to connec-
tivity between nodes of a client network or between attach-
ment points of a transport network. Each connectivity
demand may comprise or be associated with i1dentities of a
first node (e.g. a source or ingress node) and a second node
(e.g., a destination or egress node), with traflic to be routed
between those nodes via the transport network 204. FEach
connectivity demand may further be associated with one or
more constraints to be satisfied by the routing through the
telecommunication network (e.g., one or more of the con-
straints described above), and an indication of traflic usage
of the connectivity (e.g., an amount of traihic such as a traflic
rate or volume).

The connectivity demand between nodes 1 and 7 1s 1ndi-
cated with d,;. The connectivity demand d,; may be associ-
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ated with a measured usage u(d,;). The Connectlwty demand
d,; may further be associated Wlth a maximum acceptable
penalty max_penalty(d,;) (1.e., a constraint). A path may not
be selected for the demand if 1t exceeds that maximum
acceptable penalty.

Connectivity usages need to be comparable among each
other (e.g., use the same or similar units), and similarly link
capacities need to be comparable among each other. How-
ever, 1t will be understood by those skilled in the art that
connectivity usage and link capacity may not need to be
directly comparable with each other, 1.e. defined using the
same or similar units.

The information for a connectivity demand may be sent
by a client network to the management node, e.g., as 1n step
208 described above.

In step 404, the management node generates, for each
connectivity demand, a list of possible paths through the
telecommunications network from the first node to the
second node which satisty the constraint or constraints (e.g.
a maximum latency). In one embodiment, the management
node calculates all non-looping paths which satisty the
constraint or constraints.

In this context, a path p,(d) tor demand d,; 1s detined as the
set of adjacent nodes and links it crosses. The penalty of a
path 1s the sum of the penalties of all nodes and links 1t
crosses. P(d,)) 1s the set of paths satistying the requirements
for dy.

There are several possibilities to compute the paths sat-
1sfying a certain connectivity demand (the P(d,;) set above).
Two examples include breadth-first search (BFS) and dept'l-
first search (DFS) algorithms. In the former case, the search-
ing algorithm starts at a tree root (e.g., the first node) and
explores neighbor nodes first, before moving to the next
level neighbours. In the latter case, the algorithm again starts
at a tree root, but explores as far as possible along each
branch before backtracking.

However, for large- or medium-sized networks, comput-
ing all the feasible paths P(d,;) could be prohibitively com-
plex.

The common way of computing paths in a network 1s by
using a shortest path (minimal cost) algorithm. This com-
putes only one path per demand and may easily lead to
bottlenecks 1n case of unbalanced traflic on the demands
and/or on the background.

The equal cost multi-path (ECMP) concept 1s also already
used 1 IP networks. All the paths with minimal cost are
used, 1f there are ties 1n the minimal cost calculation. While
providing some alternatives, the number of paths per
demand 1s not explicitly controllable. This number does not
depend on the node distance and may be too low or too high
for the network operation needs.

The k-shortest paths 1s a well-known extension of the
shortest path algorithm, which that finds k paths (where k 1s
an integer greater than one) between two nodes with non-
increasing cost. Those skilled in the art will appreciate that
several algorithms are known for computing the k shortest
paths and the present disclosure 1s not limited 1n that respect.
In one embodiment, the Eppstein algorithm may be used to
discover the k shortest paths between a source node and a
destination node satisiying a given constramnt (e.g., as
described 1n “Finding the k Shortest Paths”, by David
Eppstein, SIAM Journal on Computing, Volume 28, pp
652-673).

In a further embodiment, paths are calculated according to
the methods set out 1n W0O2020/07852°7, which 1s 1ncorpo-
rated by reference herein. This application sets out methods
for calculating a set of paths for transmission of traflic
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between two nodes of a network, in which the set of paths
has a measure of diversity. Thus traflic transmission over
paths calculated according to these methods can be expected
to be more robust to network faults over single links or
single nodes.

It will be noted that, 11 demands for trathic with different

requirements (e.g., different constraints) are sent between
the same endpoints, the set of paths for each demand may
need to be calculated independently.

Thus the output of step 404 is a set of one or more paths
for each connectivity demand, which satisfy the con-
straint(s) associated with that demand. These paths may be
established 1n the network (e.g., as described above with
respect to step 212).

In step 405a, the management node maps each path for
cach demand to a corresponding source port 1n the ingress
node for that demand. For example, the source port may be
a UDP source port or a TCP source port.

In step 40355, the management node provides the paths
calculated 1n 304 and their corresponding source ports to the
ingress nodes for each demand. The ingress node 1s thus
enabled to establish the paths in the transport network, and
stores the mapping between source ports and corresponding
paths.

In step 406, the management node assigns weights, for
cach demand, for each of the paths i1n the set (see also step
212 described above). The weight assigned to path P, 1s
indicated by w,. The sum of all weights for a demand may
be constrained as equal to one, such that the traflic for a
given demand 1s distributed over the set of paths found for
that demand.

The weights 1mitially assigned to each path for a demand
in step 406 may be determined 1n any suitable manner. Later
steps of the method set out a method for monitoring the
traflic in the network and adjusting the weights so as to
improve network performance. The weights may be adjusted
iteratively until an optimal or near-optimal solution 1s found.
Thus the weights which are assigned 1n step 406 are rela-
tively unimportant and can be arbitrary, except that the
closer those 1imitial weights are to the optimal solution, the
fewer the number of iterations that will be required when
adjusting the weights later 1n the method.

In one embodiment, the weights for each demand are
assigned 1n step 406 to be equal, such that the traflic for each
demand 1s distributed evenly across each of the paths found
for that demand. Alternatively, the weights assigned in step
406 may be determined using more sophisticated tech-
niques, such as those described in PCT application no
PCT/EP2017/084207.

In step 407, the management node provides the source
ports to the client node for each demand. Note that the paths
themselves do not need to be provided to the client node, as
the implementation of the paths takes place in the transport
network. The source port acts as a label for each path,
however.

The management node may additionally provide the
weights to the client node 1n step 407, and thus the weights
associated with each path by the management node may
instead be associated with the source port by the client node.
In this way, the client node 1s enabled to allocate traflic to a
given path without knowing what that path actually is.
Alternatively, the management node may itsellf allocate
traflic to a particular path based on the weights calculated in
step 306. In this case, the management node may provide the
mapping between traflic (e.g., traflic microtlows) and source
ports (which act as labels for paths).
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In one embodiment, tunnels may be established by the
client node using a network tunnelling protocol (such as
GTP) for transmission of the user data to the transport
network according to the paths. In this case, the client node
may store a mapping between the source port and an
identifier for the network tunnel, such as a tunnel endpoint
identifier (TEID).

In step 408, the management node monitors the tratlic 1n
the network as a result of the weights assigned 1n step 406.
For example, the tratlic associated with each demand may be
measured, through communication with the client nodes (see
step 210 described above). The traflic flowing 1n each of the
links of the network may also be monitored, through com-
munication with each of the nodes of the network (see step
208 described above). Alternatively, the tratlic flowing 1n
cach of the links may be calculated, based on the traffic for
cach of the demands and the weights assigned 1n step 406.
However, this latter approach does not take into account
tratlic flowing on the network which 1s outside the control of
the management node. For example, the network infrastruc-
ture may be utilized by multiple virtual networks, with the
management node able to control only the trathic for its
respective virtual network. Measuring the tratlic flowing in
cach link allows the trathic allocation strategy set out herein
to take this external or “background” traflic into account.

In step 410 (see also step 212 described above), based on
the tratlic measured 1n step 408, the weights assigned in step
406 are adjusted so as to improve one or more performance
criteria of the network (e.g. load balancing, traflic through-
put, etc.). Step 410 may comprise the adjustment of a single
pair ol weights (e.g., a reduction 1n the weight for one path
of a demand, and a corresponding increase 1n the weight for
another path of the same demand). The method returns to
step 407, and the updated weights are provided to the client
nodes or, alternatively, the mapping between trailic (e.g.
tratlic microflows) and source ports 1s provided to the client
nodes. Here 1t 1s assumed that no new paths are added based
on the momitored trathic levels, and thus it 1s unnecessary to
adjust the mapping between paths and source ports. How-
ever, 11 necessary of course the method may be repeated
from the start in order to determine an improved traflic
routing using additional or alternative paths. Otherwise,
steps 407, 408 and 410 may be repeated iteratively until
some stopping criterion 1s reached.

The weights may be calculated and adjusted in any
suitable manner, and those skilled in the art will be aware of
several different methods for calculating weights for the

purposes of

of traflic engineering in a transport network. The
present disclosure 1s not limited 1n that respect. FIG. 5 below
sets out one possible example, which introduces the concept
of “criticality” of a link 1n the network. Other examples
include that set out 1n a paper by P. Kumar, Y. Yuan, C. Yu,
N. Foster, R. Klemberg, P. Lapukhov, C. L. Lim, and R.
Soule, “Semi-oblivious traflic engineering: The road not
taken,” 1n Proceedings of the 15th USENIX Conference on
Networked Systems Design and Implementation, ser.
NSDI'18. Berkeley, CA, USA: USENIX Association, 2018.
ISBN 978-1-931971-43-0 pp. 157-170.

FIG. 5 1s a flowchart 1llustrating 1n more detail a method
of adjusting the weights for distributing traflic over a plu-
rality of paths of a network according to some embodiments
of the disclosure. The method may be employed by the
management node 1n steps 408 and 410, described above
with respect to FIG. 4.

The method begins 1n step 500, in which the management
node measures the traflic on each of the links 1n the network.
The traflic 1n each link may be reported directly to the
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management node by nodes of the network. Alternatively,
the traflic 1n each link may be calculated based on the
measured traflic associated with each demand (e.g., as
reported by client nodes associated with the demand), and
the weights assigned to each of the paths for each demand
(c.g., 1n step 406). The traflic flowing in each link 1s the
aggregate of the traflic flowing 1n each of the paths that
traverse that link, and thus may comprise tratlic from
multiple demands. The measured trathic may be an average
value, calculated over a defined time window.

As noted above, the weight assigned to path P, 1s indi-
cated by w,. A connectivity demand d,; sends a measured
traflic u(d ). As a consequence, a path P, satistying demand
d,; carries trafjc u(p,)=wu(d,).

The trathc on a link 1,; can be calculated as the sum of the
usages of all paths crossing 1t plus the background trafhic,
u(l)=2, ., Wp,)+bt,;. This traffic 1s also directly measured as
stated a’Bove

The utilization or load ot a link v(l;)) 1s a ratio between the
trathe u(l,;) tlowing on that link and the capacity c(l;) of the
link. As Such it 1s the amount of traffic on the link d1v1ded
by the capacity of the link. Thus a link which 1s operating at
tull capacity (1.e. the amount of trathic flowing on the link 1s
equal to the capacity of the link) has a utilization of 1 or
unity.

According to some embodiments of the disclosure, the
utilization can take values which are greater than 1, which
1s representative of a link that i1s overloaded, 1.e. the traflic
exceeds a full capacity of the link. Trathic which exceeds the
capacity of the lmmk may be held in a queue prior to
transmission over the link, e.g. in a bufler.

To calculate the optimal welghts we lirst of all define the

problem 1n such a way that 1t 1s well understood what 1s the
desired status of the network that the calculation aims to
achieve.

Some embodiments of the disclosure define a criticality of
cach link and use the criticality, instead of the utilization
v(l,;) of each link, to determine and adjust or determine the
Welght assigned to each path flowing through the network.
Thus, 1n step 502, the management node calculates the
criticality ot each link I, as a function of the utilization v(l, )
of the link. Traflic routing 1s carried out on the basis of the
calculated weight of each path of the network.

The criticality 1s a measure of the status of the link in
dependence on the trafhic ﬂowing through that link. As said
above, there 1s traflic crossing a link. While the traflic
remains below the link capacity, the status of the link can be
considered to be good. In some aspects, if the link has a low
load, e.g. the link 1s at half capacity, the link can be
considered as having a status which 1s slightly worse than 1f
the link 1s completely empty, because there i1s a lower
opportunity for future traflic accommodation. However, the
network 1s still working without any negative effects, and
thus the status of the link 1s not impaired as might be
expected by the carrying of a substantial amount of traflic
(e.g. half link capacity). The criticality value of the link 1s
low at such moderate utilization levels, reflecting the low
determined negative impact of the traflic.

When the tratlic load approaches the link capacity, how-
ever, a negatwe impact on the ability of the link to carry the
traflic 1s determined, and reflected 1n the determined criti-
cality value. For example, as the traflic load approaches the
link capacity, the queues begin to {ill and/or 1nitial conges-
tion 1s experienced. Therefore, 1n a region close to the
capacity of the link (e.g., between 0.8 and 1, or 80% and
100% utilization), the crticality 1s determined to rise
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sharply. Thus, the criticality reflects the impact of the traflic
on a link/node, and not merely the amount of the trailic on
the link/node.

In principle, the capacity of the link should not be
exceeded, but the presence of queues (or buflers) allows
some extra tratlic to be absorbed for limited periods of time.
Theretfore, the criticality 1s defined for values of the utili-
zation which are greater than unity, 1.e. above nominal
link/node capacity or over full capacity. This allows the
network to route traflic on a link which 1s above the link (or
node) maximum nominal capacity to carry traflic, 1t this 1s
necessary. Further, for values of the utilization which are
greater than unity, the criticality may take values which are
below the maximum value of the criticality. In some aspects,
the criticality has a mimimum value at a first value of the
utilization (e.g., a low value of utilization) and a maximum
value at a second value of the utilization (e.g., a high value
of utilization, greater than the first value). The second value
of the utilization corresponds to a utilization which 1s over
a full capacity of the link. As such, the criticality does not
have a maximum value at a nominal maximum capacity of
the link, but instead the criticality has a maximum value at
a utilization which 1s above a nominal maximum (1.e. full)
capacity of the link.

As such, for values of utilization above the link capacity,
the link criticality continues to rise with increasing utiliza-
tion. There 1s little capacity increase available through the
use of queues, so the criticality values do not significantly
increase further with additional utilization, seen as the
criticality values flattening asymptotically towards the maxi-
mum value above full utilization. In other words, having the
link overloaded at 150% or 200% of link capacity makes
little difference. Between those example very high link
utilizations, the criticality value will be at, or very near, its
maximuin.

FIG. 6 shows the variation ot link criticality s(l,;) with link
utilization v(l,;) according to an embodiment ot the disclo-
sure. 'Two functlons are shown: a first function 600 and a
second function 602.

Generally, determined criticality values increase as the
utilization of the link (1.e. traflic load increases). For some
ranges ol the utilization the criticality may have a constant
value (e.g. at low utilizations, e.g. below 50%). The deter-
mined criticality values, based the utilization by functions
such as function 600, 602, provide for eflective weighting of
traflic routes so that trathic flow through the network 1s
carried out eflectively.

For both functions, as described above, 1t can be seen that
the criticality varies, monotonically and with a non-constant
gradient, between a minimum value and a maximum value
as the link utilization increases. At low values of the
utilization, the criticality varies with the utilization at a
relatively low (or zero) gradient. In the illustrated embodi-
ment, the criticality tends (asymptotically) towards 1ts mini-
mum value as the utilization approaches zero. Similarly, at
high values of the utilization (above 1), the criticality also
vartes with the utilization at a relatively low (or zero)
gradient. In the i1llustrated embodiment, the criticality tends
(asymptotically) towards its maximum value as the utiliza-
tion approaches infinity. In between those two regions, the
criticality varies with the utilization at a relatively high
gradient. In particular, the criticality increases with a rela-
tively high gradient between utilization of around 0.8 (or
80%) and 1 (or 100%). This reflects the fact that the link
rapidly moves from a situation in which operation of the link
1s normal (e.g., few or no packets experience additional
delay), even at relatively high utilization, to one 1n which
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operation of the link 1s compromised (e.g., several or all
packets experience additional delay) as the utilization
approaches 1.

The above description can be mathematically quantified
with an S-shaped or sigmoid function. The sigmoid function
as a shape 1s well studied and those skilled in the art will
appreciate that there are several functions with a sigmoid
shape. The logistic function 1s one of the most common,
defined as follows:

1
° 7 1 +exp(b-(a—v))

In this example, the criticality function s has two config-
urable parameters: the slope b and the intercept a. v 1s the
link utilization, defined above. The slope determines how
steep the curve 1s 1n proximity of the intercept, and the
intercept determines where the gradient of the function 1s
highest (e.g., the value of the utilization at which the
criticality 1s equal to 0.5 1n this specific example). The
presence of one or more configurable parameters 1n the
criticality function means that the determined criticality
value can be tuned or optimized for a particular network or
network type. Thus, for example, 1n an 1nifial configuration
phase, one or more configurable parameters can be deter-
mined which provide for the determined criticality values to
accurately reflect the impact of traffic on the operation of the
network. The functions 600 and 602 1llustrated in FIG. 6 are
both logistic functions. The function 600 has a slope of 70
and an 1ntercept of 1. The function 602 has a slope of 18 and
an 1ntercept of 1.

Those skilled 1n the art will appreciate that the criticality
may not be defined as a logistic V function. For example,
alternative sigmoid functions may include

The criticality may also not be defined as a conventional
S-shaped or sigmoid function. For example, the example
functions given above and with respect to FIG. 6 are all
smoothly varying and differentiable. The criticality function
may be defined differently, for example as a series of straight
line curves for different regions of the utilization. In such an
example, the criticality may be defined for relatively low
values of the utilization as a straight line varying with a low
or zero gradient at or near its mummum value, and for
relatively high values of the utilization as a straight line
varying with a low or zero gradient at or near 1ts maximum
value. In between those two regions (e.g., at least between
values of ufilization of around 0.8 and around 1), the
criticality may be defined as a straight line varying with a
relatively high gradient.

In another example, values of the criticality may be
defined 1n a look-up table, based on corresponding values of
the utilization. The values of the criticality may be defined
based on the utilization so as to approximate the functions
described above.

The functions may comprise one or more parameters
which are configurable by the network operators, e.g., to
achieve a desired outcome or performance. For example,
where the criticality varies as a logistic function of the
utilization, one or more of the slope and the intercept may
be configured by the network operator as desired. The
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intercept may be defined relatively low (e.g. a guard margin
below 1) such that the trathic flowing in the link preferably
never reaches capacity, or that the usage of queues and
buffers 1s reduced. Alternatively, the intercept may be
defined relatively high (e.g. above 1), if the network operator
wishes to accommodate large amounts of traffic. Similarly,
the slope can be made steeper (1.e. a higher gradient on a
graph of criticality value on the vertical axis and link
utilization on the horizontal axis) if the type of traffic
transmitted over the network 1s particularly sensitive to
latency.

In FIG. 6, the minimum values of the criticality are equal
to or approach zero. According to an embodiment of the
disclosure, however, the minimum value of the criticality
(e.g., as the uftilization approaches or 1s equal to zero) 1s
non-zero. It will be understood from the discussion below
that a link which has zero criticality 1s unlikely to effect the
allocation of weights to paths through the network. A
non-zero criticality, even at low values of utilization, allows
the weights to be optimized even when relatively little traffic
1s flowing 1n the network. For example, an offset may be
applied to the criticality at low values of the utilization, or
the function may be defined such that the criticality 1s equal
to or tends towards a non-zero value as the utilization
approaches zero.

[t will be further noted that if the same function were used
regardless of link capacity, links with smaller capacity
would not be discouraged over links with larger capacity in
cases of equal utilization. However, the smaller link has less
spare capacity than the larger link. In order to counteract this
effect, the criticality may be normalized based on the capac-
ity of the link.

For example, where the criticality 1s defined using the
logistic function, the following normalization can be
adopted:

1
¢ =

14 exp(b- (@ —v)- (?f/ﬂr%-{')

where ¢, 18 the link capacity and ¢, 1s a reference capacity
for the whole network, e.g., the maximum or average link
capacity. The effect of this normalization 1s to make the
slope of the function less steep for the links with lower
capacity (particularly in the vicinity of the intercept), and
thus the criticality of a lower-capacity link lies above the
criticality of a higher-capacity link at utilizations below the
intercept, and beneath the criticality of the higher-capacity
link at utilizations above the intercept.

One aim of the method of FIG. 5 may be to minimize the
sum of the link criticalities 1n the network.

In step 504, the management node determines the path
criticality for each path, for each demand. The path criti-
cality may be defined as a sum of the criticalities of each link
which the path crosses. Thus the output of step 504 1s a set
of path crificalities for each demand, the set of path criti-
calities comprising a path criticality for each path defined for
the demand.

In step 506, the management node determines the 1mprov-
ability of each demand. The improvability relates to the
amount by which the path criticalities of the paths for each
demand can be improved or equalized, so that no path 1s
more critical than another path for a given demand. In one
embodiment, the demand improvability for a particular
demand 1s defined as the difference 1n criticality between the
path for the demand having non-zero weight and maximum
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criticality, and the path for the demand having minimum
criticality. Thus the output of step 506 1s an 1improvability
value for each demand.

The method then proceeds to evaluate stopping criteria
and performance improvements, which are relevant only
when the method 1s performed iteratively. For the purposes
of this description, we assume that the stopping criteria are
not met for a first iteration of the method, and thus the
description of the method now moves to step 516, 1n which
the demand with the maximum 1mprovability 1s selected. In
step 518, the weights for the paths of that selected demand
are adjusted so as to decrease the improvability for that
demand. One method of achieving that improvement 1s to
reduce the weight for the path having the highest criticality
(and non-zero weight) by a certain amount or step size, and
to increase the weight for the path having the lowest
criticality by the same amount or step size. The amount by
which the weights are adjusted may vary as a function of the
traflic for that demand. For example, the amount varies
inversely proportionally to the traflic for the demand. The
amount may be defined as:

So the amount 1s the minimum of the weight for the most
critical path (cp(d, . )), and the improvability for the
demand divided by the tratlic for the demand, multiplied by
a constant sensitivity. The minimum function 1s present so
that the weight 1s not reduced below zero. d_  _1s the demand
having highest improvability.

As the improvability 1s defined as the difference 1n criti-
cality between these two paths, the improvability of the
selected demand should decrease.

In the illustrated embodiment, the method 1s 1terative, and
thus the method moves from step 318 back to step 500, in
which the tratlic flowing 1n each link 1s measured again. In
iterations which are subsequent to the first iteration (as here),
this step may involve the calculation of the traflic flowing in
cach link based on the previously measured values and the
changes to the weights made 1n step 518, rather than
re-measurement ol the traflic flowing i all links of the
network.

In steps 502, 504 and 506, the criticality of the links of the
network, the path criticalities, and the improvabilities of the
demands are re-calculated.

In step 308 (description of which was omitted above for
the first iteration), the management node determines whether
a stopping criterion has been reached. For example, one
stopping criterion may be a maximum number of iterations.
This embodiment may be particularly suited for networks 1n
which the amount of traflic flowing for each demand, or the
background tratlic, varies relatively rapidly. Thus, particu-
larly where link traflic 1s not re-measured for subsequent
iterations, the method stops when the maximum number of
iterations 1s reached, and before the amount of traflic flowing
in the network changes significantly. In another embodi-
ment, the stopping criterion may comprise a determination
that the highest improvability for all demands in the network
1s below a threshold. In this latter embodiment, the method
stops when the criticality of all paths for each demand have
been equalized, such that one path 1s not significantly more
critical than another path for the same demand.

In the event that the stopping criterion 1s reached, the
method ends in step 510. If the weights have not yet been
output for implementation i1n the network, the weights are
output from the management node to the network, such that
traflic for each demand can be routed through the network in
accordance with the weights.

min{w(cp(d,,,,)), sensitivity* impr/z(
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I1 the stopping criterion has not been reached, the method
proceeds to step 512, 1n which the management node deter-
mines whether the adjustment to the weights made 1n step
518 resulted 1n an increase to the highest value of improv-
ability of the demands in the network. For example, in a
previous 1teration, suppose that the improvability of
Demand A 1s 0.78, and that the improvability of Demand B
1s 0.7. Demand A 1s therefore selected and the weights of 1ts
paths adjusted in step 518. This reduces the improvability of
Demand A to 0.6, but increases the improvability of Demand
B to 0.84. The maximum i1mprovability across the network
has actually increased as a result of the changes made 1n step
518. If the maximum improvability has increased, the
method proceeds to step 514, 1n which the step size (the
amount by which the weights are adjusted 1n step 518) 1s
attenuated. For example, the constant sensitivity, defined
above, may be attenuated. The attenuation may be 1mple-
mented by multiplying the constant by an attenuation factor,
which 1s a positive number less than 1 (such that the step size
cannot be negative). The attenuated step size 1s then used 1n
step 518 to adjust the weights of the demand having highest
improvability. If the maximum improvability has not
increased (as determined 1n step 512), the step size 1s not
attenuated, and the method proceeds directly to steps 516
and 518.

It will be noted that, 1n embodiments where the minimum
value of the criticality 1s non-zero but the gradient of the
criticality 1s zero (1.e. flat) as the utilization approaches zero,
when the load 1n the network 1s low the path criticality for
cach path will correspond to the non-zero value multiplied
by the number of links that the path traverses. Thus longer
paths will have higher criticality than shorter paths. In such
embodiments, the method may alter the weights so as to
increase the weights for shorter paths and lower the weights
for longer paths. At low network load, this approaches a
shortest path allocation.

In embodiments where the criticality varies with a non-
zero gradient as the utilization approaches zero, even when
the load 1n the network 1s low, the criticality for each path
1s dependent on the utilization of each link that the path
traverses. In this embodiment, the weights for shorter paths
may again be increased while the weights for longer paths
may be decreased; however, a greater proportion of tratlic
may be allocated to longer paths than i1n the case where the
gradient of the criticality 1s zero as the utilization approaches
zero. The value of the gradient of the criticality as the
utilization approaches zero may be configured or tuned so as
to achieve a desired performance at low network load.

Thus the disclosure provides a simple heuristic method by
which an empirical definition of network improvability 1s
given and the weights are changed pairwise to simplity the
procedure.

FIG. 7 1s a schematic diagram of a network management
node 700 according to embodiments of the disclosure. The
network management node 700 may be operable as the
management node 206 shown 1n FIG. 2 or the management
node 300 shown 1n FIG. 3a or 3b, for example. The network
management node 700 may be operable to perform the
methods according to FIGS. 4 and 5.

The network management node 700 comprises processing,
circuitry 702 and a non-transitory machine-readable
medium (such as memory) 704.

The machine-readable medium 704 stores instructions
which, when executed by the processing circuitry 702, cause
the network node 700 to: obtain trathic information for a
plurality of demands for connectivity from client nodes
through the mobile transport network, the tratlic information
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for each demand 1dentifying a client node for the demand, an
egress node for the demand and an amount of traflic for the
demand; calculate, for each demand, one or more paths from
the client node, via an ingress node, to the egress node
through the mobile transport network; map each path for a
demand to a source port in the 1ngress node for the demand;
provide the mapping to the ingress nodes to enable routing,
of traflic pertaining to the demands via the paths, based on
the source port; and provide the source ports to the client
nodes for mclusion 1n traflic pertaiming to the demands.

The management network node 700 may further comprise
one or more intertaces 706, providing interfaces for the
transmission and/or reception of signals via any suitable
modality. For example, the interfaces 706 may comprise
circuitry suitable for the transmission and/or reception of
clectrical, wireless or optical signals, and thus may comprise
circuitry such as optical transmaitters and receivers, wireless
or radio transcerver circuitry and/or antennas, and digital
processing circuitry for the transmission of electrical sig-
nals.

The processing circuitry 702, machine-readable medium
704 and interfaces 706 may be coupled to each other 1n any
suitable manner. For example, although FIG. 7 shows the
components coupled together 1n series, 1t will be understood
by those skilled in the art that the components may be
coupled together 1n an alternative manner, such as via a bus.

The network management node 700 may alternatively be
defined in terms of hardware and/or software modules
configured to perform the steps of the methods described
herein. For example, the network management node 700
may alternatively or additionally comprise: an obtaiming
module configured to obtain trathc iformation for a plu-
rality of demands for connectivity from client nodes through
the mobile transport network, the tratlic information for each
demand identifying a client node for the demand, an egress
node for the demand and an amount of traflic for the
demand; a calculating module configured to calculate, for
cach demand, one or more paths from the client node, via an
ingress node, to the egress node through the mobile transport
network; a mapping module configured to map each path for
a demand to a source port in the ingress node for the
demand; and a providing module configured to provide the
mapping to the ingress nodes to enable routing of traflic
pertaining to the demands via the paths, based on the source
port, and to provide the source ports to the client nodes for
inclusion in trathc pertaining to the demands.

As used herein, the term ‘module’ shall be used to at least
refer to a functional unit or block of an apparatus or device.
The ftunctional unit or block may be implemented at least
partly by dedicated hardware components such as custom
defined circuitry and/or at least partly be implemented by
one or more soltware processors or appropriate code running
on a suitable general purpose processor or the like. In one
embodiment, the modules are defined purely 1in hardware. In
another embodiment, the modules are defined purely by
soltware. A module may itself comprise other modules or
functional unaits.

This software code may be stored in the device as
firmware on some non-volatile memory e¢.g. EEPROM (to
preserve program data when the battery becomes discharged
or 1s removed for replacement).

Embodiments of the present disclosure thus provide appa-
ratus, computer program products and methods for allocat-
ing traflic 1n a telecommunications network.

It should be understood—especially by those having
ordinary skill 1n the art with the benefit of this disclosure—
that that the various operations described herein, particularly
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in connection with the figures, may be implemented by other
circuitry or other hardware components. The order 1n which
cach operation of a given method 1s performed may be
changed, and various elements of the systems illustrated
herein may be added, reordered, combined, omitted, modi-
fied, etc. It 1s intended that this disclosure embrace all such
modifications and changes and, accordingly, the above
description should be regarded in an illustrative rather than
a restrictive sense.

It should be noted that the above-mentioned embodiments
illustrate rather than limit the invention, and that those
skilled 1n the art will be able to design many alternative
embodiments without departing from the scope of the
appended claims. The word “comprising” does not exclude
the presence of elements or steps other than those listed 1n
a claim, “a” or “an” does not exclude a plurality, and a single
feature or other unit may fulfil the functions of several units
recited 1n the claims. Any reference numerals or labels in the
claims shall not be construed so as to limit their scope.

Similarly, although this disclosure makes reference to
specific embodiments, certain modifications and changes
can be made to those embodiments without departing from
the scope and coverage of this disclosure. Moreover, any
benefits, advantages, or solutions to problems that are
described herein with regard to specific embodiments are not
intended to be construed as a critical, required, or essential
feature or element.

Further embodiments likewise, with the benefit of this
disclosure, will be apparent to those having ordinary skill 1n
the art, and such embodiments should be deemed as being

encompassed herein.

The mvention claimed 1s:
1. A method performed by a network controller for a
mobile transport network, the method comprising:

obtaining tratlic information for a plurality of demands for
connectivity from client nodes through the mobile
transport network, the ftrathc imformation for each
demand 1dentifying a client node for the demand, an
egress node for the demand and an amount of traflic for
the demand:

calculating, for each demand, one or more paths from the
client node, via an ingress node, to the egress node
through the mobile transport network;

mapping each path for a demand to a source port in the
ingress node for the demand;

providing the mapping to the ingress nodes to enable
routing of trathic pertaining to the demands via the
paths, based on the source port;

providing the source ports to the client nodes for inclusion
in trathc pertaining to the demands;

performing a global optimization algorithm, having as
mput a lists of possible paths for the plurality of
demands and the amount of traflic for the plurality of
demands;

determiming weights for the assignment of traflic to the
one or more paths for each demand, the determination
of weights comprising optimizing a global network
performance parameter related to rates of traflic flow-
ing on links of the mobile transport network, and
capacities of the links of the mobile transport network;

cach link 1n the mobile transport network having a capac-
ity, and one of the following applies: the optimization
algorithm seeks to minimize the globally highest ratio
of traflic usage to capacity for a link; and the optimi-
zation algorithm seeks to minimize a sum of the square
of a ratio of traflic usage to capacity for the links; and
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providing the weights to the client nodes to enable assign-
ment of tratlic by the client nodes to the one or more
paths for each demand.

2. The method according to claim 1, further comprising;:

mapping microflows for each demand to source ports

based on the weights and the mapping between paths
and source ports; and

providing the mapping ol microtlows to source ports to

the client nodes.

3. The method according to claim 1, wherein each demand
comprises a plurality of microflows, and wheremn the
weights and the mapping enable the allocation of microflows
to paths for the demand according to the weights.

4. The method according to claim 3, wherein multiple

microflows are allocated to the same path.

5. The method according to claim 1, wherein the amount
of trathic for the demand comprises a predicted amount of
traflic for the demand.

6. The method according to claim 1, wherein the amount
of trailic for the demand comprises a measured amount of
trailic rate for the demand.

7. The method according to claim 1, further comprising:

obtaining topology information for the mobile transport

network, the topology information identifying a plural-
ity of nodes of the mobile transport network, a plurality
of links between nodes of the mobile transport network,
and a capacity of the nodes and/or links to handle
trafhic, and

wherein calculation of the one or more paths comprises

calculating the one or more paths based on the topology
information.

8. The method according to claim 1, further comprising
obtaining constraint information for the plurality of
demands, and wherein calculation of the one or more paths
comprises calculating the one or more paths based on the
constraint information.

9. The method according to claim 1, wherein the mobile
transport network provides a GPRS Tunnelling Protocol,
GTP, based interface between nodes of a communication
network.

10. The method according to claim 1, wherein the mobile
transport network comprises a backhaul network.

11. The method according to claim 1, wherein the source
port 1s a User Datagram Protocol, UDP or a Transmission
Control Protocol, TCP, port.

12. A network controller for a mobile transport network,
the network controller comprising processing circuitry and a
non-transitory machine-readable medium storing instruc-
tions which, when executed by the processing circuitry,
cause the network controller to:

obtain traflic information for a plurality of demands for

connectivity from client nodes through the mobile
transport network, the tratlic information for each
demand 1dentifying a client node for the demand, an
egress node for the demand and an amount of tratlic for
the demand;

calculate, for each demand, one or more paths from the

client node, via an ingress node, to the egress node
through the mobile transport network;

map each path for a demand to a source port 1n the ingress

node for the demand;

provide the mapping to the ingress nodes to enable

routing of traflic pertaining to the demands via the
paths, based on the source port;
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provide the source ports to the client nodes for inclusion

in trathc pertaining to the demands;
perform a global optimization algorithm, having as input
a lists of possible paths for the plurality of demands and
the amount of trathic for the plurality of demands;

determine weights for the assignment of tratlic to the one
or more paths for each demand, the determination of
welghts comprising optimizing a global network per-
formance parameter related to rates of trathic flowing on
links of the mobile transport network, and capacities of
the links of the mobile transport network;
cach link 1n the mobile transport network having a capac-
ity, and one of the following applies: the optimization
algorithm seeks to minimize the globally highest ratio
of tratlic usage to capacity for a link; and the optimi-
zation algorithm seeks to minimize a sum of the square
ol a ratio of tratlic usage to capacity for the links; and

provide the weights to the client nodes to enable assign-
ment of tratlic by the client nodes to the one or more
paths for each demand.

13. The network controller according to claim 12, wherein
the network controller 1s further caused to:

map microflows for each demand to source ports based on

the weights and the mapping between paths and source
ports; and

provide the mapping of microflows to source ports to the

client nodes.
14. A computer program comprising instructions which,
when executed on at least one processor, cause the at least
one processor to carry out a method, the method comprising:
obtaining traflic information for a plurality of demands for
connectivity from client nodes through a mobile trans-
port network, the traflic information for each demand
identifying a client node for the demand, an egress node
for the demand and an amount of traflic for the demand;

calculating, for each demand, one or more paths from the
client node, via an ingress node, to the egress node
through the mobile transport network;

mapping each path for a demand to a source port in the

ingress node for the demand;

providing the mapping to the ingress nodes to enable

routing of traflic pertaining to the demands via the
paths, based on the source port;

providing the source ports to the client nodes for inclusion

in trailic pertaining to the demands;

performing a global optimization algorithm, having as

mput a lists of possible paths for the plurality of
demands and the amount of traflic for the plurality of
demands;
determining weights for the assignment of tratlic to the
one or more paths for each demand, the determination
of weights comprising optimizing a global network
performance parameter related to rates of traflic tlow-
ing on links of the mobile transport network, and
capacities of the links of the mobile transport network;

cach link in the mobile transport network having a capac-
ity, and one of the following applies: the optimization
algorithm seeks to minimize the globally highest ratio
of tratlic usage to capacity for a link; and the optimi-
zation algorithm seeks to minimize a sum of the square
of a ratio of traflic usage to capacity for the links; and

providing the weights to the client nodes to enable assign-
ment of traflic by the client nodes to the one or more
paths for each demand.
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