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(57) ABSTRACT

The problem of the present invention 1s to establish how to
more accurately estimate the failure probabilities of the
components of a machine system that has a small number of
failure records. A failure probability assessment system 100
1s a system for assessing a failure probability of a component
composing a machine system and includes: a failure prob-
ability density function parameter database 4 for storing a
parameter that determines the failure probability density
function of the component; a failure probability density
function 1dentification unit 12 for calculating the failure
probability density function of the component; and a damage
model generation/update unit 7 for generating survival
analysis data that has a minimum variation defined by the
tailure probability density function using failure history data
and the time series operation data, wherein the failure
probability density function identification unit 12 estimates
a Tailure probability density function parameter from a past
failure probability density function parameter stored in the
failure probability density function parameter database 4 and
the latest survival analysis data using the Bayes estimation.
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FAILURE PROBABILITY ASSESSMENT
SYSTEM AND METHOD THEREFOR

TECHNICAL FIELD

The present invention relates to technologies regarding to
diagnoses including the calculation of the failure probabili-
ties of target objects. These target objects mclude machine
systems (groups) including facilities, and in particular,
include components composing the machine systems
(groups).

BACKGROUND ART

In a machine system included 1n plants such as various
kinds of factories or electric power generation facilities, 1t 1s
extremely important that the failure risks of respective parts
are appropriately grasped and managed and that mainte-
nance including the repairs and replacements of the respec-
tive parts are performed at appropriate timings in order to
make the system perform its predefined function normally.
It should be noted that, 1n the case where plural same type
of or similar type of machines are managed and operated,
statistically analyzing failure records that occurred 1n past
times makes 1t possible to estimate the number of failures
that will occur 1n the future. Here, each of the failure records
represents data that i1s recorded in the form of a pair of the
content of a failure event and the date and time when the
tailure event occurred. A technology about how to calculate
a failure rate showing the number of failures per unit time
and the relevant failure probability obtained by integrating
the failure rate through a statistical analysis using failure

records 1s disclosed in NPTL 1 and the like.

CITATION LIST
Nonpatent Literature

NPTL 1: FUKUI Yasuyoshi. “Nyumon Shinraisel
Kogaku,” Morikita Publishing Co., Ltd., 2006

SUMMARY OF INVENTION

Technical Problem

However, since statistical information 1n past times 1s
used in NPTL 1, a problem that a diagnosis and the calcu-
lation of a failure probability in line with the present
situation cannot be performed remains unsolved.

To put it more concretely, the problem will be described
as follows. The operation states of most of facilities and
machine systems are not stable. For example, the operation
state of a wind electric power generator changes ifrom
moment to moment depending on the state of wind, and the
load on the wind electric power generator varies depending
on the condition of its location. Therefore, the estimation
accuracies of the number of failures and life expectancy
obtained by simply assessing a failure rate per unit time and
a Tailure probability have limitations.

Solution to Problem

In the present mnvention, in order to solve the abovemen-
tioned problem, the assessment of a failure probability 1s
performed by calculating a “posterior probability distribu-
tion” 1n consideration of the latest operation state using a
predefined “prior probability distribution” (Bayes estima-
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2

tion). Here, the latest “posterior probabaility distribution™ (for
example, obtained the day before) can be used as a “prior
probability distribution.”

An aspect of the present invention includes the following
configuration. To put 1t concretely, an aspect of the present
invention 1s configured in such a way that a failure prob-
ability density function parameter database for storing fail-
ure probability density function parameters for determining,
the failure probability density function of a target object, that
1s to say, the past failure probability density function param-
cters 1s 1mplemented, survival analysis data showing a
variation of the failure probability density function of the
target object that satisfies a predefined condition 1s specified,
and a posterior probability distribution with a probability
distribution determined by the past failure probability den-
sity function parameter as its own prior probability distri-
bution 1s estimated from the survival analysis data and the
past failure probability density function parameters using the
Bayesian estimation.

Advantageous Elflects of Invention

According to the present invention, a failure probabaility
assessment system capable of highly accurately estimating
the failure probabilities of the components of a machine
system that has a small number of failure records can be
provided.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a system configuration diagram in the case
where one example according to the present invention 1s
applied to the components of a machine system.

FIG. 2 shows the failure history data of the one example
according to the present ivention.

FIG. 3 shows the aggregated failure data of the one
example according to the present invention.

FIG. 4 shows the aggregated survival data of the one
example according to the present invention.

FIG. 5 shows the survival analysis data of the one
example according to the present invention.

FIG. 6 1s the system configuration diagram of a failure
probability density function identification umt of the one
example according to the present invention.

FIG. 7 shows an example of the display unit of the one
example according to the present invention.

FIG. 8 1s the configuration diagram of a cloud system to
which the one example according to the present mnvention 1s
applied.

DESCRIPTION OF EMBODIMENT

Hereinatter, one example according to the present mnven-
tion will be explained with reference to the accompanying
drawings. Here, 1t 1s known well that the estimation accu-
racy of a method such as a maximum likelihood estimation
method, which 1s known as a typical statistical analysis
method, greatly depends on the number of data pieces of
failure records. Since most of machine systems are funda-
mentally designed, operated, and managed so as not to get
out of order, 1t 1s diflicult in many cases to secure the number
of data pieces of failure records large enough to grasp an
accurate failure probability. Therefore, an object of the
present example 1s to provide a failure probability assess-
ment system capable of highly accurately estimating the
tailure probabilities of components of a machine system that
has a small number of failure records.
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The example according to the present invention will be
explained taking a failure probability assessment system as
an example, 1n which the targets of the failure probability
assessment system are the components of plural machine
systems composing a plant including various kinds of fac-
tories or electric power generation facilities that correspond
to one example ol machine system groups. Here, this failure
probability assessment system 1s materialized by a so-called
computer (information processing device), and the functions
of the failure probability assessment system are performed
in a computing umt analogous to a CPU that operates
according to programs.

FIG. 1 1s the configuration diagram of a failure probability
assessment system 100 in the case where the present
example 1s applied to the diagnosis of the components of a
machine system. Although FIG. 1 shows plural roller bear-
ings as components 1, target objects to which the present
invention 1s applied are not limited to the roller bearings.

The failure history data 6 of the components 1(pl.) 1s
stored 1n a failure history database 3 shown in FIG. 1. Here,
the failure history data 6 i1s data that 1s recorded 1n the form
ol a pair of a failure substance and the date and time when
the failure event occurred. In this case, a failure history
includes events involved 1n failures such as a “tailure,” an
“abnormality,” and a “part replacement.” If each of the
components 1, which 1s a target object, 1s equipped with a
system for automatically detecting its own failure history, 1t
1s concelvable that a scheme for automatically storing data
1s 1mplemented by connecting the system to the failure
history database 3 via a network. Alternatively, it 1s con-
ceivable that a person 1n charge of maintenance judges a
failure event and registers the contents of the failure event.
With the abovementioned configuration, 1t becomes possible
that failure events that occurred 1n past times in the plural
components 1 are stored in the failure history database 3.

Next, a time series operation database 2 will be explained.
In the present example, operation data regarding the com-
ponents 1 1s stored 1n the time series operation database 2 via
communication means such as a network. In this case,
although a collection time period for each data 1s not
necessarily defined as a specific value, since the estimation
of failure probabilities 1s performed over a comparatively
long period such as several months or several years in the
present example, 1t 1s 1deal that the collection time period
should be set to be a day or so. In addition, although it 1s all
right 1f the respective data 1s measured values sampled at
arbitrary intervals, 1t 1s more preferable that statistical values
such as maximum values, minimum values, average values,
and standard deviations during a collection time period are
used as the respective data. With this, 1t becomes possible
that, although the amount of data 1s largely reduced, infor-
mation about the failures of the components 1 1s maximally
utilized. Furthermore, information stored in the time series
operation database 2 1s not necessarily limited to informa-
tion obtained from the components 1 themselves. For
example, meteorological data such as temperatures and the
like measured by meteorological observation {facilities
installed in the vicinity of the components 1 1s useful 1n the
assessment of the loaded conditions of the components 1.

Next, the generation of survival analysis data 8 and the
identification of a failure probability density function 17,
both of which are necessary for estimating a failure prob-
ability 20, will be explained. Here, 1n order to simplity the
explanation, the identification method of the failure prob-
ability density function 17 using only the failure history data
6 without using time series operation data 5 will be
explained. In other words, a condition in which the time
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4

series operation data 5 1s not mputted 1nto a damage model
generation/update unit 7 will be assumed. Subsequently, the
time series operation data 5 i1s inputted nto the damage
model generation/update unit 7, and the identification
method of the failure probability density function 17 using
a damage model generated taking the time series operation
data 5 into consideration will be explained. In this case,
although the above explanation has been made using only
the failure history data 6 for convemence of explanation, the
present mnvention also includes identification methods of the
failure probability density function 17 using other data
including the time series operation data 5.

(Generation of Survival Analysis Data 8 and Identification
Method of Failure Probability Density Function 17 Using
Only Failure History Data)

First, the failure history data 6 stored 1n the failure history
database 3 1s transformed 1nto the survival analysis data 8 1n
such a way that the failure history data 6 can be used for an
analysis performed 1n the damage model generation/update
unit 7. Here, 1n the above transformation, the calculation
method of the survival analysis data 8 may be any method
as long as the survival analysis data 8 can be obtained as a
result, and the contents of the calculation method i1s not
limited to contents explained below. In addition, the survival
analysis data 8 1s obtained not only by the calculation
performed 1n the failure probability assessment system 100,
but also by receiving data from another system as long as the
contents of the data can be specified.

What 1s necessary for the identification of the failure
probability density function 17 1s a time period from the
occurrence of the previous failure event or the start of the
operation of the system to the occurrence of this failure
event. Since the time of the occurrence of the previous
failure event 1s recorded 1n the failure history data 6, a time
period between the previous failure event and this failure
event can be calculated from a difference between the time
of the occurrence of the previous failure event and the time
of the occurrence of this failure event. Furthermore, if this
fallure event 1s the first faillure event, a time period 1is
calculated from a difference between the time of the opera-
tion start of the system and the time of the occurrence of this
failure event. This processing 1s performed in the damage
model generation/update unit 7, and the obtained data 1s
transformed into data in a format similar to the format of
agoregated failure data 30 shown in FIG. 3. In addition, 1n
order to 1dentity a likelier failure probability density func-
tion 17, 1t 1s necessary to take into consideration not only a
failure event but also the fact that some components remain
in a sound condition after operating continuously for a
certain time period. It 1s usual that, even 1f a failure event
occurs once 1n a system, the system 1s restored 1n a sound
state 1n the shortest possible time and restarted by replacing
or repairing a faulty component. Therefore, in the case
where a failure probability density tunction 17 1s identified
at a certain time, 1t can be said at the certain time that most
of the components 1 of the system have been operating from
the previous failure events or the operation start of the
system to the current time respectively. In order to reflect
this fact, in the damage model generation/update unit 7,
agoregated failure data 30 i1s generated, and further time
periods from the current time to the times of the occurrences
of failure events or to the start time of the system are
aggregated and the aggregated time periods are transformed
into aggregated survival data 31 as shown i FIG. 4.
Eventually, 1n the damage model generation/update umt 7,
the aggregated failure data 30 1s given failure tlags and the
agoregated survival data 31 1s given survival tlags respec-
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tively, and these data pieces are integrated to generate
survival analysis data 8 shown in FIG. 5.

A failure probability density function i1dentification unit
12 applies a certain failure probability density function 17 to
this survival analysis data 8, and identifies a failure prob-
ability 20 by integrating this failure probability density
function 17. Here, for simplifying the following explanation,
it will be assumed that a damage that makes a target object
faulty 1s represented simply by a cumulative operation time
period since the time series operation data 5 1s not taken 1nto
consideration. A method for identifying a failure probability
density function 17 from data including both failure data and
survival data such as survival analysis data 8 in operation
time periods 1s called a survival analysis, and some concrete
methods are known as survival analyses.

As a failure probability density function 17, some after-
mentioned functions can be used. First, a case of using a
Weibull distribution, which 1s a typical function as a failure
probability density function 17, will be described. The
Weibull distribution 1(t), which 1s a failure probability
density function 17 at a certain time t, 1s defined by
Expression 1.

|[Expression 1]
o= ol )

In Expression 1, k and 1 1s parameters determining the
Weibull distribution, and called a shape parameter and a
scale parameter respectively. Furthermore, by integrating
Expression 1 with respect to a cumulative operation time
period T, a failure probability 20, which shows a probability
that a failure occurs during the cumulative operation time
period T, can be given from Expression 2.

(Expression 1)

|Expression 2]

g T \k
F(T) = f f(r)dz‘:l—exp{—(T)}
0

It will be assumed 1n the present example that the param-
eter of a failure probability density function 17, which
determine a failure probability 20 in this way, 1s called a
fallure probability density function parameter 11. If the
failure probability density function 17 1s the Weibull distri-
bution, the failure probability density function parameters 11
are the shape parameter k and the scale parameter 1. In the
present example, by utilizing the property of a failure
probability density function 17 that the failure probability
density function 17 1s determined by the relevant failure
probability density function parameters 11, the failure prob-
ability density function i1dentification unit 12 identifies the
failure probability density function 17 using past failure
probability density function parameters 11 and the latest
survival analysis data 8. Subsequently, a variation 9 1s
calculated by a variation calculation unit 16, and the calcu-
lated variation 9 1s fed back to the after-mentioned damage
model generation/update unit 7. The failure probability
density function 17 1s 1dentified along the abovementioned
flow, and the failure probability 20 of the present component
1 1s estimated from the present cumulative operation time
period by a failure probability calculation unit 19.

Hereinafter, an 1dentification method of a failure prob-
ability density function 17 will be explained in detail with

(Expression 2)

10

15

20

25

30

35

40

45

50

35

60

65

6

reference to FIG. 6 showing the system configuration of the
fai1lure probability density function identification unit 12 1n
detail. In a failure probability density function parameter
estimation unit 13 of the failure probability density function
1identification unit 12, a failure probability density function
17 that 1s well compatible with the survival analysis data 8
1s estimated using the Bayes estimation. Generally speaking,
the Bayes estimation 1s an estimation in which a probabaility
density distribution m(01D) that 1s a parameter to be wanted
1s estimated using a product of a likelihood function L(D10)
and the prior probability distribution 132 (=m(0)) of the
parameter on the basis of the fundamental formula of the
Bayes statistics given by Expression 3.
[Expression 3]

(O D)< L(DI19)T(0) (Expression 3)

Here, D represents data, and corresponds to the survival
analysis data 8 1n the present example. O 1s generally called
a population parameter, and a constant number that deter-
mines the failure probability density function 17 to which
the data D i1s subjected. In the present example, a failure
probability density function parameter 11 corresponds to the
population parameter 0. The failure probability density
function parameter estimation unit 13 estimates the failure
probability density function parameters 11 using the Bayes
estimation. Therefore, the failure probability density func-
fion parameter estimation unit 13 1s equipped with a prior
probability distribution generation unit 131 that generates
the prior probability distribution 132 (n(9)) of the failure
probability density function parameters 11 and a posterior
probability distribution calculation unit 133 that calculates a
posterior probability distribution 134 from the prior prob-
ability distribution 132 and the likelihood function. 9(DI0)
1s a failure probability density distribution of the population
parameter O at the time the data D 1s obtained, and called a
posterior probability distribution 134. The likelihood func-
tion L(D10) 1s a probability that the data D 1s obtained at the
time the population parameter 0 1s given, and the prior
probability distribution 0(e) 1s the probability distribution of
an assumed population parameter 0. In the Bayes estimation,
by assuming the prior probability distribution 132 (7(9)) of
an estimation target in order to 1dentify a function that 1s best
compatible with the data D, an estimation can be made even
from a comparatively small number of data pieces.

First, the generation of a prior probability distribution 132
will be explained. Generally speaking, as a prior probability
distribution 132, a probability density distribution of a
uniform distribution, a normal distribution, or a gamma
distribution is used. The prior probability distribution 132 of
the present example 1s not limited to any of the abovemen-
tioned probability distributions, and any function may be
selected on the basis of the experience of a user. However,
a uniform distribution 1s a probability density distribution
representing that all events occur with equal probability. In
a case of a umiform distribution used as a prior probabaility
function, the prior probability distribution 1s generally called
a no-prior information distribution, and has the least prior
information about an estimation target. Therefore, 1n a case
of an estimation of the failure probability 20 of a component
1 with a small number of failure history data pieces 6 that the
present invention tries to solve, there 1s a possibility that the
estimation calculation of the failure probability density
function parameter 11 does not converge or the accuracy of
the estimation calculation 1s not high even 1if the estimation
calculation converges. Judging from the above, it 1s prefer-
able that a normal distribution or a gamma distribution
should be selected as the prior probability distribution 132.
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In the present example, a case of using a normal distribution
will be described for example.

A normal distribution 1s represented by the next Expres-
s1on 4.

|Expression 4]
1 (6 — py*
exps —
dra? ’ 2077

In Expression 4, p is an average value, 6~ is a variance,
and 7 1s the circular constant. If a failure probability density
function 17 1s the Weibull distribution, the prior probability
distributions 132 of the failure probability density function
parameters 11 £ and [ are represented by Expression 5 and
Expression 6 respectively.

(Expression 4)
(f) =

|Expression 5]

(Expression 5)

1 (k = pe)”
k 7] = —
H( Lum U-k) 2o s e:{p{ plow }

L {_ ( —unz}
2oy 207

In the prior probability distribution generation unit 131,
the prior probability distributions 132 (=n(kly,, 6,”) and
nt(ll|,, 6,7)) are generated from the failure probability den-
sity function parameters 11 &£ and / obtained from a failure
probability density function parameters database 4. In the
case of using the normal distribution, since an expectation
value and an average value p are equal to each other, 1t 1s
desirable that k and 1 obtained from the failure probabaility
density function database 4 should be used as p, and y, of the
prior probability distributions 132. Furthermore, variances
6.~ and 0, are also stored in the failure probability density
function parameter database 4, and 1t 1s preferable that the
variances 6,~ and &,” should be retrieved from the failure
probability density function parameter database 4 when the
prior probability distribution 132 is generated.

Next, the posterior probability distribution calculation
unit 133 will be described. The likelihood function L(DI0)
1s represented by the following expression if the Weibull
distribution 1s used as the failure probability density function

17.

|Expression 6]

(Expression 6)

:r'r(Z U, G‘f) =

|Expression 7]

Rw

)k} (Expression 7)
{

The posterior probability distribution 134 (=m(01D)) 1s
calculated by applying Expression 5, Expression 6, and
Expression 7 to Expression 3 that 1s the fundamental for-
mula of the Bayes statistic. Since it 1s difficult to analytically
execute the calculation of Expression 3, the calculation of
Expression 3 1s generally executed by numerical calculation
using a computer such as the Markov Chain Monte Carlo or
the Hamiltonian Monte Carlo. The calculation method of the
present invention 1s not limited to any of the above calcu-
lation methods, but an arbitrary calculation method may be
selected on the basis of the experience of a user.

fof D!
L(Dlﬂ) =L(D|Z, k) = 7(7) e}{p{—[
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Subsequently, 1in the failure probability density function
parameter calculation unit 14, the failure probability density
function parameter 11 1s calculated from the posterior prob-
ability distribution 134. Although means for calculating the
failure probability density function parameter 11 from the
posterior probability distribution 134 1s not limited to spe-
cific means, 1t 1s preferable to set the expectation value of the
posterior probability distribution 134 to the failure probabil-
ity density function parameter 11. The obtained failure
probability density function parameter 11 1s stored in the
failure probability density function parameters database 4.

Finally, a failure probability density function 17 repre-
sented as shown Expression 2 1s calculated from failure
probability density function parameters 11 1n a failure prob-
ability density function calculation unit 15. Subsequently,
the variation 9 of the failure probability density function 17
1s calculated by the vanafion calculation umt 16, and the
calculated vanation 9 1s fed back to the damage model
generation/update unit 7. To put it concretely, as this varia-
tion 9, 1t 1s preferable to use a variation coefficient obtained
by dividing the standard deviation of the failure probability
density function 17 by the average value of the failure
probability density function 17. This 1s because, 1f a varia-
tion 1s defined using a standard deviation or a variance, 1t 1s
difficult to uniformly assess variations regarding different
variables (the after-mentioned damage models).

On the other hand, the failure probability density function
parameters 11 stored in the failure probability density func-
tion parameter database 4 are used for idenfifying the next
failure probability density function 17 after an arbitrary time
period goes by. The latest failure probability density func-
tion 17 1s 1dentified anew using the stored failure probabaility
density function parameters 11 and the newly generated
survival analysis data 8. In this case, although an i1dentifi-
cation interval for the failure probability density function 17
1s not necessarily limited to a specific interval, since the
estimation of failure probabilities 1s performed over a com-
paratively long time period such as several months or
several years in the present example, it 1s 1deal that the
identification interval should be set to be a day or so. In
addition, failure probability density function parameters 11
obtained by referring to the failure probability density
function parameter database 4 are not necessarily limited to
the past parameters of the component 1, but also may be
fallure probability density function parameters 11 of the
same type of machine or a similar type of machine. In the
case where 1t 1s soon after a component 1, which 1s an
estimation target, starts to operate and the number of the
fallure history data pieces 6 1s small and the estimation
accuracy of the failure probability 20 cannot be expected to
be high, highly accurate estimation can be made by using the
fallure probability density function parameters 11 of the
same type of machine or a similar type of machine that have
been 1n operation in advance. Furthermore, assuming that
plural components 1 are in the same loaded conditions, even
if same failure probability density function parameter 11 1s
used in common for the plural components 1, a highly
accurate estimation can be expected.

(Identification Method of Failure Probability Density Func-
tion 17 1n a Case of Taking Time Series Operation Data 5
into Consideration 1n Failure History Data 6)

Next, the update of a damage model in the damage model
generation/update unit 7 will be explained. Here, “consid-
eration” means to perform processing which the time series
operation data 5 1s reflected 1n or added to. In the damage
model generation/update unit 7, a damage model for which
a time series operation data 5 that makes the variation 9 of
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the failure probability density function 17 minimum 1s taken
into consideration 1s automatically searched for, and the
damage model 1s reflected in the survival analysis data 8. In
other words, the update of the damage model 1s traced back
to an optimization problem having an objective function as
a variation 9 and a damage model as a variable. A cumulative
damage model 1s a model that represents a cumulative
damage that makes a target faulty as a function of time series
operation data, and 1s represented by Expression 8. Here,
although the objective function that makes the variation 9
minimum has been described in the present example, a
function that satisfies the constrained condition of the varia-
tion 9 can be used instead of the objective function.

|Expression 3]

At (Expression §)
D(x)= ) d(x)
=0

Here, d(x) 1s a damage model per unit time, and X, 1s an
operation data vector representing the t”* time series opera-
tion data set. The target of the present invention 1s a wear-out
fallure among an 1nitial failure, an accidental failure, and a
wear-out failure. Therefore, since a phenomenon that causes
a faillure due to damage accumulation i1s handled, the time
integral of d(x) i1s defined as a cumulative damage model
D(x). Here, the abovementioned case where the time series
operation data 5 1s not considered 1s equivalent to x=[1], and
the cumulative damage D(x) at the time when an arbitrary
operation time step At goes by 1s equal to At. In the present
invention, the shape of the expression of the damage model
1s not particularly specified. For example, it 1s a simplest
way to represent a damage in the form of a linear combi-
nation of the time series operation data as shown by Expres-
sion 9, and an optimization calculation can be done 1n a
comparatively low calculation cost.

[Expression 9]

d(x)=C"x

(Expression 9)

Here, C 1s a coefficient vector representing weightings for
respective time series operation data.

Whichever method may be selected, since the number of
variables used 1n this case 1s equal to the number of the
undetermined coefficients of a damage model themselves, a
comparatively large-scaled optimization problem has to be
addressed. In addition, since there 1s a case of an objective
function being non-convex, i1t 1s preferable to use meta-
heuristics such as a genetic algorithm or a particle swarm
optimization. On the other hand, 1f the failure mechanism 1s
utterly unknown, it 1s conceivable that a scheme that auto-
matically searches for the shape of the expression itself
using a genetic programming (GP) 1s adopted. However, 1f
the GP 1s adopted, the relevant calculation load becomes
large, so 1t 1s necessary to carefully examine whether a
sufficient amount of calculation resources can be secured or
not as to whether to adopt the GP or not. Whichever scheme
may be adopted, the update of the damage model and the
assessment of the variation 9 are repeatedly executed in the
damage model generation/update unit 7 to finally execute a
convergence Jjudgment, so that it becomes possible to define
a failure probability density function 17 that provides a
smaller variation coefficient.

Next, the failure probability calculation umt 19 will be
explained. The {failure probability density function 17
obtained so far is a function that shows the number of
failures per unit damage at the time when arbitrary cumu-
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lative damages are accumulated. Therefore, in the failure
probability calculation unit 19, a failure probability 20,

which shows a probability that a failure occurs until the
current time, that 1s to say, until the time when the cumu-
lative damage 18 at the current time 1s loaded, 1s calculated
by mtegrating the failure probability density function 17. To
put 1t concretely, 1f the failure probability density function
17 1s the Weibull distribution, the failure probability 20 1s
represented by Expression 10 that 1s given by representing
Expression 2 using the cumulative damage D at the current
time.

|Expression 10]

D DV
F(D) = f f(dydd = 1 —exp{—(T] }
0

As described above, 1n the present example, even 1n a case

of a component 1 with a small number of failure history data
pieces 6, the failure probability density function 17 can be
identified with a high degree of accuracy by using the Bayes
estimation for the failure probability density function iden-
tification unit 12. Furthermore, a failure probability density
function parameter database 4 for storing the failure prob-
ability density function parameters 11 of the failure prob-
ability density function 17 1s installed. Here, by using the
past failure probability density function parameters included
in this and the failure probability density function param-
eters of the same type of machines and similar types of
machines, it becomes possible to identify a failure probabil-
ity density function 17 with a high degree of accuracy even
if the number of the failure history data pieces 6 1s smaller.
And by 1dentifying a failure probability density function 17
based on a damage model optimized so that the variation 9
becomes the smallest, a highly accurate failure probability
density function 17 based not on the simple assessment of
the failure probability per unit time but on the cumulative
load amount in consideration of the time series operation
data 5 can be provided.
The above-described damage model generation/update
unit 7, the failure probability density function identification
unit 12, and the failure probability calculation unit 19 are
implemented as computer programs respectively, but the
concrete 1mplementation configurations of the respective
programs 1n computers are not necessarily limited. How-
ever, the damage model generation/update unit 7 has to
perform calculation processing with a comparatively high
calculation cost while calling out the failure probability
density function identification unit 12 repeatedly, so that it
1s 1deal that both should be implemented on the same
computer.

Lastly, display performed on a display unit 21 will be
explained. Although the display umt 21 includes a computer
in which a screen drawing program 1s implemented and a
display device in concrete terms, the computer used here 1s
not necessarily equal to a computer including the above-
described components (7, 12, and 19). FIG. 7 shows an
example of a graphical user interface (GUI) suitable for
being used in the display unit 21. The GUI displays the
current failure probabilities 20 of respective components of
each machine as a failure probability graph 41. With this, a
user can easily confirm which machine has a component
with a higher failure risk among the components, to which
the user pays attention, of the respective machines. In
addition, variations 9 and failure probability density func-
tion parameters 11 are also displayed, the reliabilities of the

(Expression 10)
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displayed failure probabilities can be easily grasped.
Although a platform on which a program implementing the
GUI 1s mstalled 1s not limited at all by the present invention,
the program 1s 1nstalled as a web application that operates on
a web browser, and 1s mounted on the same computer that
the abovementioned elements (7, 12, and 19) are mounted
on. If the above computer can be connected from a computer
terminal that the user uses (a user terminal) via communi-
cation means such as a network, a calculation capacity and
prerequisite soltware required of the user terminal may be
mimmum. In the case where plural users access the present
system 1n parallel, such a configuration 1s especially advan-
tageous.

Furthermore, 1t 1s conceivable that the calculation tech-
nique used in the present example and the failure probability
calculated using this calculation technique are applied to
managements ol machine systems and facilities such as
factories and plants. In addition, these may be applied to
so-called machine 1msurance. For example, 1t 1s conceivable
that the rate of machine insurance i1s determined using the
tailure probability. Furthermore, the calculation of the rate
may be executed periodically at the same time as the failure
probability 1s calculated. In addition, 1t 1s also considered
that these calculation technique and failure probability are
also applied to msurance which includes fires, erosion, rust,
and the like due to aging in the category of failures covered
by the 1nsurance.

In the case where these calculation technique and failure
probability are applied to isurance as above, the relevant
pieces of processing may be performed 1 a cloud system
shown 1n FIG. 8. In this cloud system, the failure probability
assessment system 100 from which the display umt 21 1s
removed 1s connected to an msurance company system 101
and a user system 102 via a network 1000. These mnsurance
company system 101 and user system 102 are respectively
equipped with networks such as intranets, and the respective
information devices (terminals and servers) of each system
are configured to be capable of accessing the failure prob-
ability assessment system 100. Furthermore, there may be a
terminal 103 that 1s connected to the network 1000 without
going through any intranet. Here, 1t will be assumed that
cach terminal 1s equipped with a display unit 21.

In this example, also 1n the user system 102, a failure
probability assessment system 100 calculates failure prob-
abilities 1n predefined intervals as instructed or automati-
cally according to the abovementioned processing. Subse-
quently, the failure probability assessment system 100
transmits the calculation results to the msurance company
system 101, and a server possessed by the imsurance com-
pany system 101 calculates the rate of machine insurance to
develop an insurance product. Alternatively, 1t 1s concelv-
able that the failure probability assessment system 100
calculates an 1nsurance usage rate, and transmits the calcu-
lated insurance usage rate to the insurance company system
101. In addition, since the msurance company system 101 1s
connected to branch oflices of the insurance company via
networks, 1t 1s possible that the rates of insurances calculated
by the msurance company system 101 and the contents of
insurance products are confirmed 1n terminals (not shown)
installed in the branch offlices.

Furthermore, in the case where these calculation tech-
nique and failure probability are applied to facility manage-
ment, the failure probability calculated by the failure prob-
ability assessment system 100 can be confirmed i a
terminal of the user system 102. Or 1t 1s concervable that a
predictive diagnosis result (including a maintenance sched-
ule) obtamned on the basis of the failure probability 1s
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enabled to be displayed on a terminal of the user system 102.
In this case, the predictive diagnosis result may be calculated
by the failure probability assessment system 100 or the user
system 102 may calculate the predictive diagnosis result
using the failure probability calculated by the failure prob-
ability assessment system 100. In addition, 1t 1s also con-
ceivable that a terminal used by a maintenance personnel
(for example, the terminal 103) 1s informed of maintenance
instructions based on the predictive diagnosis result by the
user system 102.

REFERENCE SIGNS LIST

1. .. Component

2 . . . Time Series Operation Database

3 . . . Failure History Database

4 . . . Failure Probability Density Function Parameter
Database

5 . .. Time Series Operation Data

6 . . . Failure History Data

7 . . . Damage Model Generation/Update Unat

8 . . . Survival Analysis Data

9 ... Vanation

11 . . . Failure Probability Density Function Parameter

12 . . . Failure Probability Density Function Identification
Unait

13 . . . Failure Probability Density Function Parameter
Estimation Unait

14 . . . Failure Probability Density Function Parameter
Calculation Unat

15 . . . Failure Probability Density Function Calculation Unit

16 . . . Vanation Calculation Unait

17 . . . Failure Probability Density Function

18 . . . Cumulative Damage at Current Time

19 . . . Failure Probability Calculation Unit

20 . . . Failure Probability

21 . . . Dasplay Unait

30 . .. Aggregated Failure Data

31 . .. Aggregated Survival Data

32 ... Failure Flag

33 . .. Survival Flag

41 . . . Failure Probability Graph

100 . . . Failure Probability Assessment System

101 . . . Insurance Company System

102 . . . User System

103 . . . Terminal

131 . . . Prior Probability Distribution Generation Unit

132 . . . Prior Probability Distribution

133 . . . Posterior Probability Distribution Calculation Unit

134 . . . Posterior Probability Distribution

The mmvention claimed 1s:
1. A system for assessing a failure probability of a target
object, the system comprising:
a computer comprising one or more processors and
memory, the computer configured to:
store, 1n a failure probability density function param-
cter database, past failure probability density func-
tion parameters for determining a failure probabaility
density function of the target object;
store, 1n a failure history database, past failure history
data for the target object;
store, 1n a time series operation database, time series
operation data showing operational states ol the
target object;
generate survival analysis data using the past failure
history data and the time series operation data;
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identify the survival analysis data showing a variation
of the failure probability density function of the
target object that satisfies a predefined condition,
wherein the variation of the failure probability den-
sity function of the target object 1s mimimized;

estimate, using Bayesian estimation, a posterior prob-

ability distribution with a probability distribution
determined based on the time series operation data,

the survival analysis data and the past failure prob-
ability density function parameters;

calculate a present or future failure probability density
function parameter from the posterior probability
distribution; and

display an estimated failure probability of the target
object.

2. The system according to claim 1, wherein the computer
1s further configured to calculate the failure probability
density Tunction of the target object by performing statistical
processing on the present or future failure probability den-
sity function parameter based on the past failure history data.

3. A method for assessing a failure probability of a target
object using an information processing device comprising a
computer, the method comprising:

storing, by the computer, 1n a failure probability density

function parameter database, failure probability density
function parameters for determining the failure prob-
ability density function of the target object;

storing, by the computer, 1n a failure history database, past
failure history data for the target object;
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storing, by the computer, 1n a time series operation
database, time series operation data showing opera-
tional states of the target object;

generating, by the computer, survival analysis data based
on the past failure history data and the time series
operation data;

identitying, by the computer, the survival analysis data
indicating a variation of the failure probability density
function of the target object that satisfies a predefined
condition, wherein the variation of the failure probabil-
ity density function of the target object 1s minimized;

estimating, by the computer, using Bayesian estimation, a
posterior probability distribution with a probability
distribution determined based on the time series opera-
tion data, the failure probability density function
parameters as a prior probability distribution of the
survival analysis data and the failure probability den-
sity function parameters;

calculating, by the computer, a present or future failure
probability density function parameter from the poste-
rior probability distribution; and

displaying, by the computer, an estimated failure prob-
ability of the target object.

4. The method according to claim 3, wherein calculating

the failure probability density function of the target object
comprises performing, by the computer, statistical process-
ing on the present or future failure probability density
function parameter based on the past failure history data.
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