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METHOD FOR GENERATING A VOICE
ANNOUNCEMENT AS FEEDBACK TO A

HANDWRITTEN USER INPUT,
CORRESPONDING CONTROL DEVICE, AND
MOTOR VEHICLE

TECHNICAL FIELD

The present disclosure relates to a method for generating,
a voice message as feedback to a handwritten user input that
a user enters on a control device. The present disclosure also
includes said control device and a motor vehicle comprising
such a control device.

BACKGROUND

In a motor vehicle or another device, for example a
smartphone or a tablet PC, an iput apparatus can be
provided, by means of which a user can enter a handwritten
user mput. Such a handwritten user input may be handwrit-
ten text or a handwritten word, for example. So that the user
can check or recognize whether their handwritten user input
was correctly recognized by the control device, 1t may be
provided that a handwritten input word can {first be recog-
nized in the known manner by means of handwriting rec-
ognition software, as a result of which the word 1s present as
alphabetic-character text, and then the recognized word 1s
output as a voice message using speech synthesis (I'TS—
text to speech). The user then receives verbal or acoustic
feedback and can use 1t to check whether their handwritten
user mput was correctly recognized.

If, for example, a user 1n a motor vehicle would like to
enter the word “Berlin” as the destination address 1 a
navigation assistance system, they can do this, among other
things, via a touchscreen. To this end, they can carry out the
handwritten user input by writing on the touchscreen with a
finger or an mput object (for example a stylus). This
handwritten user input can then be output acoustically as a
voice message by means of a voice synthesis apparatus and
can thus be confirmed. This can be done either by spelling
the user mput (in the example, “B E R L I N) or by reading
it out as a whole word.

A voice message by means ol spelling 1s cognitively
potentially less favorable for a user because they can lose
theirr bearings with a longer word. There 1s therefore in
particular the need to distract a driver as little as possible
while they are driving a motor vehicle, by the confirmation
or voice message for the handwritten user input being made
in a natural form, 1.e., as a whole word that 1s read out (1n
the example, “Berlin™).

However, the problem arises here that a user can interrupt
the handwritten user mput by taking an input break. For
example, they can pause or stop while writing a word. While
driving a motor vehicle, this may be necessary 1n order to
carry out a driving maneuver, for example. There 1s then an
incomplete handwritten user mmput i which there 1s an
incompletely written word, for example “Berl” for the word
“Berlin.” The problem that can arise here 1s that an aural or
phonetic transcription 1s always required for the voice
message of a word, which specifies which sound sequences
are to be output by the voice message 1n order to reproduce
the relevant word aurally or lingustically. Transcription of
this kind can be based on a phonetic alphabet or a phonetic
transcription. One example 1s the International Phonetic
Alphabet (IPA). For complete words, for example in the case
of place names, a database of a navigation system can be
used, from which the transcription for street names and/or
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place names can be taken. In the above example, a phonetic
transcription for the whole word “Berlin” 1s available. The
recognized, handwritten word 1s searched for i such a
database and the transcription for the word 1s then read out
from the database. However, 1f there 1s only a partially
written word, 1.¢., a partial word, the database search will not
be successiul, as there 1s no database entry for this partial
word. A partial address therefore cannot be resolved because
the whole word as entered 1n the database 1s missing. The
same can also happen for an address entry made up of
several words (e.g. “Champs Elysees™) 1f the handwritten
user entry 1nitially only specifies one of the words. This can
lead to an ambiguous search result 1in the database.

In addition, searching such a database 1s very computa-
tionally 1ntensive, which 1s why a repeated search for each
partial entry or each entered partial word (for example, after
cach newly entered letter) would cause a computing load 1n
the navigation database that 1s undesirable.

DE 10 2012 217 160 Al describes a speech synthesis
system which 1s designed to determine sutable sounds
during speech synthesis. The output quality can be itera-
tively improved. In this case, 1n a synthesis machine, speech
units of spoken language that have already been recorded are
drawn upon. In order to correctly pronounce the partial word
or to even make it possible to find, a corresponding number
of voice recordings would have to be available, in the
example, not only of “Berlin” but also of “Berl.” This would
require a lot of data storage.

An audio reproduction of written documents 1s known
from DE 600 12 655 T2. This audio playback also uses
ready-made audio snippets to generate the speech and gen-
crates new audio snippets 1f no suitable audio snippet is
found. For this purpose, a word to be pronounced 1s broken
down into components of 1ts phonemes and the most likely
pronunciation 1s then determined on the basis of a probabil-
ity analysis. This can result 1n an error.

A method for outputting information from vehicle oper-
ating instructions 1s known from DE 10 2012 006 714 Al.
The 1instruction manual can be converted into speech 1n
order to operate a text-to-speech facility. However, only a
completely written operating manual can be output as a
voice message 1n this case.

A method for entering characters into a data-processing
system 1s known from DE 10 2005 021 526 Al. Using a

sensor apparatus a plurality of handwriting elements are
detected one after the other, each of which represents a
sentence consisting of at least one character. Using a rec-
ognition apparatus, the respective sets of characters are
determined from the detected handwriting elements 1 order
to use the determined sets of characters to form a character
sequence 1n the sequence 1n which the handwriting elements
assigned to the sentences were detected. An acoustic output
apparatus outputs the determined sets of characters in the
order in which the handwriting elements assigned to the
sentences were detected.

A method for providing clues for handwriting recognition
1s known from US 2006/0210173 Al. The clues can be
associated with a database of known values or expected
character types. They minimize the list of possible text
values of fields that recognition devices use to recognize
handwriting, such that fewer opportunities have to be
checked for a match and the probability of accurate recog-
nition increases.
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BRIEF DESCRIPTION OF THE
DRAWINGS/FIGURES

FIG. 1 shows a plan view of a schematic trajectory of a
vehicle, 1n accordance with some embodiments.

DETAILED DESCRIPTION

The problem addressed by the present disclosure 1s to
make 1t possible to generate a voice message as feedback
even 1 the handwritten user input by a user to be output only
contains a partial word, 1.e., not a fully written word or a
whole word.

The problem 1s solved by the subject matter of the
independent claims. Advantageous embodiments are
described by the dependent claims, the following descrip-
tion, and the drawings.

In some embodiments, a method for generating a voice
message as feedback to a handwritten user input 1s disclosed.
The user enters the user input on a control device. In the
manner described, the problem can now arise that the user
input does not indicate a whole word, but only a partial
word, because the user 1s taking a break in input, for
example, 1.e., mterrupting their handwritten user input.
Nevertheless, a voice message should be possible for the
partial word entered up to then. For this purpose, according,
to the method, a list of possible whole words that can be
entered by the user 1nput, 1.e., complete words, 1s provided
together with the relevant aural or phonetic transcription.
The transcription describes what sound sequence 1s to be
generated 1n the voice message 1 order to reproduce the
whole word verbally or acoustically. In the case of one or
some or each of the whole words that can be entered, a
predetermined word end i1s then removed from 1ts end once
or repeatedly 1n accordance with a predetermined abbrevia-
tion rule. The word end can thus comprise a letter or a
sequence of letters. The word end 1s thus cut ofl or removed
from the whole word from the back or from the end. The
word end comprises one or more characters of the whole
word, such that the whole word 1s shortened by the word
end. This creates a new partial word, namely the whole word
shortened by the word end. The question 1s then how to
pronounce this abbreviated whole word, 1.e., the now incom-
plete whole word. Accordingly, a transcription end corre-
sponding to the removed word end i1s determined corre-
sponding to the relevant abbreviated whole word by means
of a predetermined assignment rule and 1s removed from the
corresponding transcription of the whole word, which means
that, each time, not only a partial word (1.e., a whole word
from which a relevant word end has been removed once or
multiple times) but also an associated partial transcription
(complete transcription from which the transcription end
corresponding to the removed word end has been removed
once or multiple times) are therefore generated. The partial
word thus generated and the associated partial transcription
are added to said list. The list 1s therefore automatically
supplemented with partial words (incomplete words) and an
associated transcription.

Therefore, according to the method described herein in
accordance with some embodiments, a voice message can
also be generated as feedback to a handwritten user 1put
which only comprises a partially written whole word, 1.e., a
partial word. A corresponding partial transcription is then
available 1n the list. In addition, the search for the partial
word 1n the list 1s successtul since there 1s an explicit or
separate entry for the partial word 1n the list.
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Accordingly, a voice message 1s provided as feedback
even for an incomplete handwritten user input, i.e., only
partially written whole word.

In some embodiments, while the user has only partially
entered one of the whole words by means of the user mput
such that one of the partial words 1s entered, the associated
partial transcription 1s sought from the list depending on the
entered partial word and the voice message for the partial
word 1s generated on the basis of the partial transcription.
The partial word and 1ts partial transcription therefore do not
need to have been explicitly entered 1n the list for the voice
message, for example, by an operator, but instead a list of the
whole words and their transcription 1s suflicient here. The
method automatically supplements the list with the partial
words and their correct partial transcription 1in the manner
described, and this partial transcription 1s then used for the
voICe message.

In some embodiments, a letter-by-letter abbreviation of
the relevant word 1s brought about by means of the abbre-
viation rule. Theretfore, there are as many partial words as
the whole word has letters, which then corresponds to all the
possibilities that a user can possibly generate when entering,
a partial word by hand. A voice message 1s thus made
possible for each state of the handwritten user input during
a whole word.

In some embodiments, a corresponding transcription
character or a corresponding transcription character
sequence 1s assigned by means of said assignment rule
(finding the corresponding transcription end at a word end)
for some or all characters from which the possible whole
words are formed. This 1s necessary because each individual
letter does not have to correspond exactly to a single
transcription character. For each letter removed at the end of
the whole word, which can be removed once or multiple
times), the associated transcription character or a corre-
sponding transcription character sequence 1s assigned and
this 1s then removed from the corresponding transcription as
the transcription end. This has the advantage that a correct
partial transcription 1s achieved even 1f the associated tran-
scription provides several transcription characters for a
single letter of the whole word. This may be the case for the
letter “b,” for example, which can be represented in a
transcription by the transcription character “2b.” In addition,
it can also be recognized on the basis of a context whether
a transcription character 1s to be removed at all, such that 1n
this embodiment 1t can be provided that no transcription
character 1s assigned by means of the assignment rule. For
example, the letter sequence “tt” i1s represented by the
transcription character sequence *“.t.” If a “t” 1s then
removed by abbreviating by a letter so that “t” remains, the
transcription character sequence “.t” must not be removed as
well since 1t still represents the remaining character “t.” The
assignment rule can thus advantageously represent or take
into account linguistic characteristics.

In some embodiments, said list 1s provided as an inde-
pendent look-up table (LUT) in a memory of the control
device. Accordingly, a search for partial words and their
partial transcriptions can be carried out independently of a
database in which the originally provided list 1s stored. This
prevents a strain from being placed on the database during
operation of the control device. A look-up table for a list,
which provides an assignment of whole words and partial
words to a corresponding transcription and partial transcrip-
tion, can be implemented with a smaller data volume than
the navigation database 24 from which the original list was
taken, such that a correspondingly fast and/or low-resource
search 1s possible.
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In some embodiments, the list of possible whole words 1s
extracted from a navigation database. In thus way, a voice
message can be produced for database entries 1n a navigation
database. In this case, the method 1s then used to automate
the completion of the possible partial words that may arise >
from a handwritten user input due to an input interruption or
an 1nput pause.

The use of the method according to various embodiments
described herein 1n a control device in a motor vehicle 1s

particularly advantageous. In accordance with some
embodiments, the control device disclosed herein 1s oper-
ated 1n a motor vehicle. A handwritten user input can lead to
an mput pause here because a user of the motor vehicle has
to concentrate on road traflic, for example, and therefore
pauses 1nput.

In some embodiments, a control device includes an input
apparatus for receiving handwritten user mput, an output
apparatus for outputting a voice message, and a processor
apparatus. The handwritten user input can be received by the »g
input apparatus, for example, via a touchpad or a touch-
screen. An output apparatus for outputting the voice mes-
sage can for example be based on a TTS system known per
se from the prior art. The processor apparatus 1s configured
to implement an embodiment of the method according to the 25
invention. For this purpose, the processor apparatus may
comprise at least one microcontroller and/or at least one
microprocessor. The processor apparatus may have a pro-
gram code, which contains program instructions which are
configured to implement the embodiment of the method 30
according to the mvention when executed by the processor
apparatus. The program code may be stored mn a data
memory of the processor apparatus.

In some embodiments, the control apparatus 1s configured
to recognize an input pause during the user mput. This can 35
be implemented, for example, by 1t being recognized that a
change 1n the user input, 1.¢., a change in a line drawn by the
user, for example, remains unchanged for a predetermined
mimmum duration (for example in a range of from 0.5
seconds to 5 seconds) and/or a force acting on the input 40
apparatus becomes less than a predetermined threshold
value. Furthermore, the control device 1s configured to
output a partial word that has been received via the input
apparatus up to that point as a voice message by means of
the output apparatus when an input pause 1s recogmzed. The 45
partial transcription of the partial word required for this can
be provided 1n the manner described 1n the list supplemented
with the partial words and their partial transcription.

In some embodiments, a motor vehicle, which comprises
an embodiment of the control device according to some 50
embodiments as disclosed herein 1s described. The motor
vehicle may be designed as a car, 1n particular as a passenger
car or truck. In the manner described, there 1s a high
probability of an mput pause 1 a handwritten user nput,
particularly 1n a motor vehicle. The implementation of the 55
method as described herein i1n accordance with some
embodiments 1s therefore particularly advantageous here.

The features of the described embodiments may also be
combined.

The embodiments explained below are preferred embodi- 60
ments of the disclosure and described using FIG. 1. In the
embodiments, the described components of the embodi-
ments each represent individual features, which are to be
considered to be independent of one another and in other
combinations of the features. In addition, the embodiments 65
described may also be supplemented with further features
already been described 1n the present disclosure.
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In the FIGURE, the same reference signs designate ele-
ments that have the same function.

FIG. 1 schematically shows a motor vehicle 10, which
may for example be a motor vehicle, 1n particular a passen-
ger car or truck. Instead of the motor vehicle 10, however,
another device, for example a smartphone or a tablet PC, can
also be provided. In the following, a motor vehicle 1s taken
as a starting point merely for the sake of clarity.

An mput apparatus 11 for entering or recerving a hand-
written user mput 12 can be provided 1n the motor vehicle
10. A handwriting-recognition apparatus 13 (HWR) can
recognize an entered word 14 on the basis of the user input
12. The word 14 can be a whole word or, as shown 1n the
FIGURE, an entered partial word 15. The partial word
“Berl” shown as an example may be the start of the whole
word “Berlin.” In general, a whole word 1s a complete word,
and a partial word 1s an incomplete word. It may be provided
that when an input pause 1s recognized, 11 the user iterrupts
their user mput on the mput apparatus 11, e.g. for a prede-
termined minimum duration, the already entered partial
word 15 1s still output to the user by means of an output
apparatus 16 as a voice message 17, e.g. by means of a
speaker apparatus 18 of the output apparatus 16, such that
they can hear what they have written so far or what has been
recognized so far. The conversion into the voice message 17
can take place 1n a manner known per se by means of a voice
synthesis system 19 (T'TS system).

The speech synthesis system 19, however, requires a
phonetic transcription 20, which describes the sound
sequence which the recognized word 14 represents, in order
to generate the voice message 17. In the case of a partial
word 135, a transcription 20 1s necessary, which 1s referred to
here as a partial transcription 21 because it relates to the
transcription of a partial word, 1.e., an incomplete word. The
speech synthesis system 19 can additionally or alternatively
be configured to determine the transcriptions of the whole
words 23 1tself. This 1s known, for example, when the aim
1s to output messages (news) or SMS messages (SMS—
short message service) via voice output. A disadvantage,
however, 1s that this internal generation of the transcription
1s generally worse/less precise than 1 an existing transcrip-
tion from outside (navigation database) 1s used. Therefore,
the method also serves the purpose of having the TTS
produce the best possible quality.

In order to obtain this partial transcription, the following
1s provided:

A list 22 of the whole words 23 that can be entered by the
user can be taken from a navigation database 24 (NavDB),
for example. An associated transcription 25, 1.e., a whole-
word transcription, can also be taken from this navigation
database 24 for each whole word 23, such that the list 22
includes a transcription 23 for each whole word 23. The list
22 can contain more than the three whole words shown, as
1s symbolized by ellipses 26 (. .. 7).

The following can then be provided for each or some or
one whole word 23. This 1s 1llustrated in the FIGURE using
the example of the whole word “Berlin.” A predetermined
word end 28 can be removed 1n succession from a word end
277 of the whole word 23. The sequence of word ends 28 may
correspond, for example, to abbreviating the whole word 23
letter by letter. The transcription 25 belonging or assigned to
the whole word 23 then also has to be abbreviated. However,
an individual transcription character of the transcription 23
does not correspond to every letter of the whole word 23. An
assignment rule 29 can therefore be provided which assigns
a corresponding transcription character or a corresponding
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transcription character sequence S (for example “1:”) to each
letter or generally to each possible word end C.

From the transcription 25 of the whole word 23, a
corresponding transcription end 31' can then be formed from
the assignment rule 29 1n accordance with the removed word
end 28 and can be removed from the transcription 25. This
results 1 an associated partial transcription 25' for the
remaining partial word 28'. When removing word ends 28,
with each step of removing the whole word 23 can be taken
as a starting point again and this can be shortened by an
increasingly long word end (as shown in the FIGURE), or
the preceding step can be taken as a starting point with each
step of removal from the partial word 28'. Both approaches
are equivalent.

This can be stored together with the possible whole words
23 1n an extended list 30, which can be designed as a look-up
table (LUT) and can be stored in a memory 31 of the control
device B.

A control device B can be provided in the motor vehicle
10, by means of which a user can carry out a handwritten
user mput 12, for example for entering a navigation desti-
nation 1n a navigation system or a navigation assistance
system.

If the user mput 12 1s then received and the recognized
word 14 1s present, a check can be made for the voice
message 17 1 the expanded list 30 as to whether the
recognized partial word 15 1s contained therein. If the search
result 32 1s negative, the partial word 15 can be output as a
spelling 33 by means of the speech synthesis of the speech
synthesis system 19. If the search result 32' 1s successtul,
1.¢., if the partial word 15 1s recognized 1n the list 30, the
assoc:lated partial transcription 21 can be read out from the
list 30 and made available to the speech synthesis system 19.
This can then generate the voice message 17 on the basis of
the partial transcription 21. The user therefore hears the
partial word 15 that has been written or entered so far when
they pause 1n their 1nput.

A particularly preferred embodiment 1n connection with a
motor vehicle 10 and a navigation database 24 1s described
below.

The TTS system (speech synthesis system 19) 1s therefore
linked to a look-up table LUT, which contains all possible
orthographic variants of street and place names as a key, and
the corresponding transcriptions of these variations, 1.e., the
partial transcriptions 21, as values.

The (whole-word) orthographies and transcriptions are
extracted 1n advance from the navigation database 24 and
stored 1 the look-up table LUT. This LUT can then be
coupled to the T'TS system during runtime. Moving the data
relevant for the TTS (words and transcriptions) from the
navigation database 24 to a separate T'TS resource (list 30)
climinates the problem of access time.

However, a direct transier of the information from the
navigation database 24 would not solve the problem of
pronunciations in the event of incomplete address entries
such as “Frankiu” (for Frankfurt) or “chaus™ (for Chaussee).

Therefore, the orthographies and transcriptions from the
navigation database 24 are further processed.

Using a heuristic algorithm (assignment rule 29), 1t 1s
possible to break down the orthographies synchronously
with the associated transcriptions into individual parts or
partial words 28'. This can be done on a syllable basis or on
a character basis, for example.

This breakdown of the orthographies and transcriptions
lastly takes place for all entries 1n the navigation database
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8

24. The results are recorded in the LUT, 1.e., the supple-
mented list 30, and are then available for high-performance
retrieval by the T'TS system.

By means of this method, correct acoustic confirmation
can be achieved for each partial-word input by a user 1n the
area ol address 1input, e.g. by means of a touchscreen. Owing
to the close connection of the LUT, the underlying data 1s
available for use almost without delay. In particular, incom-
plete entries can be handled reliably using the method, since
a phonetic transcription 1s stored 1n the LUT for all vanants.

The breakdown takes place on the basis of the heuristic
algorithm, as 1s implemented by the assignment rule 29, and
can take various forms. Useful options are, for example,
breakdown on a syllable basis or on a character basis as an
abbreviation rule.

Using the example of the whole word “Westerbiittel,” the
abbreviation using the “letter-by-letter” abbreviation rule
may look as follows:

Orthography Transcription
Westerbuttel 'vEs.tSR."2bY.t$]
Westerbtitte 'vEs.tSR."2bY.t$
Westerbiitt 'vEs.tSR."2bY't
Westerbut 'vEs.t$R."2bY't
Westerbu 'vEs.tSR."2bY
Westerb 'vEs.t$R."2b
Wester 'vEs.tSR

Weste 'vEs.t$

West 'vEs.t

Wes 'vEs

We 'vE

Only the first whole-word entry “Westerbiittel” with 1ts
transcription “‘vEs.t$R.’2bY.t$1” can be extracted from the
navigation database 24. All turther entries are then generated
by the algornithm. In the variant shown, the place “West-
erbitte]l” 1s abbreviated backwards by one character or letter
cach time. The same abbreviation 1s carried out during the
transcription.

However, 1:1 abbreviation i1s not always possible here.
For example, the transcription for “Holzchaussee™ 1s as
follows: ““hOlt&s.SO.”2se:.” The transcription of the letter
“z” alone 1s provided here by “t&s.” Similarly, in this
example,, the combinations “ch” <-> “S” and “au” <-> “0”
would be diflicult and have to be processed accordingly by
the algorithm.

The application 1s basically applicable to all phonetic
alphabets, but requires adjustments in the heuristics (assign-
ment rule 29).

Overall, the examples show how to provide partial tran-
scriptions to increase the quality of TTS synthesis (TTS—
text-to-speech) 1n the field of handwrnting recogmition.

The mvention claimed 1s:
1. A method for generating a voice message as feedback
to a handwritten user mput entered by a user on a control
device, the method comprising:
recerving, by a processor of the control device, a first list
comprising a plurality of whole words together with a
corresponding phonetic transcription from a database,
wherein the plurality of whole words comprises a
whole word received as the handwritten user nput;

removing, from the whole word, a predetermined word
end according to a predetermined abbreviation rule, the
predetermined word end comprising one or more char-
acters of the whole word:
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determining a transcription end corresponding to the
predetermined word end from a transcription corre-
sponding to the whole word according to a predeter-
mined assignment rule;
generating a partial word corresponding to the whole
word, and a partial transcription corresponding to the
partial word by removing the transcription end from the
transcription corresponding to the whole word using a
program code stored 1n a memory of the control device;

adding the partial word and the partial transcription
corresponding to the partial word to a second list,
wherein the second list 1s stored 1n the memory of the
control device;

receiving a partially entered word corresponding to one of

the plurality of whole words from an 1nput apparatus of
the control device;
retrieving, from the second list, a partial transcription
corresponding to the partially entered word;

generating the voice message based on the partial tran-
scription corresponding to the partially entered word;
and

outputting the voice message using a speaker apparatus.

2. The method of claim 1, further comprising generating,
the voice message with a spelling of the partially entered
word 1f the partially entered word 1s not present n the
second list.

3. The method of claim 1, wherein the predetermined
abbreviation rule comprises a letter-by-letter abbreviation of
a word of the plurality of whole words.

4. The method of claim 1, wherein a transcription char-
acter or a transcription character sequence or no transcrip-
tion character 1s assigned corresponding to the predeter-
mined assignment rule for some or all characters of the
whole word.

5. The method of claim 1, wherein the second list 1s
provided as an independent look-up table (LUT) in the
memory of the control device.

6. The method of claim 5, wherein the control device 1s
operated 1n a motor vehicle.

7. The method of claim 1, wherein the first list 1s extracted
from a navigation database.

8. The method of claim 1, further comprising:

detecting an input pause in the handwritten user input; and

in response to the detection of the mput pause, generating,

the voice message corresponding to the partially
entered word received up to the mput pause.

9. A control device, comprising:

an 1put apparatus configured for receiving a handwritten

user mput;

a processor configured to perform operations comprising;:

receiving a first list comprising a plurality of whole
words together with a corresponding phonetic tran-
scription, wherein the plurality of whole words com-
prises a whole word received as the handwritten user
input, and wherein the first list 1s extracted from a
navigation database;

removing, irom the whole word, a predetermined word
end according to a predetermined abbreviation rule,
the predetermined word end comprising one or more
characters of the whole word;

determining a transcription end corresponding to the
predetermined word end from a transcription corre-
sponding to the whole word according to a prede-
termined assignment rule;

generating a partial word corresponding to the whole
word, and a partial transcription corresponding to the
partial word by removing the transcription end from
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the transcription corresponding to the whole word
using a program code stored 1n a memory of the
control device;

adding the partial word and the partial transcription
corresponding to the partial word to a second list;

receiving a partially entered word corresponding to one
of the plurality of whole words from the input
apparatus;

retrieving, from the second list, a partial transcription
corresponding to the partially entered word; and

generating a voice message based on the partial tran-
scription corresponding to the received partially
entered word: and

an output apparatus to output the voice message.

10. The control device of claim 9, wherein the processor
1s further configured to perform additional operations com-
prising:

detecting an input pause in the handwritten user input; and

in response to the detection of the input pause, generating,

the voice message corresponding to a partial word
received up to the mput pause.

11. The control device of claim 9, wherein the processor
1s configured to implement the abbreviation rule comprising
a letter-by-letter abbreviation of a word of the plurality of
words.

12. The control device of claim 9, wherein the processor
1s configured to assign a transcription character or a tran-
scription character sequence or no transcription character
corresponding to the predetermined assignment rule for
some or all characters of the whole word.

13. The control device of claim 9, wherein the second list
1s provided as an independent look-up table (LUT) 1n the
memory of the control device.

14. The control device of claim 9, wherein the control
device 1s operated 1n a motor vehicle.

15. The control device of claim 9, wherein the processor
1s configured to extract the first list from the navigation
database.

16. The control device of claim 9, wherein the processor
1s configured to generate the voice message with a spelling
of the partially entered word if the partially entered word 1s
not present in the second list.

17. A motor vehicle, comprising:

a control device, comprising:

an 1mput apparatus configured for recerving a handwrit-
ten user mput;

a processor configured to perform operations comprising:

receiving a lirst list comprising a plurality of whole
words together with a corresponding phonetic tran-
scription from a database of the motor vehicle,
wherein the plurality of whole words comprises a
whole word received as the handwritten user mput,
and wherein the first list 1s extracted from a naviga-
tion database;

removing, irom the whole word, a predetermined word
end according to a predetermined abbreviation rule,
the predetermined word end comprising one or more
characters of the whole word;

determining a transcription end corresponding to the
predetermined word end from a transcription corre-
sponding to the whole word according to a prede-
termined assignment rule;

generating a partial word corresponding to the whole
word, and a partial transcription corresponding to the
partial word by removing the transcription end from
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the transcription corresponding to the whole word
using a program code stored 1n a memory of the
control device;
adding the partial word and the partial transcription
corresponding to the partial word to a second list; 5
receiving a partially entered word corresponding to one
of the plurality of whole words from the input

apparatus;
retrieving, from the second list, a partial transcription

corresponding to the partially entered word; and 10
generating a voice message based on the partial tran-
scription corresponding to the received partially
entered word; and
an output apparatus configured for outputting the voice

message. 15
18. The motor vehicle of claim 17, wherein the processor

1s Turther configured to perform additional operations com-
prising:
detecting an 1input pause 1n the handwritten user input; and

in response to the detection of the iput pause, generating 20
the voice message corresponding to the partially
entered word receitved up to the mput pause.
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