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S100
Obtaining an available storage capacity of a first memory and a /'
target operation.

) 4

Determining, according to the target operation and the available /' 5200
storage capacity of the first memory, the target input data
corresponding (o the target operation.

v

— 95300

Determining, according to the target operation and the target ﬁ/
input data, target output data of the target operation.

4

Storing, if the target output data of the target operation is the /’ ~5400
input data of other operation after the target operation, the
target output data of the target operation into the tirst memory.

Determining a number of operations that can be fused and obtaining a / S210
threshold of the count of fusion, according to the available storage |
capacity of the first memory and a tusion attribute ot each operation
to be processed.

L 4

Taking a certain count of combinations of the operations that /’ 5220
can be fused as the target operations, where the certain count 1s less

than or equal to the threshold of the count of fusion.

)

Taking the sub-target mput data corresponding to a certain count of /’ 5230
operations that can be fused as the target input data corresponding to
the target operation.

Fig. 6



U.S. Patent Apr. 23, 2024 Sheet 5 of 7 US 11,966,583 B2

Determming a target storage capacity required for each sub-target S500
operation according to a data capacity of the target mput data and a data/

capacity of the target output data of each sub-target operation.

\ 4

Determining a remaining storage capacity of the first memor'y,,/ 5510

according to the available storage capacity of the first memory and the target!

storage capacity required for the current sub-target operation.

4
Determining the count of the sub-target operation, according to the /' 5520

rematning storage capacuty of the first memory and the target storage

capacity required for other sub-target operations other than the current sub-

target operation.

Fig. 7
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Obtaining the available storage capacity of a primary memory, the / S600
avatlable storage capactity of a secondary the memory, and the target

operation.

Y
Determining the target mnput data corresponding to the target <700
operation, according to the available storage capacity of the primary/,

memory, the avatlable storage capacity of the secondary the memory, and

the target operation.

Y

/‘ S300
Determining the target output data corresponding to the target

operation according to the target operation and the target input data.

) 4

Storing, if the target oufput data of the target operation is the input / 5900
data of other operation after the target operation, the target output data of thef

target operation nto the primary memory.

Fig. 10
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Comparing the avatlable storage capacity of the prunary memory with /f,..ﬂ-ﬁ S710

iy

the available storage capacity of each secondary memory, and taking the
smallest available storage capacity as the avallable storage capacity of the

according to the available storage capacity of the fisst memory and the target
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DATA PRE-PROCESSING METHOD AND
DEVICE, AND RELATED COMPUTER
DEVICE AND STORAGE MEDIUM

RELATED APPLICATIONS

This application 1s a national stage application of PCT/
CN2019/093144, filed Jun. 27, 2019, which claims the
benefit of priority from Chinese Application No.
201810987343 X, filed Aug. 28, 2018, and Chinese Appli-
cation No. 201810987293.5, filed Aug. 28, 2018, the dis-
closures of which are incorporated herein by reference in
their entirety.

RELEVANT APPLICATIONS

The present disclosure claims the benefit and priornty of
Chinese Patent Application No. 2018109872935 with the

title of “Pre-processing Method and Device of Data, Com-
puter Device and Storage Medium™ filed on Aug. 28, 2018,
the content of which 1s incorporated herein by reference in
its entirety.

The present disclosure claims the benefit and priority of
Chinese Patent Application No. 201810987343X with the

title of “Pre-processing Method and Device of Data, Com-
puter Device and Storage Medium™ filed on Aug. 28, 2018,
the content of which 1s incorporated herein by reference in
its entirety.

TECHNICAL FIELD

The disclosure relates to the field of computer technology,
and specifically relates to a data pre-processing method and
device, computer device and storage medium.

BACKGROUND

With the explosive growth of data volume, artificial
intelligence algorithms such as machine learning have been
applied widely. Machine learning requires analyzing a large
amount of data. Therefore, the demand for memory access
for big data operations such as machine learning has
increased sharply.

In order to meet the memory access requirement and the
like, a multi-level memory architecture, 1.¢., an architecture
using a cache, a primary memory, and an external memory,
1s currently used. Among them, the access speed of the
cache, the primary memory, and the external memory 1is
sequentially decreased, while the storage capacity 1s sequen-
tially increased. However, since the bandwidth of the I/O in
the computer device often fails to meet the requirement of
large amounts of data, during the process of machine leamn-
ing, data reading need to be performed frequently between
the cache and the primary memory, and/or the primary
memory and the external memory. For example, operation,
the processor first needs to read the mput data from the
external memory. After the operation i1s completed, the
processor needs to write the operation result into the external
memory, and then reads the mput data required for the next
operation from the external memory. Due to limited I/O
bandwidth, at least two 1I/O read and write operations are
involved during one operation, and frequent I/O read and
write operations take a long time, resulting in low processing,
eiliciency.

SUMMARY

In order to solve the above technical problems, the present
disclosure provides a data pre-processing method and
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device, related computer device and storage medium, which
can reduce the time of I/O read and write operations during
the operation process and 1mprove the etliciency of a pro-
CESSOT.

A data pre-processing method, which may include the
following steps:

obtaining an available storage capacity of a first memory

and a target operation;

determining target input data corresponding to the target

operation according to the target operation and the
available storage capacity of the first memory, where
the target input data may be part or all of mput data
corresponding to the target operation;

determining, according to the target operation and the

target mput data, the target output data of the target
operation;
storing, 1f the target output data of the target operation 1s
the mput data of other operation aiter the target opera-
tion, the target output data of the target operation into
the first memory, where the first memory 1s close to a
Processor.

A pre-processing device of data, which may include:

an obtaining module configured to obtain the available
storage capacity of the first memory and the target
operation;

an mput determination module configured to determine

the target input data corresponding to the target opera-
tion according to the target operation and the available
storage capacity of the first memory;

an output determination module configured to determine

the target output data corresponding to the target opera-
tion according to the target operation and the target
input data; and

a storage allocation module configured to store the target

output data of the target operation into the first memory
when the target output data of the target operation 1s the
input data of other operation after the target operation,
where the first memory may be close to the processor.

A computer device may include a first memory, a second
memory, and a processor. The first memory may be close to
the processor; the first memory and the second memory may
be capable of reading and writing data; the second memory
may store a computer program, where the steps of the
method provided by the present disclosure may be imple-
mented when the processor executes the computer program.

A computer readable storage medium may store the
computer program, and the steps of the method provided by
the present disclosure may be implemented when the com-
puter program 1s executed by the processor.

The data pre-processing method and device, the computer
device, and the storage medium may store the target output
data corresponding to the target operation into the first
memory closed to the processor when the target output data
of the target operation 1s the mput data of other operation
alter the target operation. By reducing the time of reading
the target output data, the occupation time of the I/O read
operation during the operation process may be reduced, so
that the speed and efliciency of the processor may be
improved.

A data pre-processing method, which may include the
following steps:

obtaining the available storage capacity of a primary

memory, the available storage capacity of a secondary
memory, and the target operation;

determining the target mput data corresponding to the

target operation according to the available storage
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capacity of the prnmary memory, the available storage
capacity of the secondary memory, and the target
operation;

determining the target output data corresponding to the

target operation according to the target operation and
the target input data; and

storing, if the target output data of the target operation 1s

the input data of other operation after the target opera-
tion, the target output data of the target operation into
the primary memory.

In an embodiment, the step of determining the target input
data corresponding to the target operation according to the
available storage capacity of the primary memory, the avail-
able storage capacity of the secondary memory, and the
target operation may include:

comparing the available storage capacity of the primary

memory with the available storage capacity of each
secondary memory, and taking the smallest available
storage capacity as the available storage capacity of the
first memory; and

determining the target mput data corresponding to the

target operation according to the available storage
capacity of the first memory and the target operation.
In an embodiment, the target operation may include one
or more operations, and each operation may correspond to
the sub-target input data; and the step of determining the
target input data corresponding to the target operation
according to the available storage capacity of the first
memory and the target operation may include:
determining a count of operations that can be fused and
obtaining a threshold of a count of fusion according to
the available storage capacity of the first memory and
the fusion attribute of each operation to be processed;

taking a certain count of combinations of the operations
that can be fused as target operations, where the certain
count may be less than or equal to the threshold of the
count of fusion; and

taking sub-target mput data corresponding to a certain

count of operations that can be fused as the target input
data corresponding to the target operation.

In an embodiment, the operation to be processed 1s a
neural network operation contaiming a plurality of operation
layers, where each operation layer may represent an opera-
tion; and the method may further include the following step:

determining the fusion attribute of each operation accord-

ing to a connection relationship of each operation layer
of the neural network operation.

In an embodiment, the input data corresponding to the
target operation may include a plurality of input data blocks,
cach target input data may include one or more of the mput
data blocks, and the count of the target input data corre-
sponding to the target operation 1s one or more.

In an embodiment, the target operation may include one
or more sub-target operations, and each sub-target operation
may correspond to one of the target mnput data; and the
method may further include the following steps:

determining, according to a data volume of the target

input data and a data volume of the target output data
ol each sub-target operation, a target storage capacity
required for each sub-target operation;

determining a remaining storage capacity of the first

memory according to the available storage capacity of
the first memory and the target storage capacity
required for the current sub-target operation; and
determining the count of the sub-target operations accord-
ing to the remaining storage capacity of the first
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memory and the target storage capacity required for
other sub-target operations other than the current sub-
target operation.

In an embodiment, the target input data may include first
target mput data and second target mmput data; and the
method may further include the following step:

determining, according to a preset operation allocation

rule, the first target input data corresponding to the
primary memory and the second target input data
corresponding to each secondary memory.

In an embodiment, the method may further include the
following steps:

determining, according to the available storage capacity

of the primary memory and the data volume of the first
target input data, a storage address of the first target
input data 1in the primary memory; and

determining, according to the available storage capacity

of each secondary memory and the corresponding data
volume of the second target input data respectively, a
storage address of each second target input data in the
secondary memory.

In an embodiment, the target output data may include first
target output data and second target output data; and the step
of determining the target output data corresponding to the
target operation according to the target operation and the
target input data may include:

determiming, according to the target operation and the first

target mput data, the first target output data and a
storage address of the first target output data in the
primary memory;
determining, according to the target operation and each
second target mput data, each second target output data
and a storage address of each second target output data
in the corresponding secondary memory;

determining, according to each second target output data,
a storage address of each second target output data 1n
the primary memory.

In an embodiment, the method may further include the
following step:

storing the second target output data into the secondary

memory corresponding to a secondary processing cir-
cuit, if other target operations performed on the sec-
ondary processing circuit need to use the second target
output data.

In an embodiment, the method may further include the
following step:

storing, when the target output data of the target operation

1s the mput data of other operation after the target
operation, the target output data into the primary
memory and the second memory correspondingly.

A pre-processing device of data may include:

an obtaining module configured to obtain the available

storage capacity of the primary memory, the available
storage capacity ol the secondary memory, and the
target operation;

an mput determination module configured to determine

the target input data corresponding to the target opera-
tion according to the available storage capacity of the
primary memory, the available storage capacity of the
secondary memory, and the target operation;

an output determination module configured to determine

the target output data corresponding to the target opera-
tion according to the target operation and the target
input data;

a storage allocation module configured to store the target

output data into the primary memory when the target
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output data of the target operation 1s the mput data of
other operation after the target operation.

In an embodiment, the pre-processing device of data may
turther 1nclude a storage capacity determination module
configured to compare the available storage capacity of the
primary memory with the available storage capacity of each
secondary memory, and take the smallest available storage
capacity as the available storage capacity of the {irst
memory.

The mnput determination module may be specifically con-
figured to determine the target input data corresponding to
the target operation according to the available storage capac-
ity of the first memory and the target operation.

In an embodiment, the target operation may include one
or more operations, and each operation may correspond to
the sub-target input data; and the mput determination mod-
ule may include:

a fusion determination unit configured to determine the
count of operations that can be fused and obtain the
threshold of the count of fusion according to the
available storage capacity of the first memory and the
fusion attribute of each operation to be processed;

an mput determination unit configured to take a certain
count of combinations of the operations that can be
fused as the target operations, where the certain count
may be less than or equal to the threshold of the count
of fusion; and take the sub-target input data corre-
sponding to a certain count of operations as the target
input data corresponding to the target operation.

In an embodiment, the operation to be processed 1s a
neural network operation including a plurality of operation
layers, where each operation layer may represent an opera-
tion, and the fusion determination unit may be further
configured to determine the fusion attribute of each opera-
tion according to the connection relationship of each opera-
tion layer of the neural network operation.

In an embodiment, the target operation may include one
or more sub-target operations, and each sub-target operation
may correspond to one of the target input data, where all
input data corresponding to the target operation may include
a plurality of input data blocks, each target input data may
include one or more of the mput data blocks, and the count
of the target input data corresponding to the target operation
1s one or more. The mput determination module may be
turther configured to:

determine the target storage capacity required for each
sub-target operation according to the data volume of
the target input data and the data volume of the target
output data of each sub-target operation;

determine the remaining storage capacity of the first
memory according to the available storage capacity of
the first memory and the target storage capacity
required for the current sub-target operation;

determine the count of the sub-target operations according,
to the remaining storage capacity of the first memory
and the target storage capacity required for other sub-
target operations other than the current sub-target
operation.

In an embodiment, the target input data may include the

first target mput data and the second target mnput data.

The mput determination module may be further config-
ured to determine the first target input data corresponding to
the primary memory and the second target input data cor-
responding to each secondary memory according to a preset
operation allocation rule.

The storage allocation module may be further configured
to determine a storage address of the first target input data
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in the primary memory according to the available storage
capacity of the primary memory and the data volume of the
first target mput data; and determine the storage address of
cach second target input data in the secondary memory
according to the available storage capacity of each second-
ary memory and the corresponding data volume of the
second target mput data respectively.

In an embodiment, the target output data may include the
first target output data and the second target output data; and
the output determination module may be further configured
to:

determine the first target output data and the storage
address of the first target output data in the primary
memory according to the target operation and the first
target input data;

determine each second target output data and the storage
address of each second target output data in the corre-
sponding secondary memory according to the target
operation and each second target input data; and

determine the storage address of each second target output
data 1n the primary memory according to each second
target output data.

In an embodiment, the storage allocation module may be
turther configured to store the second target output data into
the secondary memory corresponding to the secondary pro-
cessing circuit when other target operations performed on
the secondary processing circuit need to use the second
target output data.

A computer device may include:

a processor including a controller unit and an operation
unit, where the controller unit 1s connected to the
operation unit, and the operation unit may include a
primary processing circuit and a plurality of secondary
processing circuits;

a plurality of first memories including a primary memory
and a plurality of secondary memories, where the
primary memory may be disposed close to the primary
processor, the plurality of secondary memories may be
disposed corresponding to the plurality of secondary
processing circuits, and each of the secondary proces-
sor 1s respectively disposed close to the corresponding,
secondary processing circuit; and

a second memory, where the first memory and the second
memory may read and write data, the first memory or
the second memory may store a computer program, and
the steps of the method provided by the present dis-
closure may be implemented when the processor
executes the computer program.

A computer readable storage medium may store the
computer program, and the steps of the method provided by
the present disclosure may be implemented when the com-
puter program 1s executed by the processor.

The data pre-processing method and device, the related
computer device and the storage medium may store the
target output data corresponding to the target operation into
the primary memory when the target output data of the target
operation 1s the mput data of other operation after the target
operation. By reducing data interaction between the primary
memory and the secondary memory and reducing the time of
reading the target output data, the occupation time of the I/O
read operation during the operation process may be reduced,
so that the speed and efliciency of the processor may be
improved. Further, the data pre-processing method can also
reduce data interaction between the primary memory and the
secondary memory, further reduce the occupation time of the
I/O read operation during the operation process, and
improve the speed and efliciency of the processor.
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BRIEF DESCRIPTION OF THE

DRAWINGS

The attached drawings herein are incorporated into the
specification and form part of this specification, showing the
embodiments consistent with this disclosure, and explaining
the principles of this disclosure together with the specifica-
tion.

FIG. 1 1s a structural diagram of a computer device
according to an embodiment of the present disclosure.

FIG. 2 1s a structural diagram of a processor of a computer
device according to an embodiment of the present disclo-
sure.

FIG. 3 1s a structural diagram of a processor of a computer
device according to another embodiment of the present
disclosure.

FI1G. 4 1s a structural diagram of a processor of a computer
device according to a third embodiment of the present
disclosure.

FIG. 5 1s a flow chart of a data pre-processing method
according to an embodiment of the present disclosure.

FIG. 6 1s a flow chart of an embodiment of the step of
determining the target input data as shown in FIG. 5.

FIG. 7 1s a flow chart of an embodiment of determining,
the count of target operation according to the data pre-
processing method as shown 1n FIG. 5.

FIG. 8 1s a schematic diagram of an operation to be
processed according to an embodiment of the present dis-
closure.

FIG. 9 1s a schematic diagram of an operation to be
processed according to another example of the present
disclosure.

FIG. 10 1s a tlow chart of a data pre-processing method
according to another example of the present disclosure.

FIG. 11 1s a flow chart of an embodiment of the step of
determining the target mput data as shown in FIG. 10.

FIG. 12 1s a structural block diagram of a data pre-
processing device according to an embodiment of the pres-
ent disclosure.

FIG. 13 1s a structural block diagram of a data pre-
processing device according to an embodiment of the pres-
ent disclosure.

FIG. 14 1s a structural block diagram of a data pre-
processing device according to another embodiment of the
present disclosure.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1

In order to make the purpose, techmical solutions and
advantages of the disclosure clearer, the disclosure will
turther be described below 1n combination with specific
examples and with reference to the drawings in detail. It
should be understood that the embodiments described herein
are used only to iterpret but not to limat this disclosure.

It should be understood that the terms such as “first”,
“second”, “third”, “fourth™ and the like used 1n the specifi-
cation, the claims, and the accompanied drawings of the
present disclosure are used for distinguishing between dii-
ferent objects rather than describing a particular order. The
terms “include” and “comprise” used 1n the specification and
claims are intended to indicate existence of the described
teatures, whole body, steps, operations, elements, and/or
components, but do not exclude the existence or addition of
one or more other features, whole body, steps, operations,
clements, components, and/or collections thereof.

It should also be understood that the terms used in the
specification of the present disclosure are merely intended to

10

15

20

25

30

35

40

45

50

55

60

65

8

describe specific examples rather than to limit the present
disclosure. As used 1n the specification and claims of the
present disclosure, singular forms of “a”, “one”, and “the”
are imtended to include plural forms unf_ess the context
clearly indicates other circumstances. It should be further
understood that the term “and/or” used 1n the specification
and claims of the present disclosure refers to any combina-
tion and all possible combinations of one or more listed
relevant items, and the combinations are included.

As used 1 the specification and claims of the present
disclosure, the term “i1” may be interpreted as “when”,

“once”, “in response to determining’”, “in response to
detecting” according to the context. Slmllarlyj phrases such

s “1f 1s determined” or ““if [the described conditions or
events] 1s detected” may be interpreted as “once 1s deter-
mined”, “in response to determmmg” “once [the described
conditions or events] 1s detected”, or “in response to that [the
described conditions or events]| 1s detected”.

As shown 1 FIG. 1, the computer device of the present
disclosure may include a processor 100, a first memory 200,
and a second memory 300. The first memory 200 may be
disposed close to the processor 100, and the processor 100
may directly exchange data with the first memory 200, that
1s, the processor 100 may directly read the input data from
the first memory 200, and write the output data obtained
according to the input data into the first memory 200. The
first memory 200 may directly exchange data with the
second memory 300, that 1s, the first memory 200 may read
data from the second memory 300, and write data into the
second memory. Further, the access speed of the first
memory 200 1s greater than the access speed of the second
memory 300, and the storage capacity of the first memory
200 1s smaller than the storage capacity of the second
memory 300.

Optionally, the computer device may be a mobile terminal
such as a mobile phone or a tablet computer, or a terminal
such as a desktop computer, a board card, or a cloud server.
The computer device may also be a computer system formed
by a cloud server and a terminal such as a mobile phone or
a computer. The computer device may be embodied 1n a
robot, a printer, a scanner, a driving recorder, a navigator, a
camera, a video camera, a projector, a watch, a mobile
storage, a wearable device, a transportation means, a house-
hold electrical appliance, and/or a medical device. The
transportation means may include an airplane, a ship, and/or
a vehicle. The household electrical appliance may 1nclude a
television, an air conditioner, a microwave oven, a relrig-
crator, an electric rice cooker, a humidifier, a washing
machine, an electric lamp, a gas cooker, and a range hood.
The medical device includes a nuclear magnetic resonance
spectrometer, a B-ultrasonic scanner, and/or an electrocar-
diograph.

Optionally, the first memory 200 may be an internal
memory, and the second memory 300 may be an external
memory such as a hard disk or the like. For example, the first
memory 200 may be a RAM (Random-Access Memory),
and the second memory 300 may be a DDR (Double Data
Rate, Double Rate Synchronous Dynamic Random First
Memory 200). The first memory 200 may be integrated with
the processor 100, that 1s, the first memory 200 1s an on-chip
memory such as a cache, and the second memory 300 may
be an off-chip memory such as an internal memory, for
example, RAM.

Optionally, the second memory 300 may be configured to
store data and computer programs and the like required by
the computer device to perform a particular operation.
Further, the data may be machine learning data such as
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neural network data and the like. Since the storage capacity
of the first memory 200 1s small, when the processor 100
needs to perform a specific operation, the data required to
complete the specific operation stored 1n the second memory
300 may be written 1nto the first memory 200; and the
processor 100 may read the mput data required for the
specific operation from the first memory 200 to perform the
operation, and write the operation result into the {first
memory 200.

In an embodiment, the processor 100 may include a
controller unit 110 and an operation umt 120 as shown 1n
FIG. 2. The controller unit 110 1s connected to the operation
unit 120, and the operation unit 120 may include a primary
processing circuit 121 and a plurality of secondary process-
ing circuits 122, where the primary processing circuit 121
and the secondary processing circuits 122 form a primary-
secondary structure. Correspondingly, there are a plurality of
first memories 200, and the plurality of first memories 200
may form a storage system of a primary-secondary structure.
For example, the plurality of first memories 200 may 1nclude
one primary memory and a plurality of secondary memories,
where the primary memory may be disposed close to the
primary processing circuit, and the secondary memories
may be disposed close to the secondary processing circuit.
The primary memory may be an on-chip memory of the
primary processing circuit, and the secondary memories
may be on-chip memories of the secondary processing
circuit. Further, the storage capacity of the primary memory
1s smaller than the storage capacity of each secondary
memory. Fach secondary processor may be configured with
one or more secondary memories, which 1s not specifically
limited herein.

Optionally, the controller unit 110 may be configured to
obtain data and computation instructions, where the data
may include machine learming data such as neural network
data and the like. The controller umit 110 may be further
configured to parse the obtained computation instructions to
obtain an operation instruction, and send the plurality of
operation 1nstructions and data to the primary processing
circuit. The primary processing circuit 121 may be config-
ured to perform pre-processing on data, and on data and
operation instructions transmitted between the primary pro-
cessing circuit 121 and the plurality of secondary processing
circuits 122. The plurality of secondary processing circuits
122 are configured to perform intermediate operations 1n
parallel to obtain a plurality of intermediate results accord-
ing to the data and operation instructions transmitted from
the primary processing circuit 121, and transmit the plurality
of intermediate results to the primary processing circuit 121;
the primary processing circuit 121 may be further configured
to perform subsequent processing on the plurality of inter-
mediate results to obtain the computation results of the
computation instructions. The primary processing circuit
121 and each secondary processing circuit 122 are integrated
with a first memory, that 1s, the plurality of first memories
may be on-chip memories of the primary processing circuit
and the secondary processing circuits, and the second
memories may be ofl-chip memories of the processor.

The controller unit 110 may include an 1nstruction cach-
ing unit 111, an instruction processing umt 112, and a storage
queue unit 114. The instruction caching unit 111 may be
configured to store computation instructions associated with
the machine learning data; and the instruction processing,
unit 112 may be configured to parse the computation nstruc-
tions to obtain a plurality of operation instructions; the
storage queue unit 114 may be configured to store an
instruction queue, where the instruction queue may 1nclude
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a plurality of operation instructions or computation instruc-
tions to be executed 1n the order of the queue. The controller
umit 110 may further include a dependency relationship
processing unit 113 configured to determine, when there are
a plurality of operation 1nstructions, whether a first operation
instruction 1s associated with a zeroth operation instruction
betfore the first operation instruction; 1f the first operation
instruction 1s associated with the zeroth operation instruc-
tion, the first operation instruction may be cached into an
instruction storage unit, and after the execution of the zeroth
operation 1nstruction 1s completed, the {first operation
instruction 1s extracted from the instruction storage unit and
transmitted to the operation unit. For example, the depen-
dency relationship processing unit 113 extracts a {irst storage
address space of the required data (for example, a matrix) in
the first operation 1nstruction according to the first operation
mstruction, and extracts a zeroth storage address of the
required matrix in the zeroth operation instruction according
to the zeroth operation instruction. It the first storage address
space and the zeroth storage address space overlap, then the
first operation instruction and the zeroth operation instruc-
tion have a dependency relationship; and 1f the first storage
address space and the zeroth storage address space do not
overlap, then the first operation instruction and the zeroth
operation nstruction have not a dependency relationship.

In an embodiment, the operation unit 120 may further
include a branch processing circuit 123 as shown in FIG. 3,
where the primary processing circuit 121 1s connected to the
branch processing circuit 123, and the branch processing
circuit 123 1s connected to the plurality of secondary pro-
cessing circuits 122, and the branch processing circuit 123
1s configured to forward data or instructions between the
primary processing circuit 121 and the secondary processing
circuit 122. In thus example, the primary processing circuit
121 may be configured to split input neurons 1nto a plurality
of data blocks, and transmit at least one of the plurality of
data blocks, the weight, and at least one of the plurality of
operation 1nstructions to the branch processing circuit; the
branch processing circuit 123 may be configured to forward
the data block, the weight, and the operation instruction
between the primary processing circuit 121 and the plurality
of secondary processing circuits 122; the plurality of sec-
ondary processing circuits 122 may be configured to per-
form an operation on the received data block and the weight
according to the operation instruction to obtain an interme-
diate result, and transmit the intermediate result to the
branch processing circuit 123; and the primary processing
circuit 121 may be further configured to perform subsequent
processing on the ntermediate result forwarded by the
branch processing circuit to obtain a result of the computa-
tion struction, and send the result of the computation
instruction to the controller unit. Optionally, a first memory
may be also integrated on each branch processing circuit
123.

In another optional example, as shown in FIG. 4, the
operation unit 120 may include a primary processing circuit
121 and a plurality of secondary processing circuits 122. The
plurality of secondary processing circuits are arranged 1n an
array; each secondary processing circuit 1s connected to an
adjacent secondary processing circuit, and the primary pro-
cessing circuit 1s connected to k secondary processing
circuits of the plurality of secondary processing circuits. The
k secondary processing circuits are: n secondary processing
circuits in the first row, n secondary processing circuits in
the m™ row, and m secondary processing circuits in the first
column. It should be noted that the k secondary processing
circuits shown 1n FIG. 1C may include only n secondary
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processing circuits in the first row, n secondary processing,
circuits in the m” row, and m secondary processing circuits
in the first column, that 1s, the k secondary processing
circuits are the secondary processing circuits directly con-
nected to the primary processing circuit. The k secondary
processing circuits are configured to forward data and
instruction between the primary processing circuit and the
plurality of secondary processing circuits.

The processor provided by the disclosure may set the
operation unit into One-Primary Multi-Secondary structure,
and for the computation instruction of the forward operation,
the data may be split according to the computation nstruc-
tion of the forward operation, so that the plurality of
secondary processing circuits may perform operation in
parallel on the portion that involves a large amount of
computation, thereby accelerating the operation, saving
computation time, and thus reducing power consumption.

Optionally, the machine learning computation may
include: an artificial neural network operation, where the
input data may include input neuron data and weight data.
The computation result may be the result of the neural
network operation, 1.e., the output neuron data.

The operation of the neural network may be an operation
in one layer of the neural network. The implementation
process of a multi-layer neural network 1s: during a forward
operation, when an execution of the previous layer of the
artificial neural network 1s completed, the operation instruc-
tion of the next layer may compute the output neuron
computed by the operation unit as the mput neuron of the
next layer (or perform some operations on the output neuron,
and then take the output neuron as the iput neuron of the
next layer), and at the same time, the weight 1s also replaced
with the weight of the next layer; during a reverse operation,
when the reverse operation of the previous layer of the
artificial neural network 1s completed, the operation nstruc-
tion of the next layer may compute an input neuron gradient
computed by the operation unit as an output neuron gradient
of the next layer (or perform some operations on the mput
neuron gradient, and then take the input neuron gradient as
the output neuron gradient of the next layer), and replace the
weight with the weight of the next layer.

The machine learning computation may also include a
support vector machine operation, a k-nearest neighbor
(k-nn) operation, a k-means operation, a principal compo-
nent analysis operation, and the like. For the convenience of
description, the following 1s an embodiment of artificial
neural network operation for illustrating the specific scheme
of machine learning computation.

In an artificial neural network operation, 1f the artificial
neural network operation has multi-layer operations, the
input neurons and the output neurons of the multi-layer
operations do not refer to the neurons 1n the mput layer and
the neurons in the output layer of the entire neural network.
For any two adjacent layers 1n the network, the neurons 1n
the lower layer of the network forward operation are the
input neurons, and the neurons in the upper layer of the
network forward operation are the output neurons. Taking a
convolutional neural network as an example, assuming that
a convolutional neural network has L layers and K=l1,
2, ..., L-1, for the K” and K+1” layers, the K” layer is
taken as an mput layer, the neurons in this layer are the input
neurons; and the K+17 layer is taken as the output layer, the
neurons 1n this layer are the output neurons. That 1s, except
for the top layer, each layer may be taken as an nput layer,
and the next layer 1s the corresponding output layer.

In an embodiment, the second memory may be configured
to store a computer program, where the steps of the data
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pre-processing method provided by the present disclosure
may be implemented when the processor executes the com-
puter program, thereby, a storage space allocation rule of
various data 1n the execution process of the operation to be
processed may be obtained. For example, the computer
device may be configured to perform the following data
pre-processing method: performing pre-processing on an
operation to be processed (such as a neural network opera-
tion) to obtain a storage space allocation rule of the input
data, the output data, the intermediate computation result
and other data of the operation to be processed 1n the first
memory. Thus, when the processor performs the operation to
be processed, the data (input data, output data, intermediate
computation result, etc.) involved i1n the operation to be
processed may be stored 1n the first memory 1n accordance
with the storage space allocation rule. By pre-allocating the
storage resources in the operation process, not only the
storage space of the first memory may be reasonably uti-
lized, but also the processing speed and accuracy of the
processing may be improved. The storage space allocation
rule may include a storage address of the mput data, a
storage address of the output data, a storage address of the
intermediate computation result, and an update rule for
storing the data 1n each storage space during the execution
of the operation to be processed. Please refer to the descrip-
tion below for details.

In an embodiment of the disclosure, 1n order to reduce the
time of reading and writing data (1.e, reduce the time of I/O
operation) 1n the operation process, a data pre-processing
method 1s provided, and the data pre-processing method
may be applied to the computer device. For example, as
shown 1 FIG. 5, the data pre-processing method may
include the following steps:

in step S100, obtaining the available storage capacity of
the first memory and the target operation.

Specifically, the processor may obtain a total storage
capacity of the first memory according to the configuration
information of the first memory, such as the model of the
first memory. Further, the processor may obtain the available
storage capacity of the first memory according to the total
storage capacity of the first memory and the occupied
storage capacity of the first memory.

In an embodiment of the disclosure, the processor may
obtain the operation to be processed, and determine the
target operation according to the operation to be processed
and the available storage capacity of the first memory. The
operation to be processed may include one or more opera-
tions, and the operation to be processed may be an operation
such as a neural network operation. For example, the opera-
tion to be processed may include addition, subtraction,
multiplication, division, convolutional operation, pooling
operation, and activation operation (for example, Relu) and
the like, which 1s not limited here. The target operation may
be a combination of one or more operations to be processed.

The method further includes step S200: determining,
according to the target operation and the available storage
capacity of the first memory, the target input data corre-
sponding to the target operation, where the target input data
1s part or all of mput data corresponding to the target
operation.

Specifically, the processor may determine all the input
data required to complete the target operation and the data
volume of the total mput data (1.e., the storage space size
required for the total input data) according to the target
operation. Further, the processor may determine the target
input data corresponding to the target operation and the data
volume of the target input data according to the available
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storage capacity of the first memory and the data volume of
all the mput data of the target operation, where the data
volume of the target input data 1s smaller than or equal to the
storage capacity of the first memory. The target input data 1s
part or all of input data corresponding to the target operation,
that 1s, the data volume of the target input data 1s smaller
than or equal to the data volume of all mnput data corre-
sponding to the target operation. When the data volume of
the target input data 1s smaller than the data volume of all the
input data of the target operation, by loading only a part of
all the mput data of the target operation into the {first
memory, a certain storage space may be reserved in the first
memory to store data such as target output data and the
intermediate computation result of the target operation.
When the data volume of the target input data 1s equal to the
data volume of all the mnput data of the target operation,
storing the data such as the target output data and the
intermediate computation result of the target operation may
be realized by reusing the storage space.

The method further includes step S300: determining,
according to the target operation and the target input data,
the target output data of the target operation.

Specifically, since the computation amount of the opera-
tion to be processed 1s statically analyzable, the processor
may obtain information such as the target output data of the
target operation and the data volume of the target output data
according to the target input data of the target operation and
the target operation, that 1s, the processor may obtain the
storage space required for the target output data of the target
operation.

The method further includes step S400: storing, 11 the
target output data of the target operation 1s the mput data of
other operation after the target operation, the target output
data into the first memory, to reduce the time of reading the
target output data.

Specifically, 1f the target output data of the target opera-
tion 1s the mnput data of other operation after the target
operation, that 1s, when the target output data still needs to
be used aiter the target operation, the target output data may
be stored into the first memory to reduce the time of reading,
the target output data, thereby increasing the speed and
elliciency of the processor.

In the conventional technology, after the processor per-
forms the target operation to obtain the target output data,
the processor may transier the target output data from the
first memory to the second memory, thereby releasing the
storage space occupied by the target output data in the first

memory. If the operations after the target operation need to
continue using the target output data, the processor needs to
transier the target output data from the second memory to
the first memory again. In this way, the 1/O read operation
of the target output data needs to be performed multiple
times. The operation time may become be too long, and the
elliciency and speed of the processor become low. Com-
pared with the conventional technology, the data pre-pro-
cessing method provided by the present disclosure may
reduce the occupation time of the I/O read operation by
reducing the time of reading the target output data, thereby
improving the speed and efliciency of the processor.

For example, as shown i FIG. 8, the processor may
obtain a target operation OP1, and all input data of the target

operation OP1 1s input data X (which may include sub-1nput
data X11, X21, X12, and X22, where the sub-input data X11

and X12 may constitute input data X1, and the sub-input
data X21 and X22 may constitute mput data X2, and the
input data X1 and X2 may be vector or matrix data, etc.).
The processor may take the sub-mnput data X11 and X21 as
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the target mput data of the target operation OP1 according
to the target operation OP1 and the available storage capac-
ity of the first memory. Further, the processor may determine
target output data Y1 and the data volume of the target
output data Y1 according to the target operation OP1 and the
target mput data X11 and X21.

Further, the processor may determine, according to a
preset operation rule, whether the target output data Y1
needs to be used by other operations aiter the target opera-
tion OP1. IT the target output data Y1 needs to be used by
other operations after the target operation OP1, for example,
if the target output data Y1 1s the input data of the operation
OP2 after the target operation OP1, the target output data Y1
1s temporarily stored in the first memory. Thus, when the
operation OP2 becomes the next target operation, belore
performing the next operation OP2, the processor only needs
to transier the mput data Y3 required for the operation OP2
from the second memory to the first memory according to
the preset operation rule, and there 1s no need to transfer the
target output data Y1. Further, the target output data Y1 1s
the input data of the operation OP2 after the target operation
OP1, and the target output data Y1 is the mput data of the
operation OP3. At thus time, the target output data Y1 may
be stored 1n the first memory, and after the operations OP2
and OP3 are completed, the target output data Y1 may be
deleted from the first memory to release the storage space
occupied by the target output data Y1 1n the first memory.

The data pre-processing method provided by the present
disclosure may shorten the process of transferring the target
output data Y1 from the first memory to the second memory
alter the operation OP1 1s completed, and the process of
transferring the target output data Y1 from the second
memory back to the first memory when performing the
operation OP2, thereby the occupation time of the I/O read
operation may be reduced by reducing the time of reading
the target output data, and the speed and etliciency of the
processor may be improved.

Optionally, the operation to be processed may be a neural
network operation with a plurality of operation layers. As
shown 1n FIG. 8, the operations OP1 and OP2 may be the
operations performed in the layers of the neural network
operation. The mput data X may be composed of the input
data X1 and X2, and may include input neuron data and
weight data, and the like. The input data X1 and X2 may
belong to different operation layers. Further, the processor
may take the sub-input data X11 and X21 as the target input
data of the target operation OP1 according to the target
operation OP1 and the available storage capacity of the first
memory. The processor may further determine the target
output data Y1 and the data volume of the target output data
Y1 according to the target operation OP1 and the target input
data X11 and X21, where the target output data Y1 1s a part
of the output data of the operation layer OP1, and the output
data may include the output neuron data and weight of the
operation layer OP1, and the like.

For another example, as shown i FIG. 9, the operation to
be processed 1s an operation such as a neural network
operation, and the neural network may include a convolu-
tional layer, a pooling layer, and an activation layer. The
execution order of the above operation layers 1s convolu-
tional operation-pooling operation-activation operation. The
output data of the convolutional operation 1s the input data
ol the pooling operation, and the output data of the pooling
operation 1s the input data of the activation operation, where
the input data of each operation layer may include data such
as mput neuron data and weight corresponding to the
operation layer.
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If the current target operation 1s a pooling operation, the
processor may obtain the target input data within a section
of C1-C2 corresponding to the pooling operation according
to the available storage capacity of the first memory and the
target operation, where the data 1n the section of C1-C2 1s
the output data of the convolutional operation, which may
include the output neuron data and the weight corresponding
to the convolutional operation, and the like. The target
output data corresponding to the target input data in the
section of C1-C2 1s the data within a section of B1-B2,
where the target output data 1n the section of B1-B2 may
include the output neuron data and the weight corresponding
to the pooling operation, and the like. Further, since the
target output data in the section of B1-B2 of the pooling
operation 1s the input data of the activation operation, the
target output data in the section of B1-B2 of the pooling
operation may be stored 1n the first memory. In this way,
alter the pooling operation 1s completed, 1t 1s not necessary
to transier the target output data in the section of B1-B2 from
the first memory to the second memory, so that the storage
space ol the first memory will be released. And, it 1s not
necessary to transier the target output data in the section of
B1-B2 from the second memory back to the first memory
again before performing the activation operation.

In the conventional technology, after obtaining the target
output data B1-B2, the processor may transfer the target
output data B1-B2 from the first memory to the second
memory firstly to release the storage space of the first
memory. Since the input data of the activation operation
depends on the output data of the pooling operation, before
performing the activation operation, the processor may
transier the target output data B1-B2 corresponding to the
pooling operation from the second memory back to the first
memory. In the case of limited I/O bandwidth, the above
frequent reading data operation will aflect the processing
clliciency of the processor. Therefore, compared with the
prior art, the data pre-processing method provided by the
present disclosure may reduce the occupation time of the I/O
read operation by reducing the time of reading the target
output data (1.e., reducing the loading and storing operation
of the target output data), thereby the speed and efliciency of
the processor may be improved.

In one embodiment, the method may further include the
following step:

storing, 1f the target output data of the target operation 1s

the input data of other operation after the target opera-
tion (that 1s, the target output data of the target opera-
tion 1s the mtermediate result data of the operation to be
processed), the target output data of the target operation
into the first memory, or the first memory and the
second memory. For example, 11 the target output data
of the target operation 1s the iput data of other opera-
tion after the target operation, the target output data
may be stored in the first memory to reduce the
repeated loading operation of the target output data
(1.e., reduce the loading operation of the target output
data). At the same time, the target output data may be
copied from the first memory to the second memory to
ensure the consistency of data in the first memory and
the second memory. Optionally, whether the target
output data corresponding to the target operation needs
to be synchronously stored 1n the second memory may
be determined according to a specific operation require-
ment.

If 1t 1s not necessary to synchronously store the target
output data into the second memory, the target output data
may be stored only into the first memory, thereby simulta-
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neously reducing the loading and storing operations of the
target output data. If the target output data needs to be
synchronously stored into the second memory, the target
output data may be synchronously stored into the first
memory and the second memory; by reducing the loading
operation of the target output data, the excessive I/O band-
width occupied by the frequent reading data operations
could be avoided, and improves the processing speed of the
Processor.

As shown 1n FIG. 8, 11 the target output data Y1 needs to
be used by other operations aiter the target operation OP1,
for example, 11 the target output data Y1 1s the mnput data of
the operation OP2 after the target operation OP1, the target
output data Y1 1s temporarily stored in the first memory.
Thus, when the operation OP2 becomes the next target
operation, before performing the next operation OP2, the
processor only needs to transfer the mput data Y3 required
for the operation OP2 from the second memory to the first
memory according to the preset operation rule, and there 1s
no need to transfer the target output data Y1. Further, the
target output data Y1 1s the input data of the operation OP2
alter the target operation OP1, and the target output data Y1
1s the input data of the operation OP3. At this time, the target
output data Y1 may be stored 1n the first memory, and after
the operations OP2 and OP3 are completed, the target output
data Y1 may be deleted from the first memory to release the
storage space occupied by the target output data Y1 1n the
first memory.

As shown 1n FIG. 9, since the target output data B1-B2 of
the pooling operation 1s the input data of the activation
operation, the target output data B1-B2 of the pooling
operation may be simultaneously stored in the first memory
and the second memory. Therefore, 1t 1s not necessary to
transier the target output data B1-B2 from the second
memory to the first memory again before the activation
operation 1s performed. At the same time, after the pooling
operation 1s completed, copying the target output data
B1-B2 from the first memory to the second memory may
ensure the consistency of the data 1n the first memory and the
second memory. The data pre-processing method provided
by the embodiment of the present disclosure reduces the
process of re-transferring the target output data B1-B2 from
the second memory to the first memory compared to the
prior art; by reducing the time of reading the target output
data, the occupation time of the I/O read operation during
the operation may be reduced, thus the speed and efliciency
of the processor will be improved.

In an embodiment, since the data volume of all the input
data required for each target operation of the operations to
be processed 1s large, the processor may split all the input
data mnvolved 1n each target operation, that 1s, the processor
may split all the mput data (including the input neuron data
and the weight, etc.) mvolved 1n each target operation into
a plurality of mput data blocks according to the available
storage capacity of the first memory, and the processor may
turther respectively perform the target operation for each
input data block to obtain a computation result of the target
operation. Finally, the processor may obtain the output data
corresponding to the target operation by fusing the compu-
tation results corresponding to the respective iput data
blocks. The mput data block 1s the target mput data
described above, and the output data corresponding to each
input data block 1s the target output data. Optionally, the step
S200 may include:

determining, by the processor, the mput data block cor-

responding to the target operation according to the
available storage capacity of the first memory and the
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data volume of the mput data required for the target
operation; and taking, by the processor, the input data
block as the target mput data corresponding to the
target operation. For example, 11 the data volume of all
the input data required for the target operation 1s greater
than the available storage capacity of the first memory,
the processor may determine, according to the available
storage capacity of the first memory, the iput data
block corresponding to the target operation, where the
input data block may be part of all the input data of the
target operation. I the data volume of all the input data
required for the target operation 1s smaller than or equal
to the available storage capacity of the first memory, all
the input data of the target operation may be taken as
one input data block, that 1s, all the mput data of the
target operation may be taken as its target input data.

For example, as shown 1 FIG. 8, the processor may
obtain the current target operation OP1, where all the mput
data of the target operation OP1 1s the mput data X (which
may 1nclude mput data X1 and X2). The processor may take
the sub-input data X11 and X21 as the target input data of
the target operation OP1 according to the target operation
OP1 and the available storage capacity of the first memory,
where the sum of the data capacities of the sub-input data
X21 and the sub-input data X11 1s smaller than the available
storage capacity of the first memory. In other embodiments,
if the data volume of all the mput data X corresponding to
the target operation 1s smaller than the available storage
capacity of the first memory, all the input data corresponding
to the target operation may be loaded 1nto the first memory.

For another example, as shown 1n FIG. 9, if the current
target operation 1s a pooling operation, the processor may
take the data within the section of C1-C2 as an input data
block according to the available storage capacity of the first
memory and the target operation, where the data in the
section of C1-C2 1s the output data of the convolutional
operation; and the processor may take the mput data block
as the target input data corresponding to the pooling opera-
tion. I the current target operation 1s an activation operation,
the processor may take the data 1n the section of B1-B2 as
an 1nput data block of the activation operation according to
the available storage capacity of the first memory; and the
processor may take the input data block as the target input
data of the activation operation.

In an embodiment, when all the input data involved in
cach target operation 1s split into a plurality of mput data
blocks, since the data volume of each mput data block 1s
smaller than the storage capacity of the first memory, the
target operation may fuse the plurality of operations to be
processed to make full use of the storage space of the first
memory and improve the efliciency of the operation. Option-
ally, the target operation may include one or more opera-
tions, that 1s, the target operation may be a combination of
one or more operations. Generally, each operation included
in the target operation 1s a different operation for imple-
menting different operations. At this time, the processor may
determine the sub-target input data corresponding to each
operation according to the available storage capacity of the
first memory, and determine the target input data corre-
sponding to the target operation according to the sub-target
input data corresponding to each operation. As shown 1n
FIG. 6, the determinming of the input data block correspond-
ing to the target operation described in the step S200 may
turther include the following steps:

in step S210, determining, according to the available

storage capacity of the first memory and the fusion
attribute of each operation, the count of operations that
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can be fused and obtaining the threshold of the count of
fusion, where the fusion attribute of each operation
may include the data dependency relationship between
the input data and/or the output data involved in each
operation, and the like.

It should be clear that 11 one or more of the operations can
be performed by the processor together, then the one or more
operations may be fused, the degree of fusion 1s hugh. If one
or more of the operations cannot be performed together by
the processor, then the one or more operations may not be
fused, and the degree of fusion 1s low. The degree of fusion
between each operation may be determined by a preset
operation rule, which 1s not specifically limited herein.

The method further includes step S220: taking a certain
count of combinations of one or more operations that can be
fused as the target operations, where the certain count may
be less than or equal to the threshold of the count of fusion.
For example, the certain count 1s equal to the threshold of the
count of fusion, that 1s, a plurality of operations that can be
fused determined according to the storage capacity of the
first memory are equivalent to one target operation.

The method further includes step S230: taking the sub-
target mput data corresponding to a certain count of opera-
tions as the target mput data corresponding to the target
operation.

For example, as shown in FIG. 8, the operations to be
processed may include the operations OP1 and OP2, which
may be performed together by the processor according to the
fusion attributes of the two operations. When the first
memory contains the target input data and the target output
data of the operation OP1 and the target input data and the
target output data of the operation OP2, and the count of the
target operations that can be fused 1s 2, at this time, the

operations OP1 and OP2 may be taken as one target opera-
tion, and the sub-target mput data X11, X21, and Y3

corresponding to the operations OP1 and OP2 may be taken
as the target mput data of the target operation.

I1 the operations OP1 and OP2 can be fused, but the first
memory can only hold the target input data and the target
output data of the operation OP1 and cannot completely
accommodate the target input data and the target output data
of the operation OP2, and the count of the target operations
that can be fused may be 1, then the operation OP1 may be
taken as one target operation and the sub-target input data
X11 and X21 corresponding to the operation OP1 may be
taken as the target input data of the target operation.

In other embodiments, the target operation may include
more than 2 operations. For example, 1n the depth direction
of the operations to be processed, if there are other opera-
tions that can be fused after the operation OP2, and the data
volume of the target mput data and the target output data
corresponding to the operations that can be fused can satisty
the available storage capacity of the first memory, the
operation included in the target operations may be OPI,
OP2, and OPn (where n 1s a positive integer greater than 2).
The sum of the data volume of the target input data and the
target output data corresponding to OP1, OP2, and OPn 1s
less than or equal to the available storage capacity of the first
memory.

Further, the operations to be processed may be operations
such as a neural network operation, and the neural network
operation may 1nclude a plurality of operation layers, each
operation layer may represent an operation. For example, the
processor needs to perform operations on the neural net-
work, and each operation layer of the neural network may be
taken as an operation. The fusion attribute of each operation
may be determined according to the connection relationship
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of each operation layer of the neural network operation. That
1s, according to the connection relationship of each opera-
tion layer of the neural network, which operation layers will
be fused and the count of operation layers that can be fused
may be determined, and a combination of one or more
operations layer that can be fused may be taken as one target
operation. In this way, by fusing a plurality of operation
layers 1n the depth direction of the neural network as one
target operation, the count of operations and the time of
reading data can be reduced, and the processing efliciency of
the processor can be further improved.

For example, as shown i FIG. 9, according to the
connection relationship of each operation layer of the neural
network, 1t can be determined that the convolutional opera-
tion, the pooling operation, and the activation operation may
be fused 1n the depth direction of the neural network. At this
time, the processor may determine the threshold of the count
of fusion according to the available storage capacity of the
first memory, the data volume of the target input data of each
operation, and the like. For example, 1f the first memory 1s
capable of contaiming the target input data in the section of
C1-C2 of the pooling operation and the target input data 1n
the section of B1-B2 of the activation operation, the thresh-
old of the count of fusion may be determined to be 2, and the
pooling operation and the activation operation are equivalent
to one target operation. At this time, the target input data of
the target operation may be data in the section of C1-C2. In
other embodiments, the target operation may also be a fusion
of a convolutional operation, a pooling operation, and an
activation operation.

When there are other operations to be performed after the
activation operation, the target operations may further fuse
more operations according to the available storage capacity
of the first memory. For example, the neural network may
include N operation layers, and the processor may determine
that the threshold of the count of fusion 1s n according to the
available storage capacity of the first memory (where n 1s
greater than or equal to 1, and n 1s less than or equal to N),
and the n operation layers may be taken as one target
operation. This 1s for illustrative purposes only and 1s not
intended to limit the scope of this disclosure.

Further, when the target operation includes a plurality of
operations, the intermediate computation results obtained 1n
the execution process of the target operation may also be
stored 1n the first memory. The method may further include
the following step:

temporarily storing, by the processor, the intermediate

computation result output by the current operation into
the first memory, 1f the intermediate computation result
output by the current operation of the target operations
needs to be taken as the mput data of other operation
aiter the current operation, or the intermediate compu-
tation result output by the current operation needs to be
taken as the mput data of other target operation. For
example, the processor may allocate a storage address
for the intermediate result output by the current opera-
tion 1n the first memory according to the data volume
of the intermediate result output by the current opera-
tion.

The method may further include the following step:

reallocating the storage space occupied by the intermedi-

ate result output by the current operation, 1f the other
operation after the current operation or other target
operation does not need to use the intermediate com-
putation result output by the current operation. That 1s,
the storage address occupied by the intermediate result
of the current operation may be allocated to other data.
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For example, as shown 1n FIG. 8, when the intermediate
computation result Y1 output by the current operation OP1
1s the put data of the next operation OP2, the processor
may temporarily store the intermediate computation result
Y1 output by the current operation into the first memory.
Thus, the time of reading the intermediate computation
result Y1 may be reduced, then the efliciency and speed of
the processor may be improved. If the operation OP2 does
not need to continue to use the itermediate computation
result, and the other target operations aiter the target opera-
tion do not need to reuse the intermediate computation result
Y1, the storage space occupied by the intermediate compu-
tation result Y1 may be released, and the storage address
occupied by the mtermediate computation result Y1 may be
allocated to other data, for example, the target output data of
the other target operations after the current target operation
may be stored into the storage space occupied by the
intermediate computation result to reuse the storage space 1n
the first memory.

For another example, as shown 1n FIG. 9, the target input
data of the pooling operation 1s the data stored in the section
of C1-C2, and the target output data corresponding to the
target input data 1s the data stored in the section of B1-B2.
The processor may temporarily store the intermediate com-
putation result in the section of B1-B2 1nto the first memory
since the data 1n the section of B1-B2 1s the target input data
of the pooling operation. In this way, the time of reading the
intermediate computation result in the section of B1-B2 are
reduced, so that the processing efliciency and speed of the
processor can be improved. I the activation operation does
not need to use the target operation output data in the section
of B1-B2, the storage space occupied by the target output
data 1n the section of B1-B2 may be allocated to other data
to reuse the storage space in the first memory.

In an embodiment, when the target input data of the target
operation 1s only a part of all the input data corresponding
to the target operation, each target input data of the target
operation may be needed for completion of a part of the
target operations. In order to improve the processing speed
of the target operation and make full use of the storage space
of the first memory, the count of the target input data
corresponding to the target operation may be one or more,
and each target input data 1s a part of all the input data, that
1s, each target input data may contain one or more 1mput data
blocks of all the mput data, and one or more target input data
may be loaded to the first memory at the same time. Further,
according to the count of the target mput data, the target
operation may be split into a plurality of sub-target opera-
tions, and optionally, each sub-target operation may achieve
the same operation. As shown i FIG. 7, the method may
further include the following steps:

in step S500, determining, according to the capacity of the

target mput data and the capacity of the target output
data, the target storage capacity required for each
sub-target operation; where the target storage capacity
required for each sub-target operation may be equal or
not;

in step S3510, determining, according to the available

storage capacity ol the first memory and the target
storage capacity required for the current sub-target
operation, the remaining storage capacity of the first
memory; and in step S520, determining, according to
the remaining storage capacity of the first memory and
the target storage capacity required for each sub-target
operation, the count of the sub-target operations.

Optionally, how many sub-target operations may be con-
tained in the first memory can be determined according to
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the remaining storage capacity of the first memory and the
target storage capacity of the other sub-target operations
other than the current sub-target operation. Then, the total
count of sub-target operations can be determined according
to the current operation and the count of other sub-target
operations other than the current operation.

Specifically, whether or not one or more sub-target opera-
tions may be performed can be determined according to the
remaining storage capacity of the first memory, when the
sum o1 the data volume of the target input data of the current
sub-target operation and the data volume of the target output
data 1s smaller than the available storage capacity of the first
memory. I one or more sub-target operations are to be
performed, the processor may simultaneously process the
target input data corresponding to the one or more sub-target
operations. In this way, by processing multiple target input
data at the same time, the processing speed and efliciency of
the processor can be further improved.

As shown 1n FIG. 8, the target operation (the operation on
the left side 1 FIG. 8) may include the operations OP1 and
OP2, and the processor may determine the data volume of
the target mput data X11, X21, and Y3 of the current
sub-target operation of the target operation, and determine
the data volume of the target output data Y1 and Z1 of the
current sub-target operation. Furthermore, the processor
may determine the target storage capacity required for the
current sub-target operation according to the sum of the
target input data of the current sub-target operation and the
data volume of the target output data. If the target storage
capacity of the current sub-target operation 1s smaller than
the available storage capacity of the first memory, the
remaining storage capacity of the first memory may be
determined. The remaining storage capacity of the first
memory 1s equal to the difference between the available
storage capacity of the first memory and the target storage
capacity of the current sub-target operation. Then, the pro-
cessor may determine the count of sub-target operations
according to the remaining storage capacity of the first
memory.

Specifically, 1f the remaining storage capacity of the first
memory 1s further capable of holding the target input data
X12, X22, and Y4 of another sub-target operation, the
intermediate computation result Y2 output by the operation
OP1, and the target output data Z2 output by the operation
OP2, the count of the target operations can be determined to
be 2, and the sub-1mnput data X21, X22, and Y4 may be taken
as the target input data of one of the target operations. In this
way, by simultaneously loading the plurality of target input
data of the same target operation in the lateral direction of
the operations to be processed, the processor may process
the plurality of target input data in parallel, which can further
improve the processing speed and efliciency of the proces-
SOF.

Further, 1n addition to the target mput data X12, X22, and
Y4 of another sub-target operation, the intermediate com-
putation result Y2 output by the operation OP1, and the
target output data Z2 output by the operation OP2, 1if the
remaining storage capacity of the first memory also contains
the output data Y of the operation OP3, then the operations
OP1, OP2, and OP3 may be fused to obtain the computation
result Y by one operation.

As shown 1n FIG. 9, the operation to be processed may be
a neural network operation, and the neural network may
include a convolutional layer, a pooling layer, and an acti-
vation layer. The execution order of the above operation
layers 1s convolutional operation-pooling operation-activa-
tion operation. If the target operation 1s an activation opera-
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tion, the processor may obtain the target input data of the
current sub-target operation according to the storage capac-
ity of the first memory, where the target mnput data of the
current sub-target operation may be the mput data stored 1n
the section of B1-B2 in the convolutional layer, and the
target output data of the current sub-target operation 1s Al.
If the sum of the data volume of the target input data in the
section of B1-B2 of the current sub-target operation and the
data volume of the corresponding target output data 1is
smaller than the storage capacity of the first memory, that 1s,
the target storage capacity required for the current sub-target
operation 1s smaller than the storage capacity of the first
memory, the processor may further determine the count of
the sub-target operations according to the remaining storage
capacity of the first memory. For example, the processor
may determine, according to the remaining storage capacity
of the first memory, that the remainming storage capacity of
the first memory 1s capable of containing the operation
amount of the activation operation 1n a section of A1-A2,
and determine that the count of sub-target operations 1s 2,
and then the target input data 1n the section of B2-B3 may
be taken as the target input data corresponding to one target
operation of the activation operation.

Further, 11 the target mnput data of at least two sub-target
operations intersects, the mtersection of the target input data
of the current sub-target operation and the target input data
of the other sub-target operations may be determined, and
the intersection may be temporarily stored into the first
memory. That 1s, when part or all of the target input data of
the current sub-target operation 1s taken as the target input
data of another operation, the intersection may be tempo-
rarily stored into the first memory to avoid multiple reading
of the part of the data, which can improve the processing
elliciency and speed of the processor.

For example, as shown in FIG. 9, 1f the target operation
1s a pooling operation and the count of sub-target operations
of the target operation 1s 2, correspondingly, the count of
target input data corresponding to the pooling operation may
be 2, where one of the target mput data 1s 1n a section of
C1-C2, and another target input data i1s 1n a section of
C3-C4. The target output data corresponding to the target
input data in the section of C1-C2 1s 1n the section of B1-B2,
and the target output data corresponding to the target input
data in the section of C3-C4 i1s 1n the section of B2-B3.
Combined with the attached drawings, 1t can be seen that the
input data in the section of C3-C2 1s a part of the target input
data in the section of C1-C2, and 1s also a part of the target
input data in the section of C3-C4, that 1s, there i1s an
intersection C3-C2 between the two target input data. At this
time, 1 order to reduce the time of reading data, after
completing the pooling operation corresponding to the target
input data in the section of C1-C2, the mput data in the
section of C3-C2 may be stored ito the first memory to
avoid multiple reading of the part of the data, which can
improve the processing efliciency and speed of the proces-
SOF.

In an embodiment, the method may further include the
following step:

storing, 1 an operation interval between the operation

after the target operation and the target operation is
within a preset range, the target output data into the first
memory to reduce the time of reading the target output
data.

Specifically, if the operation interval between the other
operation after the target operation and the target operation
1s within a preset range, for example, when there are 3 to 5
operations between the target operation and the other opera-
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tion after the target operation, the target output data may be
stored 1nto the first memory to reduce the time of reading the
target output data. If the operation interval between the other
operation after the target operation and the target operation
exceeds the preset range, the output data may be transferred
from the first memory to the second memory in order to
avoid the target output data of the target operation occupying
the storage space of the first memory for a long time.

In an embodiment, the method may further include the
following steps:

determining, by the processor, the storage address of the

target input data in the first memory according to the
data volume of the target mput data of the target
operation; determiming, by the processor, the storage
address of the target output data 1n the first memory
according to the data volume of the target output data
of the target operation.

Specifically, the processor may allocate, according to the
data volume of the target input data of the target operation,
a storage space for the target mput data matching the data
volume thereof in the first memory, and allocate a storage
address of the storage space for the target input data. Thus,
in the actual operation, the target input data may be stored
into the specified storage space in the first memory. In the
same way, the processor may allocate, according to the data
volume of the target output data of the target operation, a
storage space for the target mput data matching the data
volume thereof 1n the first memory, and allocate a storage
address of the storage space for the target output data. Thus,
in the actual operation, the target output data may be stored
into the specified storage space 1n the first memory.

In an embodiment, the method may further include the
following steps:

allocating, by the processor, 11 the target input data of the

target operation does not need to be used continuously,
part or all of the storage address of the target input data
to the target output data of the target operation. In this
way, the space utilization of the first memory may be
improved by reusing a same storage space multiple
times.

Optionally, the processor may record the storage address
of the target mput data, the storage address of the target
output data, and the storage address of the intermediate
computation result of each target operation, as well as an
update rule of each storage space 1n the first memory, and the
like. The processor may further obtain a storage allocation
rule corresponding to the operation to be processed accord-
ing to the storage address corresponding to the data. When
the processor needs to perform the operation to be pro-
cessed, the processor may obtain the storage allocation rule
corresponding to the operation to be processed, and deter-
mine the read/write operation and the storage address of
various data during the operation process according to the
storage allocation rule.

In an embodiment, the data pre-processing method may
be applied to the computer device shown 1 FIG. 2 to FIG.
4. At this time, according to the preset operation allocation
rule, a part of the target operation needs to be performed by
the primary processing circuit, and another part of the target
operation needs to be performed by the secondary process-
ing circuit. Accordingly, the plurality of first memories may
include the primary memory and the secondary memory.
The primary memory may be close to the primary process-
ing circuit, and the primary memory may be an on-chip
memory ol the primary processing circuit; the secondary
memory may be close to the secondary processing circuit,
and the secondary memory may be an on-chip memory of
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the secondary processing circuit. At this time, a part of the
target input data corresponding to the target operation needs
to be loaded 1nto the primary memory and performed by the
primary processing circuit, and another part of the target
input data corresponding to the target operation needs to be
loaded into one or more secondary memories and performed
by the secondary processing circuit corresponding to each
secondary memory.

Specifically, as shown 1n FIG. 10, the computer device
shown 1n FIG. 2 to FIG. 4 executes the data pre-processing
method, which may include the following steps:

in step S600, obtaining the available storage capacity of

the primary memory, the available storage capacity of
the secondary memory, and the target operation.

Specifically, the processor may obtain the total storage
capacity of the primary memory according to the configu-
ration information of the primary memory, such as the model
of the primary memory. Further, the processor may obtain
the available storage capacity of the primary memory
according to the total storage capacity of the primary
memory and the storage capacity already occupied by the
primary memory. The processor may also obtain the total
storage capacity of the secondary memory according to the
configuration information of the secondary memory, and
obtain the available storage capacity of the secondary
memory according to the total storage capacity of the
secondary memory and the storage capacity already occu-
pied by the secondary memory. Optionally, the primary
processing circuit of the processor may obtain the available
storage capacity of the primary memory, and each secondary
processing circuit may obtain the available storage capacity
of the corresponding secondary memory, and transier the
corresponding available storage capacity of the secondary
memory to the primary processing circuit.

At the same time, the controller unit of the processor may
obtain the operation to be processed, and send data such as
an analysis result of the operation to be processed to the
primary processing circuit. The primary processing circuit
may determine the target operation according to the opera-
tion to be processed, the available storage capacity of the
primary memory, and the available storage capacity of the
secondary memory. Optionally, the operation to be pro-
cessed may include addition, subtraction, multiplication,
division, convolutional operation, pooling operation, and
activation operation (for example, Relu) and the like, which
1s not limited here. The target operation may be a combi-
nation of one or more operations to be processed.

The method further includes step S700: determining the
target input data corresponding to the target operation
according to the available storage capacity of the primary
memory, the available storage capacity of the secondary
memory, and the target operation; where the target input data
1s part or all of the input data corresponding to the target
operation.

For example, the primary processing circuit of the pro-
cessor may determine all the mput data required for com-
pleting the target operation and the data volume of all the
iput data (i.e., a storage space size required for all mput
data) according to the target operation. Further, the primary
processing circuit may determine the target mput data cor-
responding to the target operation and the data volume of the
target iput data according to the available storage capacity
of the primary memory, the available storage capacity of
cach secondary memory, and the data volume of all the input
data of the target operation.
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The method further includes step S800: determining the
target output data corresponding to the target operation
according to the target operation and the target input data.

Specifically, since the computation amount of the opera-
tion to be processed i1s statically analyzable, the primary
processing circuit of the processor may obtain information
such as the target output data of the target operation and the
data volume of the target output data according to the target
input data of the target operation and the target operation,
that 1s, the primary processing circuit of the processor may
obtain the storage space required for the target output data
of the target operation.

The method further includes step S900: correspondingly
storing, 1f the target output data of the target operation 1s the
input data of other operation after the target operation, the
target output data into the primary memory.

Specifically, the primary processing circuit may allocate
the target input data corresponding to the target operation to
the primary memory and the secondary memory according,
to the preset operation allocation rule, so that the primary
processing circuit and the secondary processing circuit may
perform the target operation 1n cooperation. During the
execution of the target operation, the secondary processing
circuit may process the target mput data of the secondary
memory to obtain an intermediate computation result, and
then send the mtermediate computation result to the primary
processing circuit. The primary processing circuit may pro-
cess the target input data of the primary memory, and then
obtain the target output data of the target operation accord-
ing to the intermediate computation results transmitted by
cach secondary processing circuit. I1 the target output data
corresponding to the target operation 1s the mput data of the
other operation after the target operation, the target output
data may be stored mto the primary memory, thereby
reducing the time of reading the data and improving the
computation speed of the processor.

In an embodiment, as shown 1 FIG. 11, the step S700
may further include:

in step S710, comparing the available storage capacity of

the primary memory with the available storage capacity
of each secondary memory, and taking the smallest
available storage capacity as the available storage
capacity of the first memory; and

in step S720, determining the target mput data corre-

sponding to the target operation according to the avail-
able storage capacity of the first memory and the target
operation.

Specifically, since the target operation needs to be com-
pleted joimntly by the primary circuit and the secondary
circuit, the storage space of the primary memory and the
secondary memory should simultaneously contain the target
input data of the target operation, that 1s, the data volume of
the target mput data should be smaller than the available
storage capacity of the primary storage, and the data volume
of the target input data should be smaller than the available
storage capacity of the secondary storage. Thus, the avail-
able memory capacity of the primary memory may be
compared to the available memory capacity of each second-
ary memory, and the mimmimum available memory capacity
of the primary memory and each secondary memory may be
taken as the available memory capacity of the first memory
of the processor. Thereafter, the primary processing circuit
may determine the target input data corresponding to the
target operation according to the available storage capacity
of the first memory and the target operation.

In an embodiment, the primary processing circuit may
split the target mput data into a plurality of data blocks
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according to the preset operation allocation rule, and deter-
mine a processing circuit corresponding to each data block.
The data block processed by the primary processing circuit
in the target iput data may be recorded as first target input
data, and the data block processed by the secondary pro-
cessing circuit 1n the target iput data may be recorded as
second target mput data. Further, the data volume of the
second target mput data corresponding to each secondary
processing circuit may be unequal, which may be deter-

mined by the operation allocation rule. The method may
further include the following steps:

determiming, according to the preset operation allocation

rule, the first target mput data corresponding to the
primary memory, and the second target mput data
corresponding to each secondary memory. For
example, the primary processing circuit may deter-
mine, according to the preset operation allocation rule,
which target input data of the target operation may be
processed by the primary processing circuit, and which
target input data of the target operation may be pro-
cessed by each secondary processing circuit.

For example, as shown mn FIG. 9, the current target
operation 1s a pooling operation, if it 15 necessary to com-
plete the operation 1n the section of B1-B2 1n the pooling
layer, at this time, the target input data required for the target
operation 1s 1n the section of C1-C2. According to a preset
operation allocation rules, the primary processor may take
the input data 1n the section of C1-C3 as the second target
iput data and store the second target mput data in the
section of C1-C3 1nto the secondary memory, take the input
data in the section of C3-C2 as the first target input data and
store the first target mput data 1n the section of C3-C2 1nto
the primary memory.

Further, the method may further include the following
steps:

determining, by the processor, the storage address of the

first target input data 1n the primary memory according
to the available storage capacity of the primary memory
and the data volume of the first target mput data. For
example, the primary processing circuit may determine
the storage address of the first target input data in the
primary memory according to the available storage
capacity of the primary memory and the data volume of
the first target input data. Further, according to the data
volume of the first target input data and the target
operation, the primary processing circuit may deter-
mine the first target output data corresponding to the
first target input data and the data volume thereof, and
determine the storage address of the first target output
data in the primary memory.

The processor may further determine the storage address
of the second target mnput data in the secondary memory
according to the available storage capacity of the secondary
memory and the data volume of the second target input data.
For example, the primary processing circuit may determine,
according to the available storage capacity of each second-
ary processing circuit and the data volume of the corre-
sponding second target input data, the storage address of
cach second target input data in 1ts corresponding secondary
memory. Further, according to the data volume of each
second target input data and the target operation, the primary
processing circuit may determine the second target output
data corresponding to each second target input data and the
data volume thereof, and determine the storage address of
cach second target output data 1n its corresponding second-
ary memory.
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Further, each secondary processing circuit may transmit
the second target output data after computing to the primary
processing circuit, and the primary processing circuit may
turther determine the storage address of each second target
output data in the primary memory.

In an embodiment, 11 the other operations performed on
the processing circuit need to continue to use the corre-
sponding second target output data, the second target output
data may be temporarily stored into the secondary memory
corresponding to the secondary processing circuit. In this
way, the time of reading data between the primary memory
and the secondary memory may be reduced, and the opera-
tion speed of the processor may be further improved.

In an embodiment, the target operation may include one
or more operations, that 1s, the target operation may be a
combination of one or more operations. Generally, each
operation 1ncluded in the target operation 1s a different
operation for implementing different operations. At this
time, the primary processing circuit of the processor may
determine the sub-target input data corresponding to each
operation according to the available storage capacity of the
first memory, and determine the target input data corre-
sponding to the target operation according to the sub-target
input data corresponding to each operation. The process of
determining the target input data 1s consistent with the steps
S210 to S230. Please refer to the description above for
details, which will not be repeated here.

Further, when the target operation includes one or more
operations, the one or more operations may be divided into
a first target operation and a second target operation. The
primary processing circuit may allocate, according to the
preset operation allocation rule, the first target operation in
the target operation to the primary processing circuit, the
second target operation in the target operation to the sec-
ondary processing circuit. Correspondingly, the primary
processing circuit may store the mput data required for the
first target operation 1nto the primary memory, and store the
input data required for each second target operation to the
corresponding secondary memory.

For example, as shown in FIG. 9, if the first memory 1s
capable of containing the target input data 1n the section of
C1-C2 of the pooling operation and the target input data 1n
the section of B1-B2 of the activation operation, then the
pooling operation and the activation operation are equivalent
to one target operation. At this time, the target input data of
the target operation may be data in the section of C1-C2.
According to a preset operation rule, the primary processing,
circuit may take the activation operation as the first target
operation, and allocate the activation operation to the pri-
mary processing circuit; take the pooling operation as the
second target operation, and allocate the pooling operation
to the secondary processing circuit. Accordingly, the input
data in the section of C1-C2 required for the pooling
operation may be loaded into the secondary memory, and the
input data 1n the section of B1-B2 required for the activation
operation may be loaded into the primary memory. Since
there 1s a dependency relationship between the pooling
operation and the activation operation, the input data in the
section of B1-B2 required for the activation operation may
be loaded from the secondary memory to the primary
memory aiter the pooling operation 1s completed.

In an embodiment, when the target input data of the target
operation 1s only a part of all the input data corresponding
to the target operation, each target input data of the target
operation 1s only used to complete a part of the operation of
the target operation. In order to improve the processing
speed of the target operation and make full use of the storage
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space ol the first memory, the count of target mput data
corresponding to the target operation may be one or more,
and each target input data 1s a part of all input data, that 1s,
cach the target input data contains one or more input data
blocks of all input data.

In an embodiment, when the target input data of the target
operation 1s only a part of all the input data corresponding
to the target operation, each target input data of the target
operation 1s only configured to complete a part of the target
operations. In order to improve the processing speed of the
target operation and make full use of the storage space of the
first memory, the count of the target mput data correspond-
ing to the target operation may be one or more, and each
target input data 1s a part of all the input data, that 1s, each
target input data may contain one or more input data blocks
of all the input data, and one or more target input data may
be loaded to the first memory at the same time. Further,
according to the count of the target mput data, the target
operation may be split into a plurality of sub-target opera-
tions, and optionally, each sub-target operation may achieve
the same operation.

The primary processing circuit may determine the count
ol target operation according to the available storage capac-
ity of the first memory and the target storage capacity
required for each target operation, so that the target input
data of the one or more target operations may be simulta-
neously loaded to the first memory. The process of deter-
mining the count of the target operations 1s consistent with
the steps S500 to S520. Please refer to the description above
for details, which will not be repeated here.

It should be understood that although the flowcharts 1n
FIG. 5-FIG. 7 and all the steps in FIG. 10-FIG. 11 are shown
in sequence as indicated by arrows, these steps are not
necessarily executed in the order indicated by the arrows.
Unless explicitly stated 1n this present disclosure, there 1s no
strict order restriction on the execution of these steps, and
they can be executed 1n any other order. Moreover, at least
some of the steps 1n FIG. 5-FIG. 7 and FIG. 10-FIG. 11 may
include multiple sub-steps or multiple stages, which are not
necessarily executed at the same time, but may be executed
at different times. These sub-steps or stages are not neces-
sarily executed sequentially, but may be executed alternately
with other steps or sub-steps of other steps or at least a part
of the stages.

It will be understood by those of ordinary skill 1n the art
that all or a part of the various methods of the embodiments
described above may be completed by means of a computer
program to instruct associated hardware, and the computer
program may be stored 1n a non-volatile computer readable
storage medium. The execution of the computer program
may include the process described 1n the above methods of
the present disclosure. Any reference to a memory, storage,
database, or other medium used in the embodiments pro-
vided by the present disclosure may include a non-volatile
and/or a volatile memory. The non-volatile memory may

include a Read Only Memory (ROM), a Programmable
ROM (PROM), an Electrically Programmable ROM
(EPROM), an Electrically Erasable Programmable ROM
(EEPROM), or a Flash Memory. The volatile memory may
include a Random Access Memory (RAM) or an External
Cache Memory. By way of illustration rather than limitation,
RAM 1s available in a variety of formats, such as Static

RAM (SRAM), Dynamic RAM (DRAM), Synchronous

DRAM (SDRAM), Double Data Rate SDRAM (DDRS-
DRAM), Enhanced SDRAM (ESDRAM), Synchlink
DRAM (SLDRAM), Rambus Direct RAM (RDRAM),
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Rambus Dynamic RAM (DRDRAM), Rambus Dynamic
RAM (RDRAM), and the like.

In an embodiment, as shown 1n FIG. 12, the embodiment
ol the present disclosure provides a pre-processing device of
data, which may include an obtaining module 410, an 1nput
determination module 420, an output determination module
430, and a storage allocation module 440.

The obtaining module 410 may be configured to obtain
the available storage capacity of the first memory and the
target operation; the mput determination module 420 may be
configured to determine the target input data corresponding
to the target operation according to the target operation and
the available storage capacity of the first memory; the output
determination module 430 may be configured to determine
the target output data of the target operation according to the
target operation and the target input data; and the storage
allocation module may be configured to store the target
output data of the target operation 1nto the primary memory
when the target output data of the target operation i1s the
input data of other operation after the target operation, where
the first memory 1s close to the processor.

Optionally, the target operation may include one or more
operations, and each of the operation corresponds to sub-
target input data. As shown in FIG. 13, the input determi-
nation module 420 may further include a fusion determina-
tion unit 421 and an input determination unit 422. The fusion
determination unit 421 may be configured to determine the
count of operations that can be fused and obtain the thresh-
old of the count of fusion according to the available storage
capacity of the first memory and the fusion attribute of each
operation to be processed. The mput determination unit 422
may be configured to take a certain count of combinations of
the operations that can be fused as the target operations,
where the certain count may be less than or equal to the
threshold of the count of fusion; and take the sub-target input
data corresponding to a certain count of operations as the
target mput data corresponding to the target operation.

Optionally, the operation to be processed 1s a neural
network operation containing a plurality of operation layers,
where each operation layer may represent an operation; and
the fusion determination unit 421 may be further configured
to determine the fusion attribute of each operation according
to the connection relationship of each operation layer of the
neural network operation.

Optionally, the storage allocation module 440 may be
turther configured to store the intermediate computation
result output by the current operation into the first memory,
or the mtermediate computation result output by the current
operation into the first memory and the second memory, 1f
an intermediate computation result output by a current
operation 1n the target operations is required as the input data
of other operation in the target operations, or an intermediate
computation result output by a current operation 1s required
as the mput data of other operation.

Optionally, the target operation may include one or more
sub-target operations, and each of the sub-target operation
corresponds to one of the target input data; where all the
input data corresponding to the target operation may include
a plurality of mput data blocks, the count of the target input
data corresponding to the target operation 1s one or more,
and each of the target input data may include one or more of
the input data blocks. The mput determination module 420
may be further configured to determine a target storage
capacity required for each sub-target operation according to
a data volume of the target input data and a data volume of
the target output data of each sub-target operation; determine
a remaining storage capacity of the first memory according
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to the available storage capacity of the first memory and the
target storage capacity required for the current sub-target
operation; determine the count of the sub-target operations
according to the remaining storage capacity of the first
memory and the target storage capacity required for other
sub-target operations other than the current sub-target opera-
tion.

Optionally, the storage allocation module 440 may be
turther configured to store, 1f there 1s an intersection of the

target input data of one or more of the sub-target operations,
an 1ntersection of the target input data of one or more of the
sub-target operations into the first memory.

Optionally, the storage allocation module 440 may be
further configured to determine a storage address of the
target mnput data 1n the first memory according to the data
volume of the target input data of the target operation;
determine a storage address of the target output data 1n the
first memory according to the data volume of the target
output data of the target operation; and allocate a part or all
of the storage address of the target input data corresponding
to the target operation to the target output data of the target
operation when all the target operations are completed, if the
other operations after the target operation do not need to use
the target imnput data of the target operation.

In another example, as shown 1n FIG. 12, the obtaining
module 410 may be configured to obtain the available
storage capacity of the primary memory, the available stor-
age capacity of the secondary memory, and the target
operation; the mput determination module 420 may be
configured to determine the target input data corresponding
to the target operation according to the target operation, the
available storage capacity of the primary memory, and the
available storage capacity of the secondary memory; the
output determination module 430 may be configured to
determine the target output data corresponding to the target
operation according to the target operation and the target
input data; and the storage allocation module 440 may be
configured to store the target output data into the primary
memory when the target output data of the target operation
1s the mput data of other operation after the target operation.

Optionally, as shown in FIG. 14, the pre-processing
device of data may further include a storage capacity deter-
mination module 450 configured to compare the available
storage capacity of the primary memory with the available
storage capacity of each secondary memory, and take the
smallest available storage capacity as the available storage
capacity of the first memory. The pre-processing device of
data may further include the input determination module 420
specifically configured to determine the target input data
corresponding to the target operation according to the avail-
able storage capacity of the first memory and the target
operation.

Optionally, the target operation may include one or more
operations, and each operation corresponds to sub-target
input data. The output determination module 420 may
turther include a fusion determination unit 421 and an 1nput
determination unit 422. The fusion determination unit 421
may be configured to determine a count of operations that
can be fused and obtain a threshold of the count of fusion
according to the available storage capacity of the first
memory and a fusion attribute of each operation to be
processed; and the mput determination unit 422 may be
configured to take a certain count of combinations of the
operations that can be fused as the target operations, where
the certain count 1s less than or equal to the threshold of the
count of fusion; and take the sub-target mnput data corre-
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sponding to a certain count of operations that as the target
input data corresponding to the target operation.

Optionally, the operation to be processed 1s a neural
network operation containing a plurality of operation layers,
where each operation layer represents an operation; and the
fusion determination unit 421 may be further configured to
determine the fusion attribute of each operation according to
a connection relationship of each operation layer of the
neural network operation.

Optionally, the target operation may include one or more
sub-target operations, and each of the sub-target operation
corresponds to one of the target input data, where the input
data corresponding to the target operation may include a
plurality of mput data blocks, the count of the target input
data corresponding to the target operation 1s one or more,
and each target input data may include one or more of the
iput data blocks. The mput determination module may be
turther configured to determine a target storage capacity
required for each sub-target operation according to a data
volume of the target mput data and a data volume of the
target output data of each sub-target operation. The input
determination module may be further configured to deter-
mine a remaining storage capacity of the first memory
according to the available storage capacity of the first
memory and the target storage capacity required for the
current sub-target operation. The mput determination mod-
ule may be further configured to determine the count of the
sub-target operations according to the remaining storage
capacity of the first memory and the target storage capacity
required for other sub-target operations other than the cur-
rent sub-target operation.

Optionally, the target input data may include the first
target input data and the second target input data. The input
determination module 420 may be further configured to
determine the first target mput data corresponding to the
primary memory and the second target input data corre-
sponding to each secondary memory according to a preset
operation allocation rule. The storage allocation module 440
may be further configured to determine a storage address of
the first target input data in the primary memory according,
to the available storage capacity of the primary memory and
the data volume of the first target input data; and determine
the storage address of each second target input data in the
secondary memory according to the available storage capac-
ity of each secondary memory and the corresponding data
volume of the second target input data respectively.

Optionally, the target output data may include the first
target output data and the second target output data. The
output determination module 430 may be further configured
to determine the first target output data and the storage
address of the first target output data 1n the primary memory
according to the target operation and the first target iput
data, determine each second target output data and the
storage address ol each second target output data in the
corresponding secondary memory according to the target
operation and each second target input data, and determine
the storage address of each second target output data in the
primary memory according to each second target output
data.

Optionally, the storage allocation module 440 may be
turther configured to store the second target output data into
the secondary memory corresponding to the secondary pro-
cessing circuit when other target operations performed on
the secondary processing circuit need to use the second
target output data. Further, the storage allocation module
440 may be configured to store the target output data into the
primary memory and the second memory respectively, when
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the target output data of the target operation 1s the imput data
ol other operation after the target operation.

It should be clear that the working principle of the device
1s consistent with the execution process of each step in the
above methods. Please refer to the description above for
details, which are not described herein again.

The present disclosure may further provide a computer
readable storage medium storing a computer program. The
steps of any one of the method provided by the present
disclosure may be implemented when the computer program
1s executed by the processor. Specifically, the following
steps may be implemented when the computer program 1s
executed by the processor:

obtaining the available storage capacity of the first

memory and the target operation;
determiming the target input data corresponding to the
target operation according to the target operation and
the available storage capacity of the first memory,
where the target input data may be part or all of input
data corresponding to the target operation;

determining, according to the target operation and the
target mput data, the target output data of the target
operation; and

storing, 1f the target output data of the target operation 1s

the mput data of other operation aiter the target opera-
tion, the target output data of the target operation into
the first memory, where the first memory 1s close to a
Processor.

Further, the processor may be a primary-secondary struc-
ture ncluding the primary processing circuit and the sec-
ondary processing circuit. At this time, the following steps
may be implemented when the computer program 1s
executed by the processor:

obtaining the available storage capacity of a primary

memory, the available storage capacity of a secondary
memory, and the target operation;
determining the target mput data corresponding to the
target operation according to the available storage
capacity of the primary memory, the available storage
capacity of the secondary memory, and the target
operation, where the target input data 1s part or all of the
input data corresponding to the target operation;

determiming the target output data corresponding to the
target operation according to the target operation and
the target input data; and

storing, 1f the target output data of the target operation 1s

the mput data of other operation aiter the target opera-
tion, the target output data of the target operation 1nto
the primary memory.

It should be noted that the process ol executing the
computer program by the processor 1s consistent with the
execution process of each step of the above methods. Please
refer to the description above for details, which are not
described herein again.

The technical features in diflerent examples may be freely
combined. In order to simplity the description, all possible
combinations of the technical features of the embodiments
are not described. However, as long as there 1s no contra-
diction between the combinations of these technical fea-
tures, they shall fall within the scope of protection of the
disclosure.

The above embodiments only show several implementa-
tion methods of this disclosure, which are described in a
more speciiic and detailed way, but cannot be interpreted as
a restriction on the scope of the present disclosure. It should
be indicated that one of ordinary skill in the art may make
some variations and improvements within the i1dea of the




US 11,966,583 B2

33

disclosure, and these variations and improvements are
within the scope of protection claimed by the present
disclosure. Therefore, the scope of protection claimed by the
present disclosure shall be subject to the attached claims.

What 1s claimed 1s:

1. A data pre-processing method, comprising:

obtaining an available storage capacity of a first memory

and a target operation;
determining, according to the target operation and the
available storage capacity of the first memory, target
input data corresponding to the target operation;

determining, according to the target operation and the
target mput data, target output data of the target opera-
tion; and

storing, 11 an intermediate computation result output by a

current operation in the target operation 1s required as
the mput data of another operation 1n the target opera-
tion, the intermediate computation result of the current
operation into the first memory;

wherein the target operation includes one or more opera-

tions, each operation represents an operation layer in a
neural network, the target operation i1s obtained by
fusing a plurality of operation layers having a data
dependence relationship 1n a depth direction of the
neural network; and

wherein a number of operation layers in the plurality of

operation layers to be fused in the target operation 1s
determined based on the available storage capacity of
the first memory and on a requirement that an inter-
mediate computation result output by any operation in
the target operation can be stored in the first memory.

2. The data pre-processing method of claim 1, further
comprising;

storing the target output data of the target operation into

a second memory;

wherein a storage capacity of the first memory 1s smaller

than a storage capacity of the second memory.
3. The data pre-processing method of claim 1, wherein the
input data of the target operation comprises the input data of
cach operation included 1n the target operation, each opera-
tion corresponds to sub-target input data; and the determin-
ing of the target mput data corresponding to the target
operation according to the available storage capacity of the
first memory and the target operation includes:
determining a count of operations that can be fused and
obtaining a threshold of a count of fusion according to
the available storage capacity of the first memory and
a fusion attribute of each operation to be processed;

combining a selected number of the operations that can be
fused to form the target operation wherein the selected
number 1s less than or equal to the threshold of the
count of fusion; and

setting sub-target input data corresponding to the selected

number of operations that can be fused as the target
input data corresponding to the target operation.

4. The data pre-processing method of claim 3, further
comprising:

storing, 11 an intermediate computation result output by a

current operation 1s required as the mput data of
another operation, the mntermediate computation result
output by the current operation into the first memory, or
the intermediate computation result output by the cur-
rent operation into the first memory and the second
memory.

5. The data pre-processing method of claim 1, wherein the
input data corresponding to the target operation includes a
plurality of input data blocks, each target input data includes
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one or more of the input data blocks, and a count of the target
input data corresponding to the target operation 1s one or
more.

6. The data pre-processing method of claim 5, wherein
cach operation included 1n the target operation corresponds
to one of the target input data; and the data pre-processing
method further includes:

determiming, according to a data volume of the target
input data and a data volume of the target output data
of each operation respectively, a target storage capacity
required for each operation;

determiming, according to the available storage capacity
of the first memory and the target storage capacity
required for a current operation, a remaining storage
capacity of the first memory; and

determining, according to the remaining storage capacity
of the first memory and the target storage capacity
required for other operations other than the current
operation, a count of the operations in the target opera-
tion.

7. The data pre-processing method of claim 6, further

comprising;

storing, 1f there 1s an 1ntersection between the target input
data of one or more of the operations, the intersection
between the target mput data of one or more of the
operations into the first memory.

8. The data pre-processing method of claim 1, further

comprising:

storing, if an operation interval between other operation
after the target operation and the target operation is
within a preset range, the target output data into the first
memory.

9. The data pre-processing method of claim 1, further

comprising;

determining, according to a data volume of the target
input data of the target operation, a storage address of
the target input data 1n the first memory; and

determining, according to a data volume of the target
output data of the target operation, a storage address of
the target output data 1n the first memory.

10. The data pre-processing method of claim 9, further

comprising:

allocating a part or all of the storage address of the target
input data corresponding to the target operation to the
target output data of the target operation when the
target operation 1s completed, 1 other operations after
the target operation do not need to use the target input
data of the target operation.

11. A data pre-processing device, comprising:

a storage capacity obtaining circuit configured to obtain
an available storage capacity of a first memory, and a
target operation;

an mput determination circuit configured to determine
target input data corresponding to the target operation
according to the target operation and the available
storage capacity of the first memory;

an output determination circuit configured to determine
target output data corresponding to the target operation
according to the target operation and the target mput
data; and

a storage allocation module configured to store the inter-
mediate computation result of the current operation into
the first memory when an intermediate computation
result output by a current operation in the target opera-
tion 1s required as the input data of another operation in
the target operation;
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wherein the target operation includes one or more opera-
tions, each operation represents an operation layer in a
neural network, the target operation i1s obtained by
fusing a plurality of operation layers having data
dependence relationship in a depth direction of the
neural network; and

wherein a number of operation layers 1n the plurality of
operation layers to be fused in the target operation 1s
determined based on the available storage capacity of
the first memory and a data volume of the target input
data and on a requirement that an intermediate com-
putation result output by any operation 1n one or more
operations fused 1n the target operation can be stored 1n
the first memory.

12. The data pre-processing device of claim 11, wherein
the mput data of the target operation comprises the input
data of each operation included 1n the target operation, each
of the operations corresponds to a sub-target input data; and
the output determination circuit further includes:

a fusion determination umt configured to determine a
count of operations that can be fused and obtain a
threshold of a count of fusion according to the available
storage capacity of the first memory and a fusion
attribute of each operation to be processed; and

an mmput determination unit configured to combine a
selected number of operations that can be fused to form
the target operation, wherein the selected number 1s less
than or equal to the threshold of the count of fusion; and
set sub-target mput data corresponding to the selected
number ol operations that can be fused as the target
input data corresponding to the target operation.

13. The data pre-processing device of claim 12, wherein
the storage allocation circuit 1s further configured to, 1f an
intermediate computation result output by a current opera-
tion 1s required as the mput data of another operation, store
the intermediate computation result output by the current
operation into the first memory, or store the intermediate
computation result output by the current operation into the
first memory and the second memory.

14. The data pre-processing device of claim 11, wherein
cach operation included 1n the target operation corresponds
to one of the target mput data; wherein all the input data
corresponding to the target operation includes a plurality of
input data blocks, each of the target input data includes one
or more ol the mput data blocks, and a count of the target
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input data corresponding to the target operation 1s one or
more; and the mput determination circuit 1s further config-
ured to:

determine a target storage capacity required for each

operation according to a data volume of the target input
data and a data volume of the target output data of each
operation respectively;

determine a remaining storage capacity of the first

memory according to the available storage capacity of
the first memory and the target storage capacity
required for a current operation; and

determine a count of the operation according to the

remaining storage capacity of the first memory and the
target storage capacity required for other sub-target
operations other than the current operation.

15. The data pre-processing device of claim 14, wherein
the storage allocation circuit 1s further configured to, if there
1s an intersection of the target input data of one or more of
the operations, store the intersection between the target input
data of one or more of the operations into the first memory.

16. The data pre-processing device of claim 11, wherein
the storage allocation circuit 1s further configured to:

determine a storage address of the target input data 1n the

first memory according to a data volume of the target
input data of the target operation;

determine a storage address of the target output data 1n the

first memory according to a data volume of the target
output data of the target operation; and

allocate a part or all of the storage address of the target

input data corresponding to the target operation to the
target output data of the target operation when the
target operation 1s completed, 11 other operations after
the target operation do not need to use the target input
data of the target operation.

17. A computer device comprising a first memory, a
second memory, and a processor; the first memory and the
second memory are capable of reading and writing data; and
the first memory or the second memory 1s configured to store
a computer program, wherein the steps of the data pre-
processing method of claim 1 are implemented when the
processor executes the computer program.

18. A non-transitory computer readable storage medium
storing a computer program, wherein the steps of the data
pre-processing method of claim 1 are implemented when the
computer program 1s executed by a processor.
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