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1

INTERMEDIARY CLIENT RECONNECTION
TO A PREFERRED SERVER IN A HIGH
AVAILABILITY SERVER CLUSTER

BACKGROUND

The present invention relates to server clusters, and more
specifically, to intermediary client reconnection to a pre-
ferred server 1n a high availability server cluster.

A cluster of servers work together to perform tasks that
are controlled and scheduled by software. High availability
clusters are groups of servers that support server applica-
tions that can have a high reliability with a minimum amount
of down-time. The clusters operate by using high availability
soltware to harness redundant servers in clusters that pro-
vide continued service when system components fail.

Client systems of users send requests to a server cluster
via the internet to a load balancer that distributes application
traflic across the servers 1n a cluster. The load balancer
provides high availability and reliability by sending requests
only to servers that are online.

An intermediary client system, such as a transaction
gateway or application programming interface (API) gate-
way, may offer high availability support for client systems
using the server cluster. Persistent connections may be
established by the intermediary client system with a
sequence ol messages that exchange its capabilities with the
server system 1t connects to, which in turn returns 1ts own
capabilities. The connection then persists until 1t 1s closed by
either system, or as the result of a communications error
occurring.

SUMMARY

Aspects of the present invention are defined in the
attached claims.

According to an embodiment of the present invention, a
computer-implemented method for intermediary client
reconnection to a preferred server 1n a high availability
server cluster 1s disclosed. The computer-implemented
method includes monitoring a persistent connection of a
logical connection to a preferred server to identily an
unavailability of the preferred server. The computer-imple-
mented method further includes establishing a temporary
persistent connection for the logical connection to an avail-
able server to replace an unavailable preferred server,
wherein the temporary persistent connection uses the main
connection pool. The computer-implemented method further
includes prompting attempts to reconnect to the preferred
server at iterval. The computer-implemented method fur-
ther includes providing a connection switching pool and
simultaneously re-establishing a persistent connection with
the preferred server for the logical connection using the
connection switching pool while terminating the temporary
persistent connection to the available server. The connection
switching pool and a main connection pool used by the
persistent connection allow for simultaneously maintaining
two connections to different servers in a same server cluster
for the logical connection.

According to another embodiment of the present mnven-
tion, a computer system for intermediary client reconnection
to a preferred server 1n a high availability server cluster 1s
disclosed. The computer system includes one or more com-
puter processors, one or more computer readable storage
media, and computer program 1nstructions, the computer
program 1nstructions being stored on the one or more
computer readable storage media for execution by the one or
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more computer processors. The program instructions
include 1nstructions to monitor a persistent connection of a

logical connection to a preferred server to identily an
unavailability of the preferred server. The program instruc-
tions further include instructions to establish a temporary
persistent connection for the logical connection to an avail-
able server to replace an unavailable preferred server,
wherein the temporary persistent connection uses the main
connection pool. The program instructions further include
instructions to prompt attempts to reconnect to the preferred
server at intervals. The program instructions further include
istructions to provide a connection switching pool and
simultaneously re-establishing a persistent connection with
the preferred server for the logical connection using the
connection switching pool while terminating the temporary
persistent connection to the available server. The connection
switching pool and a main connection pool used by the
persistent connection allow for simultaneously maintaiming,
two connections to different servers in a same server cluster
for the logical connection.

According to a further embodiment of the present inven-
tion a computer program product for intermediary client
reconnection to a preferred server i a high availability
server cluster. The computer program product includes one
or more computer readable storage media and program
istructions stored on the one or more computer readable
storage media. The program instructions include instructions
to monitor a persistent connection of a logical connection to
a preferred server to i1dentily an unavailability of the pre-
terred server, wherein the persistent connection uses a main
connection pool. The program 1instructions further include
instructions to establish a temporary persistent connection
for the logical connection to an available server to replace an
unavailable preferred server, wherein the temporary persis-
tent connection uses the main connection pool. The program
instructions further include instructions to prompt attempts
to reconnect to the preferred server at intervals. The program
instructions further include instructions to provide a con-
nection switching pool and simultaneously re-establishing a
persistent connection with the preferred server for the logi-
cal connection using the connection switching pool while
terminating the temporary persistent connection to the avail-
able server. The connection switching pool and a main
connection pool used by the persistent connection allow for
simultaneously maintaining two connections to different
servers 1n a same server cluster for the logical connection.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the present imvention will now be
described, by way of example only, with reference to the
accompanying drawings:

FIG. 1 1s a block diagram of an example embodiment of
a system 1n accordance with the present invention;

FIG. 2A 15 a flow diagram of an example embodiment of
a method 1n accordance with the present invention;

FIG. 2B 1s a flow diagram of another example embodi-
ment of a method 1n accordance with the present invention;

FIGS. 3A to 3G are block diagrams 1llustrating a series of
states of an example embodiment of a method 1n accordance
with the present mvention;

FIG. 4 1s an example embodiment of a system 1n accor-
dance with the present invention; and

FIG. 5 1s a block diagram of an example embodiment of
a computing environment for the execution of at least some
of the computer code 1nvolved 1n performing the present
invention.
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It will be appreciated that for simplicity and clarity of
illustration, elements shown 1n the figures have not neces-
sarily been drawn to scale. For example, the dimensions of
some of the elements may be exaggerated relative to other
clements for clarity. Further, where considered appropnate,

reference numbers may be repeated among the figures to
indicate corresponding or analogous features.

DETAILED DESCRIPTION

Embodiments of a method, system, and computer pro-
gram product are provided for intermediary client reconnec-
tion to a preferred server 1n a high availability server cluster.

Embodiments of the present invention recognize the need
for a client can seamlessly reconnect to a preferred server
within a high availability cluster after a server suflers an
outage or 1s restarted. The described method, system, and
computer program product provide seamless reconnection to
a preferred server for an intermediary client system 1n a high
availability server cluster. The intermediary client system
acts as an itermediary for a set of remote clients that route
work to server systems. The intermediary client system has
information of the server cluster members which the remote
clients do not have.

The mtermediary client system connects to the server
cluster with persistent or long-lived connections that provide
sessions used by remote clients. The described method
handles such persistent connections to ensure that they are
not skewed away from a preferred server of the intermediary
client system.

An 1mterconnectivity protocol provides the ability to con-
trol which client systems can connect to a cluster of server
regions based on supplied connection parameters and
enables each system to confirm the identity of its partner.
The protocol may have a capability exchange tlow request to
establish a persistent connection between client and server
systems. A capability exchange flow request and response
for connection using the protocol 1s used in the described
method to determine i1f a reconnection request 1s to a
preferred server. A persistent connection has a defined
number of sessions, each session can be used by one remote
client request at a time. Once a remote client request has
finished with a session 1t 1s reused by another remote client
request.

The preferred server reconnection 1s an improvement in
the technical field of providing high availability computer
transactions to client systems by a server cluster. Embodi-
ments of the present invention can be implemented without
making changes to the Internet Protocol (IP) loading bal-
ancing layer or requiring any changes to the service inira-
structure.

In the described method and system, an intermediary
client system opens a persistent connection to a server
member within a highly available cluster of server systems.
If this connection 1s found not to be to the intermediary
client’s preferred server, the intermediary client system can
reconnect to the preferred server at a later point mn time
without disconnecting a current server. The intermediary
client system may then seamlessly phase out requests run-
ning 1n the current server whilst routing any new requests to
the preferred server. This method allows individual servers
to be recycled without interfering with the intermediary
client’s ability to use the server cluster, and then allows an
intermediary client’s preference to be resolved later on.

Embodiments of the present invention are designed as an
extension to the high availability support 1n the CICS IPIC
protocol. IP interconnectivity (IPIC) 1s a type of itercom-
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munication link that enables you to integrate CICS-to-CICS
communications 1nto an IP infrastructure and use the secure
sockets layer (SSL) to provide security. When using IPIC,
connections between middleware components persistent
connections are established by a client system with a
sequence ol messages that exchange its capabilities with the
server system 1t connects to, which in turn returns its own
capabilities. This sequence 1s known as the CAPEX. The
connection then persists until it 1s closed by either system,
or as the result of a communications error occurring.

Referring to FIG. 1, a block diagram 100 shows an
example embodiment of a system for intermediary client
reconnection to a preferred server 1 a high availability
server cluster.

An 1intermediary client system 110 1s provided for
requests from remote clients 101-103 to a high availability
server cluster 130. The mtermediary client system persistent
connections to the server cluster 130 are handled by a load
balancer 140 that uses 1ts standard algorithms to decide
which 1s the most suitable server 131-133 1n the cluster 130
for a connection 1n order to distribute and balance network
or application traflic across the servers.

The intermediary client system 110 includes a main
connection pool 112 for requests to a persistent connection
with a server and a connection switching pool 114 that
allows two persistent connections to be open 1n parallel for
one logical connection. The concept provides two connec-
tions to one logical server, with each connection providing
a pool of reusable sessions.

The use of a main connection pool 112 and a connection
switching pool 114 enables an overlap of server connections
in order to reconnect to a preferred server without losing
connection for the logical connection of the mntermediary
client system 110. A connection switch status of the logical
connection 1s used to determine whether a reconnection
attempt 1s required and 1s used 1n managing the dual con-
nections that can underlie the single logical connection when
switching connections.

The described system 1ncludes a connection switch man-
ager 120 at the intermediary client system 110 for providing
the described client reconnection to a preferred server 131 1n
the cluster 130. The connection switch manager 120
includes a server preference component 124 for configured
client preferences and a reconnection timer 122 that may be
configured to time reconnection requests to a preferred
server. This allows the system to provide the ability to return
to use of a preferred server within a high availability
environment.

The solution i1s localized 1n the intermediary client layer
and the load balancer 1s always used for connection distri-
bution. The preference for the server aflinity may be set at
different levels, for example, Internet Protocol address, port,
or server identifier.

Retferring to FIG. 2A, a flow diagram 200 shows an
example embodiment of the described computer-imple-
mented method carried out at an intermediary client system
by a connection switch manager.

The method begins by providing 201 configuration crite-
ria or rules to define one or more preferred servers for the
intermediary client. This may be a static configuration file
using predefined connection metadata. Additional informa-
tion may be obtained regarding the servers to determine a
preferred server.

The method monitors 202 a current persistent connection
of the intermediary client to a preferred server to determine
203 when the preferred server becomes unavailable. The
current persistent connection to a preferred server uses a
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main connection pool at the mtermediary client system to
handle requests from remote clients.

The method establishes 204 a temporary persistent con-
nection to an available server selected by a high availability
Internet Protocol (IP) load balancer to replace the unavail-
able preferred server. The load balancer uses 1ts standard
algorithms to decide which is the most suitable server within
the server cluster and directs the connection request to that
server. The temporary persistent connection uses the main
connection pool.

The method prompts 205 attempts to reconnect to the
preferred server at intervals. Attempts to reconnect to the
preferred server are carried out via the load balancer and
may use a capability request tlow request of an intercon-
nectivity protocol for connection to the server cluster.

Prompting attempts to reconnect to the preferred server
may 1nclude using a reconnection timer and making a
reconnection request to the preferred server when the recon-
nection timer expires. This includes analyzing a response
from the load balancer to a reconnection request to deter-
mine 1f the response 1s for connection to a preferred server
with the load balancer using a load balancing algorithm to
select the server. In an embodiment, analyzing a response
includes determining if the response meets the criteria. A
proposed connection may be checked to see 11 it matches the
preferred server and, 1f it 1s not the preferred server, the
reconnection timer may be restarted without a change to the
server. I1 1t 1s the preferred server, a new persistent connec-
tion 1s made to the preferred server.

The method provides 206 a connection switching pool
and reestablishing a persistent connection with the preferred
server uses the connection switching pool with new requests
allocated 207 to the connection switching pool for the
preferred server. The connection switching pool and the
main connection pool provide two connections to servers in
the same server cluster for one logical connection. A status
of the logical connection may be provided to define whether
client requests are handled by the connection switching pool
or the main connection pool.

The method monitors 208 the draining of requests using
the main connection pool going to the available server and,
once the requests are drained, the method closes the tem-
porary persistent connection.

The method ends after moving 209 the persistent connec-
tion with the preferred server to the main connection pool
from the connection switching pool to return to the initial
state of a persistent connection to the preferred server using
the main connection pool.

Referring to FIG. 2B, a flow diagram 220 shows an
example embodiment of the described computer-imple-
mented method in terms of the persistent connections to the
servers. The method beings by referencing 221 configuring
rules for one or more preferred server(s) for a client.

For a single logical connection between an intermediary
client system and a server cluster, a preferred connection 1s
established 222 to a preferred server. The preferred connec-
tion uses a main connection pool for requests with the
logical connection having a “normal” status.

It may be determined 223 if the connection to the pre-
ferred server becomes unavailable by monitoring the con-
nection. If the connection becomes unavailable, a temporary
connection 1s established 224 using the load balancer to a
different available server for the single logical connection
(223 “YES” branch). If the connection 1s available, the
preferred connection 1s established 222 to a preferred server
(223 “NO” branch). The temporary connection uses the
main connection pool for requests and the logical connection
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has a “transient” connection status. A reconnection timer 1s
started 225 and when the reconnection timer ends, a new
reconnection request 1s made 226 to the load balancer to
connect to a new server. The method may determine 227 1f
the preferred server 1s available. IT 1t 1s not available, the
method may restart the reconnection timer 223 (227 “NO”
branch).

When the preferred server i1s available, a new preferred
connection 1s established 228 with the preferred server (227
“YES” branch). Requests to the new preferred connection
use a connection switching pool with all new requests going
to this connection switching pool for the preferred server.
The logical connection has a “switching” connection status.

The temporary connection in the “switching” state drains
229 requests to the available server using the main connec-
tion pool. It may be determined 230 1f there are any
remaining requests 1 the main connection pool for the
temporary connection. If i1t 1s determined there i1s one or
more remaining requests i the main connection pool for the
temporary connection, returning to state drains 229 requests
to the available server using the main connection pool (230
“YES” branch). Once there are no more requests, the
method may close 231 the temporary connection (230 “NO”
branch). The new preferred connection to the preferred
server 1s moved 232 from the connection switching pool to
the main connection pool and the status of the logical
connection 1s changed from “switching” connection status to
“normal” connection status.

Retferring to FIGS. 3A to 3G, schematic diagrams 301-
307 show an example embodiment of the described method
of reconnection to a preferred server 1n a high availability
server cluster. The intermediary client system 110 1s shown
in each diagram with the main connection pool 112 and a
connection switching pool 114 as well as a connection
switch manager 120 with a reconnection timer 122.
Requests 150 from remote clients are handled by the inter-
mediary client system 110. A load balancer 140 balances
persistent connections to servers 1n a server cluster including
a preferred server 131 and an available server 132.

The mtermediary client 1s configured with rules to define
preferred server(s). This preference 1s defined 1n a static
configuration file using pre-defined connection metadata
such as an IP address/port. However, this preference may use
other information data provided by the partner in 1ts con-
nection response, such as a server application identifier. The
intermediary client may also obtain additional information
about the server to determine if the server 1s the preferred
destination via third party application programming inter-
taces (APIs) such as a workload manager health service or
the server’s listening port’s Transier Control Protocol/Inter-
net Protocol (TCP/IP) target server responsiveness or server
elliciency value.

Referring to FIG. 3A, the mtermediary client system 110
sends a normal connection request 311 for a logical con-
nection to a high availability endpoint via the load balancer
140. The load balancer 140 uses 1ts standard algorithms to
decide which 1s the most suitable server, such as preferred
server 131 within the cluster and directs the connection
request to that server. The preferred server 131 returns
information in 1ts connection response about 1ts specific 1P
endpoint which the mtermediary client system 110 should
use for further connectivity. The intermediary client system
110 establishes a connection to the preferred server 131
using the specific IP endpoint and allows work to flow to it.
In this scenario, the connected server 1s the preferred server
131. The logical connection status 1s “normal” connection

310.
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Referring to FIG. 3B, if the connection to the preferred
server 131 becomes unavailable 321, the intermediary client
system 110 establishes a new connection 322 to another
available server 132 1n the cluster using the load balancer’s
standard algorithm to decide which 1s the most suitable
server within the cluster. The reconnection timer 122 1s
started. The intermediary client system 110 enters the “tran-
sient” connection status 320.

Referring to FIG. 3C, when the reconnection timer 122
interval expires, the intermediary client system 110 sends a
connection request 323 to the high availability endpoint via
the load balancer 140. The load balancer 140 uses its
standard algorithms to decide which 1s the most suitable
server within the cluster and directs the connection request
to that server. The server returns iformation 1n 1ts connec-
tion response about 1ts specific IP endpoint. If the specific IP
endpoint 1n the server’s response does not match the pre-
terred server 131, the logical connection remains 1 “tran-
sient” connection status 320. Work continues to flow to the
available server 132 whilst the preferred server 131 1is
unavailable. When the reconnection timer 122 interval
expires again, this 1s repeated.

If in FIG. 3A, the initial connection 1s not made to the
preferred server 131, the method may start in the “transient™
connection status of FIG. 3C and may attempt reconnections
until 1t connects with the preferred server 131.

Referring to FIG. 3D, if the specific IP endpoint 1n the
server’s response to the request 341 matches the preferred
server 131 (as the preferred server 131 1s now available), the
logical connection enters “switching” connection status 340.

Referring to FIG. 3E, when the logical connection enters
the “switching” connection status 340, the connection 342 to
the preferred server’s specific IP endpoint causes the inter-
mediary client system 110 to have two connections to
servers 1n the same cluster, for the single logical connection.
The new connection 342 to the preferred server 131 uses a
connection switching pool 114 to manage the underlying
sessions used for individual requests. The connection
switching pool 114 is separate to the main connection pool
112 used for existing server connections 322 to the available
server 132.

Referring to FIG. 3F, any new transaction requests 150 to
the server cluster in the logical connection now always
allocate sessions from the connection switching pool 114
and the main connection pool 112 1s allowed to drain 343
any inilight requests.

Referning to FIG. 3G, after each request to the server
completes, the connection switch manager 120 checks the
main connection pool 112 active request count and deter-
mines 1 there are any requests still 1n tlight using sessions
from the main connection pool. I the count 1s zero, then a
connection termination processing is mitiated to close down
the connection to the IP endpoint associated with the main
connection pool 112. Once the connection to the IP endpoint
1s successiully closed, the connection switch manager 120
moves the connection 351 from the connection switching
pool 114 to the main connection pool 112. The logical
connection 1s now back 1n “normal” connection status 350
and connected to the preferred server 131.

Referring to FIG. 4, a block diagram shows an example
embodiment of an itermediary client system 110 including
a connection switch manger 120.

The mtermediary client system 110 includes at least one
processor 401, a hardware module, or a circuit for executing,
the functions of the described components which may be
software units executing on the at least one processor.
Multiple processors running parallel processing threads may
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be provided enabling parallel processing of some or all of
the functions of the components. Memory 402 may be
configured to provide computer mstructions (“‘comp. Inst”)
403 to the at least one processor 401 to carry out the
functionality of the components.

The connection switch manger 120 includes a preferred
server connection component 411 for monitoring a persistent
connection to a preferred server to identily an unavailability
of the preferred server. The connection switch manger 120
includes a temporary connection component 412 for estab-
lishing and monitoring a temporary persistent connection to
an available server selected by a load balancer to replace the
unavailable preferred server.

The connection switch manger 120 1ncludes a reconnec-
tion prompting component 420 for prompting attempts to
reconnect to the preferred server at intervals via the load
balancer. The reconnection prompting component 420
includes a response analyzing component 421 for analyzing
a response from the load balancer to a reconnection request
to determine 1t the response 1s for connection to a preferred
server, where the load balancer uses a load balancing algo-
rithm to select the server. The reconnection prompting
component 420 also includes a reconnection timer 122 for
prompting a reconnection request to the preferred server
when a reconnection time expires and resetting the recon-
nection timer when the reconnection 1s not to the preferred
server. The reconnection prompting component 420 may use
a capability request flow request of an interconnectivity
protocol for connection to the server cluster.

The connection switch manger 120 1includes a connection
switching pool providing component 413 for providing a
connection switching pool 114 at the intermediary client
system 110. The connection switching pool 114 and a main
connection pool 112 provide two connections to servers in
the same server cluster for one logical connection.

The connection switch manger 120 includes a preferred
server connection re-establishing component 418 for re-
establishing a persistent connection with the preferred server
for the logical connection using the connection switching

pool whilst terminating the temporary persistent connection
to the available server.

The connection switch manger 120 includes a draining
monitoring component 417 for monitoring draining of
requests using the main connection pool 112 to the available
server and closing of the temporary persistent connection.
The connection switch manger 120 includes a connection
moving component 414 for moving a persistent connection
with the preferred server to the main connection pool 112
from the connection switching pool 114 when all temporary
persistent connection requests have been drained from the
main connection pool 112.

The connection switch manger 120 includes a server
preference component 124 for configuring criteria to define
one or more preferred servers for the intermediary client
system as a static configuration file using connection meta-
data and providing the configured criteria to define one or
more preferred servers for the intermediary client system.
The server preference component 124 may obtain additional
information regarding the available servers to determine one
or more preferred servers.

The connection switch manger 120 includes a logical
connection status component 416 for providing and updat-
ing a status of the logical connection to define whether a
reconnection attempt 1s required and for managing remote
client requests to the two connections using the connection
switching pool 114 and the main connection pool 112.
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Various aspects of the present disclosure are described by
narrative text, flowcharts, block diagrams of computer sys-
tems and/or block diagrams of the machine logic included in
computer program product (CPP) embodiments. With
respect to any flowcharts, depending upon the technology
involved, the operations can be performed 1n a different
order than what 1s shown 1n a given tlowchart. For example,
again depending upon the technology mmvolved, two opera-
tions shown in successive tlowchart blocks may be per-
formed 1n reverse order, as a single integrated step, concur-
rently, or 1n a manner at least partially overlapping in time.

A computer program product embodiment (“CPP embodi-
ment” or “CPP”) 1s a term used in the present disclosure to
describe any set of one, or more, storage media (also called
“mediums”) collectively included 1n a set of one, or more,
storage devices that collectively include machine readable
code corresponding to instructions and/or data for perform-
ing computer operations specified 1n a given CPP claim. A
“storage device” 1s any tangible device that can retain and
store 1nstructions for use by a computer processor. Without
limitation, the computer readable storage medium may be an
clectronic storage medium, a magnetic storage medium, an
optical storage medium, an electromagnetic storage
medium, a semiconductor storage medium, a mechanical
storage medium, or any suitable combination of the forego-
ing. Some known types of storage devices that include these
mediums 1include: diskette, hard disk, random access
memory (RAM), read-only memory (ROM), erasable pro-
grammable read-only memory (EPROM or Flash memory),
static random access memory (SRAM), compact disc read-
only memory (CD-ROM), digital versatile disk (DVD),
memory stick, tloppy disk, mechanically encoded device
(such as punch cards or pits/lands formed 1n a major surface
of a disc) or any suitable combination of the foregoing. A
computer readable storage medium, as that term 1s used 1n
the present disclosure, 1s not to be construed as storage 1n the
form of transitory signals per se, such as radio waves or
other freely propagating electromagnetic waves, electro-
magnetic waves propagating through a wavegude, light
pulses passing through a fiber optic cable, electrical signals
communicated through a wire, and/or other transmission
media. As will be understood by those of skill in the art, data
1s typically moved at some occasional points in time during
normal operations of a storage device, such as during access,
de-fragmentation or garbage collection, but this does not
render the storage device as transitory because the data 1s not
transitory while 1t 1s stored.

Referring to FIG. 5, computing environment 500 contains
an example of an environment for the execution of at least
some of the computer code involved in performing the
inventive methods, such as connection switch manager code
600. In addition to block 600, computing environment 500
includes, for example, computer 501, wide area network
(WAN) 502, end user device (EUD) 503, remote server 504,
public cloud 505, and private cloud 506. In this embodiment,
computer 501 includes processor set 510 (including pro-
cessing circuitry 520 and cache 521), communication fabric
511, volatile memory 512, persistent storage 513 (including
operating system 522 and block 600, as i1dentified above),
peripheral device set 514 (including user interface (UI)

device set 523, storage 524, and Internet of Things (IoT)
sensor set 325), and network module 515. Remote server
504 1includes remote database 530. Public cloud 5035
includes gateway 340, cloud orchestration module 541, host
physical machine set 342, virtual machine set 543, and
container set 544.
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COMPUTER 501 may take the form of a desktop com-
puter, laptop computer, tablet computer, smart phone, smart
watch or other wearable computer, mainiframe computer,
quantum computer or any other form of computer or mobile
device now known or to be developed 1n the future that 1s
capable of runming a program, accessing a network or
querying a database, such as remote database 330. As 1s well
understood 1n the art of computer technology, and depending
upon the technology, performance of a computer-imple-
mented method may be distributed among multiple comput-
ers and/or between multiple locations. On the other hand, 1n
this presentation of computing environment 500, detailed
discussion 1s focused on a single computer, specifically
computer 501, to keep the presentation as simple as possible.
Computer 501 may be located 1n a cloud, even though it is
not shown 1n a cloud in FIG. 5. On the other hand, computer
501 1s not required to be 1n a cloud except to any extent as
may be aflirmatively indicated.

PROCESSOR SET 510 includes one, or more, computer
processors of any type now known or to be developed 1n the
future. Processing circuitry 320 may be distributed over
multiple packages, for example, multiple, coordinated inte-
grated circuit chips. Processing circuitry 520 may imple-
ment multiple processor threads and/or multiple processor
cores. Cache 521 1s memory that 1s located 1n the processor
chip package(s) and 1s typically used for data or code that
should be available for rapid access by the threads or cores
running on processor set 510. Cache memories are typically
organized into multiple levels depending upon relative prox-
imity to the processing circuitry. Alternatively, some, or all,
of the cache for the processor set may be located “off chip.”
In some computing environments, processor set 310 may be
designed for working with qubits and performing quantum
computing.

Computer readable program instructions are typically
loaded onto computer 501 to cause a series ol operational
steps to be performed by processor set 510 of computer 501
and thereby eflect a computer-implemented method, such
that the instructions thus executed will instantiate the meth-
ods specified 1n flowcharts and/or narrative descriptions of
computer-implemented methods included 1n this document
(collectively referred to as “the inventive methods™). These
computer readable program instructions are stored in various
types of computer readable storage media, such as cache 521
and the other storage media discussed below. The program
istructions, and associated data, are accessed by processor
set 510 to control and direct performance of the mventive
methods. In computing environment 500, at least some of
the 1nstructions for performing the inventive methods may
be stored in block 600 1n persistent storage 513.

COMMUNICATION FABRIC 511 1s the signal conduc-
tion path that allows the various components of computer
501 to communicate with each other. Typically, this fabric 1s
made of switches and electrically conductive paths, such as
the switches and electrically conductive paths that make up
busses, bridges, physical input/output ports and the like.
Other types of signal communication paths may be used,
such as fiber optic communication paths and/or wireless
communication paths.

VOLATILE MEMORY 512 i1s any type of volatile
memory now known or to be developed in the future.
Examples include dynamic type random access memory
(RAM) or static type RAM. Typically, volatile memory 512
1s characterized by random access, but this i1s not required
unless atlirmatively indicated. In computer 501, the volatile
memory 512 1s located 1n a single package and 1s internal to
computer 501, but, alternatively or additionally, the volatile
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memory may be distributed over multiple packages and/or
located externally with respect to computer 501.

PERSISTENT STORAGE 513 1s any form of non-vola-

tile storage for computers that i1s now known or to be
developed 1n the future. The non-volatility of this storage
means that the stored data 1s maintained regardless of
whether power 1s being supplied to computer 501 and/or
directly to persistent storage 513. Persistent storage 513 may
be a read only memory (ROM), but typically at least a
portion of the persistent storage allows writing of data,
deletion of data and re-writing of data. Some familiar forms
ol persistent storage include magnetic disks and solid state
storage devices. Operating system 522 may take several
forms, such as various known proprietary operating systems
or open source Portable Operating System Interface-type
operating systems that employ a kernel. The code included
in block 600 typically includes at least some of the computer

code mvolved 1n performing the inventive methods.
PERIPHERAL DEVICE SET 514 includes the set of
peripheral devices of computer 501. Data communication
connections between the peripheral devices and the other
components of computer 501 may be implemented 1n vari-
ous ways, such as Bluetooth connections, Near-Field Com-
munication (NFC) connections, connections made by cables
(such as umversal serial bus (USB) type cables), msertion-
type connections (for example, secure digital (SD) card),
connections made through local area communication net-
works and even connections made through wide area net-
works such as the internet. In various embodiments, Ul
device set 523 may 1nclude components such as a display
screen, speaker, microphone, wearable devices (such as
goggles and smart watches), keyboard, mouse, printer,
touchpad, game controllers, and haptic devices. Storage 524
1s external storage, such as an external hard drive, or
insertable storage, such as an SD card. Storage 524 may be
persistent and/or volatile. In some embodiments, storage 524
may take the form of a quantum computing storage device
for storing data 1n the form of qubits. In embodiments where
computer 501 1s required to have a large amount of storage
(for example, where computer 501 locally stores and man-
ages a large database) then this storage may be provided by
peripheral storage devices designed for storing very large
amounts of data, such as a storage area network (SAN) that
1s shared by multiple, geographically distributed computers.
IoT sensor set 525 1s made up of sensors that can be used 1n
Internet of Things applications. For example, one sensor

may be a thermometer and another sensor may be a motion
detector.

NETWORK MODULE 35135 is the collection of computer
soltware, hardware, and firmware that allows computer 501
to communicate with other computers through WAN 502.
Network module 515 may include hardware, such as
modems or Wi-F1 signal transceivers, soitware for packetiz-
ing and/or de-packetizing data for communication network
transmission, and/or web browser software for communi-
cating data over the internet. In some embodiments, network
control functions and network forwarding functions of net-
work module 515 are performed on the same physical
hardware device. In other embodiments (for example,
embodiments that utilize software-defined networking
(SDN)), the control functions and the forwarding functions
of network module 515 are performed on physically separate
devices, such that the control functions manage several
different network hardware devices. Computer readable pro-
gram 1nstructions for performing the inventive methods can
typically be downloaded to computer 501 from an external
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computer or external storage device through a network
adapter card or network interface included in network mod-

ule 515.

WAN 502 1s any wide area network (for example, the
internet) capable of communicating computer data over
non-local distances by any technology for commumnicating
computer data, now known or to be developed in the future.
In some embodiments, the WAN 502 may be replaced and/or
supplemented by local area networks (LANs) designed to
communicate data between devices located 1n a local area,
such as a Wi-F1 network. The WAN and/or LANs typically
include computer hardware such as copper transmission
cables, optical transmission fibers, wireless transmission,
routers, firewalls, switches, gateway computers and edge
SErvers.

END USER DEVICE (EUD) 503 1s any computer system
that 1s used and controlled by an end user (for example, a
customer of an enterprise that operates computer 501), and
may take any of the forms discussed above in connection
with computer 501. EUD 503 typically receives helptul and
useiul data from the operations of computer 501. For
example, 1 a hypothetical case where computer 501 1s
designed to provide a recommendation to an end user, this
recommendation would typically be communicated from
network module 515 of computer 501 through WAN 502 to
EUD 503. In this way, EUD 3503 can display, or otherwise

present, the recommendation to an end user. In some
embodiments, EUD 503 may be a client device, such as thin
client, heavy client, mainirame computer, desktop computer

and so on.
REMOTE SERVER 3504 1s any computer system that

serves at least some data and/or functionality to computer
501. Remote server 504 may be controlled and used by the
same entity that operates computer 501. Remote server 504
represents the machine(s) that collect and store helpful and
useiul data for use by other computers, such as computer
501. For example, in a hypothetical case where computer
501 1s designed and programmed to provide a recommen-
dation based on historical data, then this historical data may
be provided to computer 501 from remote database 530 of

remote server 504.

PUBLIC CLOUD 505 1s any computer system available
for use by multiple entities that provides on-demand avail-
ability of computer system resources and/or other computer
capabilities, especially data storage (cloud storage) and
computing power, without direct active management by the
user. Cloud computing typically leverages sharing of
resources to achieve coherence and economies of scale. The
direct and active management of the computing resources of
public cloud 3505 is performed by the computer hardware
and/or software of cloud orchestration module 3541. The
computing resources provided by public cloud 505 are
typically implemented by virtual computing environments
that run on various computers making up the computers of
host physical machine set 542, which 1s the universe of
physical computers 1n and/or available to public cloud 505.
The virtual computing environments (VCEs) typically take
the form of virtual machines from virtual machine set 543
and/or containers from container set 344. It 1s understood
that these VCEs may be stored as images and may be
transferred among and between the wvarious physical
machine hosts, either as images or after instantiation of the
VCE. Cloud orchestration module 5341 manages the transier
and storage of 1mages, deploys new instantiations of VCEs
and manages active instantiations of VCE deployments.
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Gateway 540 1s the collection of computer software, hard-
ware, and firmware that allows public cloud 505 to com-
municate through WAN 502.

Some further explanation of virtualized computing envi-
ronments (VCEs) will now be provided. VCEs can be stored
as “images.” A new active instance of the VCE can be
instantiated from the image. Two familiar types of VCEs are
virtual machines and containers. A container 1s a VCE that
uses operating-system-level virtualization. This refers to an
operating system feature in which the kernel allows the
existence of multiple i1solated user-space instances, called
containers. These i1solated user-space instances typically
behave as real computers from the point of view of programs
running 1n them. A computer program running on an ordi-
nary operating system can uftilize all resources of that
computer, such as connected devices, files and folders,
network shares, CPU power, and quantifiable hardware
capabilities. However, programs running inside a container
can only use the contents of the container and devices

assigned to the container, a feature which 1s known as
containerization.

PRIVATE CLOUD 506 1s similar to public cloud 505,
except that the computing resources are only available for
use by a single enterprise. While private cloud 506 1s
depicted as being 1n communication with WAN 502, 1n other
embodiments a private cloud may be disconnected from the
internet entirely and only accessible through a local/private
network. A hybrid cloud 1s a composition of multiple clouds
of different types (for example, private, community or public
cloud types), often respectively implemented by different
vendors. Each of the multiple clouds remains a separate and
discrete entity, but the larger hybrid cloud architecture is
bound together by standardized or proprietary technology
that enables orchestration, management, and/or data/appli-
cation portability between the multiple constituent clouds. In
this embodiment, public cloud 505 and private cloud 506 are
both part of a larger hybnid cloud.

The descriptions of the various embodiments of the
present 1nvention have been presented for purposes of
illustration but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill in the
art without departing from the scope and spirit of the
described embodiments. The terminology used herein was
chosen to best explain the principles of the embodiments, the
practical application or technical improvement over tech-
nologies found in the marketplace, or to enable others of
ordinary skill in the art to understand the embodiments
disclosed herein.

Improvements and modifications can be made to the
foregoing without departing from the scope of the present
invention.

What 1s claimed 1s:
1. A computer-implemented method for mtermediary cli-
ent reconnection to a preferred server 1n a high availability
server cluster, comprising:
monitoring a persistent connection of a logical connection
to a preferred server to identily an unavailability of the
preferred server, wherein the persistent connection uses
a main connection pool;

establishing a temporary persistent connection for the
logical connection to an available server to replace an
unavailable preferred server, wherein the temporary
persistent connection uses the main connection pool;

prompting attempts to reconnect to the preferred server at
intervals: and
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providing a connection switching pool and simultane-
ously re-establishing a persistent connection with the
preferred server for the logical connection using the
connection switching pool while terminating the tem-
porary persistent connection to the available server,
wherein the connection switching pool and the main
connection pool allow for simultaneously maintaining
two connections to different servers in a same server
cluster for the logical connection.

2. The computer-implemented method of claim 1, further
comprising;

providing and updating a status of the logical connection

to define whether a reconnection attempt i1s required
and for managing remote client requests to the two
connections using the connection switching pool and
the main connection pool.

3. The computer-implemented method of claim 1,
wherein terminating the temporary persistent connection to
the available server further comprises:

monitoring draining of requests using the main connec-

tion pool to the available server before closing the
temporary persistent connection.

4. The computer-implemented method of claim 1, further
comprising;

moving the persistent connection with the preferred server

from the connection switching pool to the main con-
nection pool once the temporary persistent connection
1s terminated.

5. The computer-implemented method of claim 1,
wherein prompting attempts to reconnect to the preferred
server at intervals further comprises:

analyzing a response from a load balancer to a reconnec-

tion request to determine if the response 1s for connec-
tion to a preferred server, wherein the load balancer
uses a load balancing algorithm to select the server.

6. The computer-implemented method of claim 5, further
comprising;

providing configured criteria to define one or more pre-

ferred servers for the intermediary client system; and
wherein analyzing a response determines 1f the response
meets the criteria.

7. The computer-implemented method of claim 1,
wherein prompting attempts to reconnect to the preferred
server at intervals further comprises:

prompting a reconnection request to the preferred server

when a reconnection timer expires; and

resetting the reconnection timer when the reconnection 1s

not to the preferred server.

8. The computer-implemented method of claim 1, further
comprising;

configuring criteria to define one or more preferred serv-

ers for the intermediary client system as a static con-
figuration file using connection metadata.

9. The computer-implemented method of claim 8,
wherein configuring criteria further comprises:

obtaining additional information regarding the available

server to determine one or more preferred servers.

10. The computer-implemented method of claim 1,
wherein prompting attempts to reconnect to the preferred
server at intervals using a load balancer uses a capability
request tlow request of an interconnectivity protocol for
connection to the server cluster.

11. A computer system for intermediary client reconnec-
tion to a preferred server 1n a high availability server cluster,
comprising;

one or more computer processors;

one or more computer readable storage media;
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computer program instructions;
the computer program instructions being stored on the one
or more computer readable storage media for execution
by the one or more computer processors; and
the computer program instructions including instructions
to:
monitor a persistent connection of a logical connection
to a preferred server to 1dentily an unavailability of
the preferred server, wherein the persistent connec-
tion uses a main connection pool;
establish a temporary persistent connection for the
logical connection to an available server to replace
an unavailable preferred server, wherein the tempo-
rary persistent connection uses the main connection
pool;
prompt attempts to reconnect to the preferred server at
intervals; and
provide a connection switching pool and simultane-
ously re-establishing a persistent connection with the
preferred server for the logical connection using the
connection switching pool while terminating the
temporary persistent connection to the available
server, wherein the connection switching pool and
the main connection pool allow for simultaneously
maintaining two connections to different servers in a
same server cluster for the logical connection.

12. The computer system of claim 11, further comprising
instructions to:

provide and update a status of the logical connection to

define whether a reconnection attempt 1s required and

for managing remote client requests to the two con-

nections using the connection switching pool and the
main connection pool.

13. The computer system of claim 11, wherein terminat-
ing the temporary persistent connection to the available
server further comprises:

monitoring draiming of requests using the main connec-

tion pool to the available server before closing the
temporary persistent connection.

14. The computer system of claim 11, further comprising
instructions to:

move the persistent connection with the preferred server

from the connection switching pool to the main con-
nection pool once the temporary persistent connection
1s terminated.

15. The computer system of claim 11, wherein prompting
attempts to reconnect to the preferred server at intervals
turther comprises instructions to:

analyze a response from a load balancer to a reconnection

request to determine 11 the response 1s for connection to
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a preferred server, wherein the load balancer uses a load
balancing algorithm to select the server.

16. The computer system of claim 15, further comprising
instructions to:

provide configured criteria to define one or more preferred

servers for the intermediary client system; and
wherein the response 1s analyzed to determine if the
response meets the critena.

17. The computer system of claim 11, wherein prompting
attempts to reconnect to the preferred server at intervals
further comprises 1nstructions to:

prompt a reconnection request to the preferred server

when a reconnection timer expires; and

reset the reconnection timer when the reconnection 1s not

to the preferred server.

18. The computer system of claim 11, further comprising
instructions to:

configure criteria to define one or more preferred servers

for the intermediary client system as a static configu-
ration file using connection metadata.

19. The computer system of claim 18, wherein configur-
ing criteria further comprises istructions to:

obtain additional information regarding the available

server to determine one or more preferred servers.
20. A computer program product for mtermediary client
reconnection to a preferred server 1in a high availability
server cluster, the computer program product comprising
one or more computer readable storage media and program
instructions stored on the one or more computer readable
storage media, the program instructions including instruc-
tions to:
monitor a persistent connection of a logical connection to
a preferred server to i1dentify an unavailability of the
preferred server, wherein the persistent connection uses
a main connection pool;

establish a temporary persistent connection for the logical
connection to an available server to replace an unavail-
able preferred server, wherein the temporary persistent
connection uses the main connection pool;

prompt attempts to reconnect to the preferred server at

intervals: and

provide a connection switching pool and simultaneously

re-establishing a persistent connection with the pre-
ferred server for the logical connection using the con-
nection switching pool while terminating the temporary
persistent connection to the available server, wherein
the connection switching pool and the main connection
pool allow for simultaneously maintaining two connec-
tions to diflerent servers in a same server cluster for the
logical connection.
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