US011947543B2

a2 United States Patent (10) Patent No.: US 11,947,543 B2

Choi et al. 45) Date of Patent: Apr. 2, 2024
(54) METHOD FOR QUERYING TABLES WITH (58) Field of Classification Search
DIFFERENT PARTITION INFORMATION CPC ... GO6F 16/278; GO6F 16/2282; GO6F
16/24557; GO6F 16/2228; GO6F 16/24554
(71) Applicant: TmaxTibero Co., Ltd., Seongnam-si See application file for complete search history.
(KR) (56) References Cited
(72) Inventors: Seonggyu Choi, Seoul (KR); Yonghwa U.S. PATENT DOCUMENTS

Kim, Seongnam-s1 (KR); Joohyun Lee,

Namyangju-si (KR); Sangyoung Park 5,551,027 A *  8/1996 Choy .......cooeene.. GO6F 16/2228
! 3 711/216
Seoul (KR) 0,063,982 B2  6/2015 Bestgen et al.
10,275,491 B2 4/2019 Yi et al.
(73) Assignee: TmaxTibero Co., Ltd., Secongnam-si 10,963,464 B2  3/2021 Eadon et al.
(KR) 10,983,994 B2 4/2021 Li et al.
2019/0095485 Al* 3/2019 Bauer ............... GO6F 16/2228
N : _ : : : 2019/0391978 Al* 12/2019 Liu .........ccneeel, GO6F 16/2282
(*) Notice:  Subject to any disclaimer, the term of this 2022/0318223 Al* 10/2022 Ahluwalia ......... GOGF 16/2282
patent 1s extended or adjusted under 35
U.S.C. 154(b) by O days. FOREIGN PATENT DOCUMENTS
(21) Appl. No.: 17/985,034 KR 10-2017-0143470 A 12/2017

* cited by examiner

(22) Filed: Nov. 10, 2022 _ _ _
Primary Examiner — Vincent F Boccio

(65) Prior Publication Data (74) Attorney, Agent, or Firm — Seed IP Law Group LLP
US 2023/0297576 A1 Sep. 21, 2023 (57) ABSTRACT

Disclosed 1s a method for processing a query related to a

(30) Foreign Application Priority Data plurality of partitions included 1n a plurality of tables having

different partition information, which 1s performed by a

Mar. 16, 2022  (KR) .ccooeeeiiiiiininnnn, 10-2022-0032482 computing device including one or more processors. The

method includes acquiring the plurality of partitions for

(51) Int. CL processing the query. The method includes acquiring global

GO6F 16/20 (2019.01) partition indexes for encompassing the acquired partitions

GO6F 16/22 (2019.01) and acquiring local partition indexes corresponding to the

GO6F 16/2455 (2019.01) acquired partitions, respectively. The method includes pro-

(52) U.S. CL cessing the query at least partially based on the global
CPC ... GOG6F 16/24557 (2019.01); GO6F 16/2282 partition 1indexes and the local partition indexes.

(2019.01) 15 Claims, 9 Drawing Sheets

GLOBAL PARHTTION BDeX; 14
18

GLOBAL PARTITION
TERATOR

GLOBAL PARTITION INTEX: 1 | 20 ' &

QUERY OPERATOR
' 45

 SECOND LOCAL
PARTITION ITERATOR

THRSTLOCH, |
PARTITION TTERATOR

Lo f st Pl e
"'H |

OCAL PARTITION LOCAL PARTITION
L2 ORI X o
aRSTTARE | | SECOND TABLE

Pasﬂ  Pardiion 1 {1«10) ?art"‘ Fa:%ﬁma?{ii@ﬁ;
Partia  Partition 2 {{1~20) ?athZ Partitian 3 {21~30)
Parti3l ; Parkition 3 (2130
?artﬁ Partition 4 {3kl



U.S. Patent Apr. 2, 2024 Sheet 1 of 9 US 11,947,543 B2

100

110

140

STORAGE UNIT

~o100

ACQUIRE PLURALITY OF PARTITIONS
FOR PRUCESSING QUERY

~ 3200

ACQUIRE GLOBAL SARTITION TNDEXES FOR
ENCOMPASSING ACQUIRED PARTITIONS AND
ACQUIRE LOCAL PARTITION INDEXES CORRESPONDING
7O ACQUIRED PARTITIONS, RESPECTIVELY

SEG{}

PROCESS QUERY AT LEAST PARTIALLY BASED ON GLGBAL
PARTITION INDEXES AND LOCAL PARTITION INDEXES




U.S. Patent

 (CAL PARTITICN

Apr. 2, 2024

GLOBAL FAKHTION INDEX 1
-8

CLOBAL PARTITION
TERATOR

GLOBAL PARTITION INDEX: 1 | 20

OLERY OPERATOR

30

FRSTLOCA. |
PARTITION ITERATOR

MOER L L e
FRSTTARLE

Parti 1 Partition { {1«18)
Partid} : Parlition 2 {120
Parti31; Partition 3 (21~30

Partié) : Partition 4 {31e40)

Fig. 34

Sheet 2 of 9

SECOND LOCAL

LOCAL PARTITION
INDEX: X _

US 11,947,543 B2

~81

Parti 1l « Parlilion 2 {1 1M2B
PartiZi; Partition 3 (21~38)



U.S. Patent

Apr. 2, 2024

GLOBAL FARTITION INDEX 1ed

GLOBAL PARITTION
TERATOR

QUERY GF&“R&”’GR

~30 il

FIRST LOCAL  SECOND LOCAL
SARTITION [TERATOR

LOCAL ﬁ&m“i@'\

PRRHTION HERATOR

LOCAL PARTETION
WORK2 | g

RS TABLE ssbm: —

Pert{1] s Rartifion 2 {11203
Part{2} « Partition 3 {21036}

1] ¢ Partition § {i~18)
2] P ,ii?cm( 10}
3] < Partition 3 (2130
} Partition § {3140}

Fig. 3B

Sheet 3 of 9

US 11,947,543 B2




U.S. Patent

LOCAL PARTETION

Apr. 2, 2024 Sheet 4 of 9

GLOBAL PARTITION INDEY: tod
10

GLORAL PARTITION
.......... HERATOR

SLOBALPARTIIONINDEG 3|
QUERY OPERATOR

HRST LOCAL
PARTITION TTERATOR

JSDBX 3

?a*tm Partition 1 {1~16) Parti L
Parti 2] Partition 7 fiiw?ﬁ )
Fati3] Paiiltion 3 Eiw’*
Partid]: Partition 4§ 3&«4{, J

Fig. 5C

SECOND LOCAL
ARTITION ITERATOR

| OCAL PARTITION
HOEX: 2

> Partition 2 {1120}

US 11,947,543 B2

ﬂart"zj‘ Partition 2 ’Eix 30)



U.S. Patent Apr. 2, 2024 Sheet 5 of 9 US 11,947,543 B2

GLOBAL FARTTHION INDEX 14

GLOBAL RARTITION
XTER%TGR

T ERST LOCAL

SEG}’\&B ML
PARTITION FTERATOR FARTITION ITERATOR
OCAL ?A:mmz LOCAL PARTTTION

FRS}' '{A&.E SECOND TABLE
Partil] s Partition {110 Part{1]: Partition 2 {11~20}
AN tm 2 "iiw?.m Part (212 Partition 3 {21~30;
Pt Pa*tmaEé’?iﬂm
Partid] « Partition 4 {3t é{}}

Fig. 3D



U.S. Patent

:  {OCAL BARTITION | LOCAL PARTITION
-51 WBC2 | NDEY: 12
——
Parki 1} Partiton 1 {1~40) Partt

Apr. 2, 2024

GLOBAL PARTITION INDEX! 1nd

~18

GLOBAL PARTTTION
HTERATOR

GLOBLPRTIIONINOEK: 2] ¢
QUERY DIERATOR

-3

FIRST LOCAL
PARTITION ITERATOR

Pani3l ¢ Partition 3¢ iw?ﬁ} Part 3
Partl

Sheet 6 of 9

» Partith
Partition ¢ ”31&*4{}} i‘a** «—3

SECORDLOCAL
PARTITION [TERATOR

SECOND TALE ]

i 1 ¢ Partition 1 {11e18)
parti2] ; Parttion 2 {1n20) darti2] « Partition 2 {16+26)
s 30 3 {23!
4 Partition 4 {24n27)
: Partition § {28~30}

US 11,947,543 B2




U.S. Patent

2 i

Apr. 2, 2024

GLOBAL PARTITION INDEX: 3

Sheet 7 of 9

GLOBAL PARHTTION INDEXT 1v4

9
1"‘ . .A‘

GLOBAL PARTITION |
TERATOR |

-2
Qi}E?f GPERQW{'}R

30 TN 4D

‘PARTITION ITERATOR
LOCAL PARTITION

FIRST LOCAL SECOND LOCAL

PAREITION HTERATOR
LOCAL DﬁRTTG?i

RSTTABE SECOND TABLE
Parti 1]« Partition 1 {In16) Parti§; Patition 1 {1145
Parti 2] « Partition g*ir«,{%‘; a2 « Partition 2 iﬁwzcg
Farti 3] Parkith mg,{. 30} Partidl « Parliion 3 {21231
Partid] ) Parktion 4 {31~48) Rartid ; Partition 4 {2427

PartiS ) Pardition 5 {2830}

Fig. 4B

US 11,947,543 B2




U.S. Patent Apr. 2, 2024 Sheet 8 of 9 US 11,947,543 B2

y
- . H . = r -\ !
. .
| Iy L . 5
Z x . ; }.
| B k" ,. .
- : : X | ; y
3 A * 2 ! ’ %
: > | y
. x . \
: N . . t
. x \
- : N y
. » hy - \
- : > N
: X -‘I‘"l'-' -H-H.A t
: > L 3 Shiaene .
. X \
. 1,. Y
* ™
* "
» \.
* ™
* "
» \.
* ™

Sean node |

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII



U.S. Patent Apr. 2, 2024 Sheet 9 of 9 US 11,947,543 B2

] LY
R yF 4 ; iESQ
- ." i . L
i R MR R R R R R R RN RR kR I.‘::‘- EE TR ‘.‘Q
' :.'! !
' 1
. 3 W bW ;:
¢ COPERATION SYSTENM.
) & W Wiy A
3 A
L L N N R

gl R, g, BgRyt gyt gigE Ay,

»
L]
. W Rk bW
~ - 113
‘ "I r
E o owtw™y '-l":"'\- v ww '\-"‘\
|
3

Lo | peoon

r hhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhh -
L]

Py 1134
RYSTEM MEMORY s 4
k ! L- 1 i 'A-ﬂ.”.-.-"": {‘P E {4-1---.-— e ........,4-,,_..}.
_,.,.-v-"'“ ; .{‘ » Yy X
e N MODRRLE ‘*
U i s ! 3 Al {
: -: -':ﬁ.l ek nds R LR L BB e s pindh s dad LB ] L B 1 e m g 'a...t

Lwrwahe
e

|

W W e W W wr wrww

A
e
*
¥
:
o
.
Jorwe
fromeets
Lo
L5

¥
: .
; " .|.'-|.IL il Ea By BBt Ny
} b

“‘
"‘\
Hab BB B, R 'h.l'r'-:"'«l" i Ly B R
£ R
.‘- L]
1‘; . E +
‘ .
: ™ W W
1
1

L
-"l-"\ E I I e L LT T "y’ Mt e i el

W
W
gy gy’ Tyt g, gy, Egiy’ Byigt Sylgf SRR, g, Sgiyt gy’ Tyglgf g, Sgiy, gyt Tyt

e w w w  w w w w w w w w w w w w ww wwrwrwwr

1
1
1
;
i"h"h T W Y sEh e W Y e -‘ﬁ e W aWhY aww "E"h- W Wt o aEY T e wWw e e e "-"E'E
114 1134 F - 1134
124 ¥ o114 ¥ -l
. .M...-.-"'- y "'-m : o m a'wiy Uiyt gyt 'll"‘ll"‘l':""l--h i .
Ll
114h

INTERFACE EMBEDDEDHDD | | OUTER MOUNTED.

» x 3
L}
Tl Smty oy ww gt T

S P

1 .
! 1)
- 1 .
: ~ - e .

l'- '
" ]
* ]
1
% 1
% 1
% ]
% 1

‘ FoD

INTERFACE i

JI5K

~ 1120

OPTICAL DRIVER |
AU | NONITOR

-
L) L)

L) L

oy

-11438

woml  INTERFACE  fee -

-~ 1146

<3338
KEYBOARD

i VIDEQ ADAPTER }ee - 1148
MOUSE
U wiRerwmELESS

INPUT DRVICE | - 1154 ~1148
INTERFACE | | :

L gL L L L . L L gl ol gL L R o L L L L. R R R L .

L L L oL oL oL g

TR
s M A1)
) __ WIREAWIRBLESY | ;
+ NETWORK ADAPTER LAN

STORAGE
REVICE

e L e

Fig. 6



US 11,947,543 B2

1

METHOD FOR QUERYING TABLES WITH
DIFFERENT PARTITION INFORMATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to and the benefit of
Korean Patent Application No. 10-2022-0032482 filed in the

Korean Intellectual Property Oflice on Mar. 16, 2022, the
entire contents of which are incorporated herein by refer-
ence.

BACKGROUND

Technical Field

The present disclosure relates to an information process-
ing field, and more particularly, to a method for querying
tables with different partition information.

Description of the Related Art

With the development of information and communication
technology, data explosively increases 1n companies and a
government and a daily life. Therefore, a database that stores
and processes data stores data of hundreds of terabytes or
more, and there 1s a Database Management System (DBMS)
for processing and managing large amounts of data.

Therefore, DBMS not only can easily manipulate and
manage data per table through a data table, but also perform
a relation operation including a set operation including a
union, a difference set, an intersection, and a product set for
different tables, and a selection operation, a projection
operation, a combination operation, and a division opera-
tion.

The DBMS may also divide the tables into partitions
having a predetermined range size and perform an operation
task by the unit of the partition in order to solve a limit of
the operation and performance deterioration for tables hav-
ing a vast data capacity. In addition, the DBMS may grant
a unique index to each partition 1 order to more quickly
access the partitions.

BRIEF SUMMARY

In order to more efliciently and systematically manage
large-capacity data in the related art, the DBMS may divide
data into a structure of a concept called a table constituted
by specified columns and rows and use the data. The table
has a relationship of key including a basic key, a foreign key,
etc., and a value. In addition, the table 1s constituted by rows
(tuples) and columns also called an attribute as a field for
storing any data.

As described above, the DBMS may generate a structure
called the table 1n order to efliciently manage the database,
and divide the generated table into partitions with the
indexes and store the table, and perform the operation task
for the data by the unit of the partition.

One or more embodiments of the present disclosure
addresses one or more technical problems in the related art
by improving the operations of the DBMS. For example, the
present disclosure describes efliciently indexing data in an
environment in which vast amount of data are simultane-
ously quickly varied. The method and structure of doing so
1s detailed in the following description.

However, technical benefits of the present disclosure are
not restricted to the technical benefits mentioned as above.
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2

Other unmentioned technical benefits will be apparently
appreciated by those skilled 1n the art by referencing to the
following description.

An example embodiment of the present disclosure pro-
vides a method for processing a query related to a plurality
of partitions included in a plurality of tables having different
partition information, which 1s performed by a computing
device including one or more processors. The method may
include: acquiring the plurality of partitions for processing
the query; acquiring global partition indexes for encompass-
ing the acquired partitions and acquiring local partition
indexes corresponding to the acquired partitions, respec-
tively; and processing the query at least partially based on
the global partition indexes and the local partition 1indexes.

In an example embodiment, the plurality of tables may
include a first table and a second table, and a first number of
partitions included 1n the first table and a second number of
partitions imncluded in the second table may be different from
cach other.

In an example embodiment, a first range of the partitions
included 1n the first table and a second range of the partitions
included 1n the second table may be different from each
other.

In an example embodiment, the global partition indexes
may be generated based on the ranges allocated to the
acquired partitions, respectively.

In an example embodiment, the global partition indexes
may be generated so that the total number of the global
partition indexes 1s reduced or minimized based on the
ranges ol the respective local partition indexes.

In an example embodiment, the local partition indexes
may be generated based on indexes pre-allocated to the
plurality of partitions, and the local partition indexes may be
independently generated for the plurality of tables, respec-
tively.

In an example embodiment, the processing of the query
may include processing the query based on mapping tables
for mapping the global partition indexes and the local
partition imndexes based on range information of the global
partition indexes and the local partition indexes.

In an example embodiment, the mapping tables may
include a first mapping table mapping first local partition
indexes corresponding to a first table among the plurality of
tables, and the global partition indexes, and a second map-
ping table mapping second local partition indexes corre-
sponding to a second table among the plurality of tables, and
the global partition 1indexes.

In an example embodiment, the processing of the query
may include processing at least a part of the query by using
at least one local index mapped to first global partition index
among the global partition indexes based on the mapping
tables, and processing at least the other part of the query by
using at least one local mmdex mapped to second global
partition index among the global partition indexes based on
the mapping tables.

In an example embodiment, the processing of the query
may include acquiring the local partition index of each of the
plurality of tables corresponding to the global partition index
based on the mapping table, and processing the query for
local partitions corresponding to the local partition indexes
mapped to the global partition.

In an example embodiment, the global partition indexes
may be managed by a global partition iterator for processing
the query, and the local partition indexes may be managed
by a plurality of local partition iterators for accessing the
plurality of tables used for processing the query.
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In an example embodiment, the local partition iterators
may return the local partition index to be accessed to process
the query 1n response to the global partition index recerved
from the global partition iterator.

Another example embodiment provides a computer pro-
gram stored in a computer readable storage medium. The
computer program may include instructions for processing a
query related to a plurality of partitions included in a
plurality of tables having different partition information by
at least one processor of a computing device, and the
istructions may include: an instruction of acquiring the
plurality of partitions for processing the query; an instruc-
tion of acquiring global partition indexes for encompassing,
the acquired partitions and acquiring local partition indexes
corresponding to the acquired partitions, respectively; and
an 1nstruction of processing the query at least partially based
on the global partition indexes and the local partition
indexes.

Still another example embodiment of the present disclo-
sure provides a computing device for processing a query
related to a plurality of partitions included in a plurality of
tables having different partition information. The computing
device may include at least one processor; and a storage unit,
and the at least one processor may be configured to acquire
the plurality of partitions for processing the query, acquire
global partition indexes for encompassing the acquired
partitions and acquire local partition indexes corresponding,
to the acquired partitions, respectively, and process the

query at least partially based on the global partition indexes
and the local partition indexes.

According to an example embodiment of the present
disclosure, tables having different partition information can
be queried.

An additional range of an applicability of the present
disclosure will be apparent from the following detailed
description. However, since various changes and modifica-
tions can be clearly appreciated by those skilled 1n the art
within the spirit and the scope of the present disclosure, the
detailed description and a specific embodiment such as a
preferred embodiment of the present disclosure should be
appreciated as being just given as an example.

Effects which can be obtained 1n the present disclosure are
not limited to the atorementioned effects and other unmen-
tioned eflects will be clearly understood by those skilled in
the art from the following description.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

Various aspects are now described with reference to the
drawings and like reference numerals are generally used to
designate like elements. In the following example embodi-
ments, for the purpose of description, multiple specific
detailed matters are presented to provide general under-
standing of one or more aspects. However, 1t will be
apparent that the aspect(s) can be executed without the
specific detailed matters.

FIG. 1 15 a block diagram for describing an example of a
computing device according to some example embodiments
of the present disclosure.

FIG. 2 1s a flowchart of a method of an example of
querying tables having diflerent partition imnformation of a
computing device according to some example embodiments
of the present disclosure.

FIGS. 3A, 3B, 3C, and 3D are examples of an 1llustration

for describing a method for querying tables having different
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4

partition iformation according to some example embodi-
ments of the present disclosure.

FIGS. 4A and 4B are examples of an illustration for
describing a method for querying tables having different
partition information according to some example embodi-
ments of the present disclosure.

FIG. § 1s an example of an illustration for describing a
method for querying tables having diflerent partition infor-
mation according to some example embodiments of the
present disclosure.

FIG. 6 1s a normal schematic view of an example com-
puting environment in which the example embodiments of
the present disclosure may be implemented.

DETAILED DESCRIPTION

Various example embodiments and/or aspects will be now
disclosed with reference to drawings. In the following
description, for the purpose of a description, multiple
detailed matters will be disclosed 1n order to help compre-
hensive appreciation of one or more aspects. However, those
skilled 1n the art of the present disclosure will recognize that
the aspect(s) can be executed without the detailed matters. In
the following disclosure and the accompanying drawings,
specific example aspects of one or more aspects will be
described 1n detail. However, the aspects are example and
some of various methods 1n principles of various aspects
may be used and the descriptions are intended to include all
of the aspects and equivalents thereof. Specifically, 1n
“embodiment,” “example,” “aspect,” “illustration,” and the
like used 1n the specification, it may not be construed that a
predetermined aspect or design which 1s described 1s more
excellent or advantageous than other aspects or designs.

Hereinafter, like reference numerals refer to like or simi-
lar elements regardless of reference numerals and a dupli-
cated description thereot will be omitted. Further, in describ-
ing an example embodiment disclosed in the present
disclosure, a detailed description of related known technolo-
gies will be omitted 11 1t 1s determined that the detailed
description makes the gist of the example embodiment of the
present disclosure unclear. Further, the accompanying draw-
ings are only for easily understanding the example embodi-
ment disclosed 1n this specification and the technical spirt
disclosed by this specification 1s not limited by the accom-
panying drawings.

In the present disclosure, terms expressed as N-th such as
first, second, or third are used 1n order to distinguish at least

one entity. For example, entities such as first and second may
be the same as different from each other.

Although the terms *“first,” “second,” and the like are used
for describing various components, these components are
not confined by these terms. These terms are merely used for
distinguishing one component from another component.
Therefore, a first component to be mentioned below may be
a second component 1n a technical concept of the present
disclosure.

Unless otherwise defined, all terms (including technical
and scientific terms) used 1n the present specification may be
used as the meaning which may be commonly understood by
the person with ordinary skill 1n the art, to which the present
disclosure pertains. Terms defined 1 commonly used dic-
tionaries should not be 1nterpreted 1n an 1dealized or exces-
sive sense unless expressly and specifically defined.

The term ““or” 1s mntended to mean not exclusive “or” but
inclusive “or.” That 1s, when not separately specified or not
clear 1n terms of a context, a sentence “X uses A or B” 1s
intended to mean one of the natural inclusive substitutions.

bR Y 4 2T L




US 11,947,543 B2

S

That 1s, the sentence “X uses A or B” may be applied to any
of the case where X uses A, the case where X uses B, or the
case where X uses both A and B. Further, 1t should be
understood that the term “and/or” used 1n this specification
designates and includes all available combinations of one or
more 1items among enumerated related items.

The word “comprises” and/or “comprising’” means that
the corresponding feature and/or component 1s present, but
it should be appreciated that presence or addition of one or
more other features, components, and/or a group thereof 1s
not excluded. Further, when not separately specified or it 1s
not clear in terms of the context that a singular form 1s
indicated, 1t should be construed that the singular form
generally means “one or more™ 1n this specification and the
claims.

Further, the terms “information” and “data” used i1n the
specification may also be often used to be exchanged with
cach other.

The objects and eflects of the present disclosure, and
technical constitutions of accomplishing these will become
obvious with reference to example embodiments to be
described below 1n detail along with the accompanying
drawings. In describing the present disclosure, a detailed
description of known function or constitutions will be omiut-
ted 1f 1t 1s determined that it unnecessarily makes the gist of
the present disclosure unclear. In addition, terms to be
described below as terms which are defined 1n consideration
ol functions 1n the present disclosure may vary depending on
the intention or a usual practice of a user or an operator.

However, the present disclosure 1s not limited to example
embodiments disclosed below but may be implemented 1n
various diflerent forms. However, the example embodiments
are provided to make the present disclosure be complete and
completely announce the scope of the present disclosure to
those skilled in the art to which the present disclosure
belongs. Accordingly, the terms need to be defined based on
contents throughout this specification.

In the present disclosure, a table may mean a form that
divides data to be constituted by specified columns and
rows. The table may have a relationship of key including a
basic key, a foreign key, etc., and a value. In addition, the
table may be constituted by rows (tuples) and columns also
called an attribute as a field for storing any data. The table
may be divided into partitions with indexes, and stored and
managed.

In the present disclosure, the partition which partitions
and divides the table into a predetermined capacity of sizes
smaller than the table when a capacity of the data or table 1s
very large, and may mean separating or storing the data in
the table into files of smaller units of the table. Each partition
1s enabled to be independently managed, and a dedicated
index may be present for each partition.

In the present disclosure, the index may mean information
which enables accessing the partition corresponding to the
index, which includes information of the partition corre-
sponding to the partition. The imndex may include a global
index which may use partitions of multiple tables as one
index, a local index which 1s present separately for each
partition of each table, etc.

In the present disclosure, query may mean an act of
querying or requesting information in the database. As a
language that performs the query, SQL 1s representatively
present, and besides, TSQL, MY SQL, etc., may be present.

In the present disclosure, a computing device 100 may be
a normal server. Here, the server as a system in which a user
shares a network resource may be a computing environment
which the user rents as necessary and uses through a network

.
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6

at a desired timing. The server based system may include a
deployment model such as public cloud, private cloud,
hybrid cloud, or community cloud or a service model such
as inirastructure as a service (laaS), platform as a service
(PaaS), or solftware as a service (SaaS).

However, the computing device 100 1n the present dis-
closure 1s not limited to the server based system, and will be
ecnabled to be implemented according to the example
embodiment of the present disclosure even 1n a centralized
or edge computing method. Additionally, according to an
implementation aspect, the computing device 100 may also
be enabled to be implemented as a user terminal. Through-
out the specification, the computing device 100 may mean a
device that queries the data, the partition, or the table.

In the present disclosure, the computing device 100 may
mean a database server. The database server may include a
database management system (DBMS) and a persistent
storage medium. The DBMS as a program for permitting the
computing device 100 to perform predetermined types of
operations of the database including retrieval, insertion,
modification, and/or deletion of required data, generation of
the index, and access to the index may be implemented by
the processor 110 1n the storage unit 120 of the computing
device 100 as described above.

The persistent storage medium may mean a non-volatile
storage medium which may consistently store predeter-
mined data, such as a storage device based on a flash
memory and/or a battery-backup memory in addition to a
magnetic disk, an optical disk, and a magneto-optical stor-
age device. The persistent storage medium may communi-
cate with the processor 110 and the storage unit 120 of the
computing device 100 through various communication
means such as a communication unit. In an additional
example embodiment, the persistent storage medium 1s
positioned outside the computing device 100 to communi-
cate with the computing device 100. According to an
example embodiment of the present disclosure, the persis-
tent storage medium and the memory may be collectively
called a storage unit. In an additional example embodiment,
the persistent storage medium may also be interchangeably
used with the storage unit 120.

Hereinatter, a method and examples for querying tables
having different partition information by a computing device
100 will be described through FIGS. 1 to 6.

FIG. 1 1s a block diagram for describing an example of a
computing device according to some example embodiments
of the present disclosure.

Referring to FIG. 1, the computing device 100 may
include a processor 110 and a storage unit 120. However,
components described above are not required in implement-
ing the computing device 100, so the computing device 100
may have components more or less than components listed
above.

The processor 110 according to an example embodiment
of the present disclosure may normally include all types of
devices capable of processing an operation and data of the
computing device 100. For example, the processor 110 may
mean a data processing device embedded in hardware,
which has a physically structurized circuit mn order to
perform a function expressed by a code or a command
included 1n the program. An example of the data processing
device embedded 1n the hardware may include a processing
device such as a Microprocessor, a Central Processing Unit
(CPU), a Processor core, a Multiprocessor, an Application-
Specific Integrated Circuit (ASIC), A Field Programmable
Gate Array (FPGA), etc., but the scope of the present
disclosure 1s not limited thereto.
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For example, the processor 110 processes a signal or data
input or output through the communication umt of the
computing device 100 or stores or deletes the data 1n or from
the storage unit 120 to manage or process the data. Specifi-
cally, when querying the table, the processor 110 may
acquire a partition for processing the query and/or data
including the partition or corresponding to the partition, and
acquire a program or data for a process for querying the
table. In addition, the processor 110 may store the partition
for processing the query and/or the data including the
partition or corresponding to the partition in the storage unit
120. For example, a data structure including data of a table
for query, a node included 1n the data structure, a relation-
ship between the nodes, an operation task executed for the
index, and/or information acquired or changed by the opera-
tion task may be stored. Further, the storage unit 120 stores
data or cache data related to a program for querying the
table, and the present disclosure 1s not limited thereto. That
1s, the processor 110 controls an entire process of querying
the table including the above process, and the present
disclosure 1s not limited thereto.

In an additional example embodiment of the present
disclosure, the storage unit 120 may be included 1n another
computing device (e.g., another server or another user
terminal) separately from the computing device 100. In this
case, the computing device 100 communicates with another
computing device to acquire desired data from the storage
unit 120 included in another computing device. For
example, a database management server (not illustrated)
including the storage unit 120 may be present separately
from the computing device 100, and the computing device
100 may acquire required data from the database manage-
ment server 1 performing the method according to the
example embodiments of the present disclosure.

The storage unit 120 according to an example embodi-
ment of the present disclosure may include a memory and/or
a persistent storage medium. The memory may include at
least one type of storage medium of a tlash memory type
storage medium, a hard disk type storage medium, a mul-
timedia card micro type storage medium, a card type
memory (for example, an SD or XD memory, or the like), a
random access memory (RAM), a static random access
memory (SRAM), a read-only memory (ROM), an electri-
cally erasable programmable read-only memory (EE-
PROM), a programmable read-only memory (PROM), a
magnetic memory, a magnetic disk, and an optical disk, but
the scope of the present disclosure 1s not limited thereto.

FIG. 2 1s a flowchart of a method of an example of
querying tables having diflerent partition imnformation of a
computing device according to some example embodiments
of the present disclosure.

Referring to FIG. 2, 1n step S100, the computing device
100 may acquire a plurality of tables or partitions for
processing the query. In an example embodiment, the plu-
rality of acquired partitions may mean partitions included in
the plurality of tables having different partition information.
In addition, the plurality of tables having different partition
information may mean a plurality of tables 1n which the
number of partitions 1s diflerent according to the table and/or
a data range of the partition 1s different according to the
table.

In step S200, the computing device 100 may acquire
global partition indexes for encompassing the partitions
acquired 1 step S100 and acquire local partition imndexes
corresponding to the acquired partitions, respectively. In the
present disclosure, the global partition index may mean an
index in which a total number 1s mimnimum based on the
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number or ranges of local partitions 1n order for the com-
puting device 100 to access the partition, which 1s managed
by a global partition 1terator. In addition, the local partition
index may data that means information including a position
of actual data which each partition has in the storage unit
120, which 1s independently present for each table. In
addition, the computing device 100 may include a mapping
table 1n which the global partition index and the local
partition mdex are mapped to correspond based on range
information of the global partition index and the local
partition index, the numbers of global partition indexes and
local partition indexes, and/or range information of the
partitions and the number of partitions. In an example
embodiment, each mapping table may be included 1n each
corresponding table or and/or stored in a separate storage
space.

In step S300, the computing device 100 may process the
query at least partially based on the global partition indexes
and the local partition indexes. Specifically, the computing
device 100 may perform query operations such as a joint
operation, a set operation (union, intersect, minus, etc.), etc.,
for tables 1 which partition states such as the partition
number and/or range are different through steps S100 to
S300.

In the present disclosure, a specific method for processing,
the query at least partially based on the global partition

indexes and the local partition indexes by the computing
device 100 will be described 1n detail through FIGS. 3 to 5.

FIGS. 3A, 3B, 3C, and 3D are examples of an 1llustration
for describing a method for querying tables having different
partition numbers according to some example embodiments
of the present disclosure. Specifically, FIGS. 3A, 3B, 3C,
and 3D are examples of an 1illustration for describing a
method for querying tables having different numbers of
partitions. In an example embodiment, technical features of
the present disclosure illustrated in FIGS. 3A, 3B, 3C, and
3D may be performed by the computing device 100.

Referring to FIGS. 3A, 3B, 3C, and 3D, 1n order to query
tables (e.g., a first table 50 and a second table 60) having
different partition numbers, the computing device 100 may
include a global partition iterator 10 including the global
partition index, a query operator 20 including information
for performing the query in the tables, a first local partition
iterator 30 including and managing information on the local
partition mdex corresponding to the first table 50, and a
second local partition iterator 40 including mmformation on
the local partition index corresponding to the second table
60. It will be apparent to those skilled 1n the art that the table,
the partition, the 1terator, the index, and the operator referred
in the present disclosure are just example components for
describing an example embodiment of the method for que-
rying the table having different partition information, and the
method for querying the table having different partition
information may include various components and/or a com-
bination of the components not specified in the present
disclosure.

The first table 50 and the second table 60 according to an
example embodiment may mean tables 1n which ranges of
data which partitions 1included 1n each table have correspond
to each other, but the number of partitions 1s different. For
example, 1n the first table 50 and the second table 60, a size
of the range of the data of the partition may be 10. In
addition, for example, the first table 50 may include a total
of 4 (first number) including partition 1 (including a range
of 1 to 10), partition 2 (including a range of 11 to 20),
partition 3 (including a range of 21 to 30), and partition 4
(1including a range of 31 to 40), and the second table 60 may
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include two (second number) including partition 2 (includ-
ing a range of 11 to 20) and partition 3 (including a range of
21 to 30). In addition, the global partition iterator 10 may
generate global partition indexes 1, 2, 3, and 4 which are a
union of the partition of the first table 50 and the partition of
the second table 60 so that the total number of global
partition mndexes 1s reduced or minimized based on the range
of the partition included in the tables and/or the first number
and the second number.

The first local partition iterator 30 according to an
example embodiment may include a first mapping table 51
which includes local partition indexes 1, 2, 3, and 4 corre-
sponding to the first table, and 1n which the local partition
index corresponding to the first table and global partition
indexes 1, 2, 3, and 4 are mapped to correspond to each
other. Similarly, the second local partition iterator 40 may
include a second mapping table 61 which includes local
partition imdexes 1 and 2 corresponding to the second table,
and 1n which the local partition index corresponding to the
second table and global partition indexes 1, 2, 3, and 4 are
mapped to correspond to each other.

In an example embodiment, the query operator 20 may
include the join operation. The join operation may mean an
operation of combining the plurality of tables 1n order to
acquire desired information by the computing device 100.
When the query operator 20 acquires data through the join
operation, the plurality of tables may be reconfigured as one
table, which includes at least a part of a union of a value
acquired by combining redundant values in the plurality of
tables into one value and the remaining values. In addition,
the join operation may include operations of sub-concepts
such as an equal join, an external join, an internal join, etc.

In an example embodiment, the computing device 100
may process the corresponding query by using the iterator
and the operator for each of the global partition indexes, and
processing methods of the queries for the respective global
partition indexes are illustrated 1n FIGS. 3A, 3B, 3C, and
3D, respectively.

In an example embodiment, referring to FIG. 3A, the
global partition iterator 10 may deliver global partition index
1 to the query operator 20. In addition, the query operator 20
may deliver global partition 1ndex 1 to a first local partition
iterator 30 and a second local partition iterator 40, and
receive data corresponding to global partition ndex 1
included 1n each table from each table. Specifically, the first
local partition iterator 30 may deliver, to a first table 50,
local partition mndex 1 corresponding to global partition
index 1 based on the first mapping table 51, and the first
table 50 deliver, to the query operator 20, partition 1
corresponding to local partition imndex 1. In addition, the
second local partition 1terator 40 may identify that there 1s no
local partition index corresponding to global partition index
1 based on the second mapping table 61, and deliver, to the
query operator 20, a NULL value or information indicating
that there 1s no data corresponding to global partition index
1.

In an example embodiment, referring to FIG. 3B, the
global partition iterator 10 may deliver global partition index
2 to the query operator 20. In addition, the query operator 20
may deliver global partition index 2 to the first local partition
iterator 30 and the second local partition iterator 40, and
receive data corresponding to global partition index 2
included 1n each table from each table. Specifically, the first
local partition iterator 30 may deliver, to the first table 50,
local partition mndex 2 corresponding to global partition
index 2 based on the first mapping table 51, and the first
table 50 may deliver, to the query operator 20, partition 2
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corresponding to local partition index 2. In addition, the
second local partition 1terator 40 may deliver, to the second
table 60, local partition index 1 corresponding to global
partition index 2 based on the second mapping table 61, and
the second table 60 may deliver, to the query operator 20,
partition 2 corresponding to local partition mndex 1.

In an example embodiment, referring to FIG. 3C, the
global partition 1terator 10 may deliver global partition index
3 to the query operator 20. In addition, the query operator 20
may deliver global partition index 3 to the first local partition
iterator 30 and the second local partition iterator 40, and
receive data corresponding to global partition index 3
included 1n each table from each table. Specifically, the first
local partition 1terator 30 may deliver, to the first table 50,
local partition index 3 corresponding to global partition
index 3 based on the first mapping table 51, and the first
table 50 may deliver, to the query operator 20, partition 3
corresponding to local partition index 3. In addition, the
second local partition iterator 40 may deliver, to the second
table 60, local partition index 2 corresponding to global
partition index 3 based on the second mapping table 61, and
the second table 60 may deliver, to the query operator 20,
partition 3 corresponding to local partition index 2.

In an example embodiment, referring to FIG. 3D, the
global partition 1terator 10 may deliver global partition index
4 to the query operator 20. In addition, the query operator 20
may deliver global partition index 4 to the first local partition
iterator 30 and the second local partition iterator 40, and
receive data corresponding to global partition index 4
included 1n each table from each table. Specifically, the first
local partition iterator 30 may deliver, to the first table 50,
local partition imndex 4 corresponding to global partition
index 4 based on the first mapping table 51, and the first
table 50 may deliver, to the query operator 20, partition 4
corresponding to local partition index 4. In addition, the
second local partition iterator 40 may 1dentify that there 1s no
local partition index corresponding to global partition index
4 based on the second mapping table 61, and deliver, to the
query operator 20, a NULL value or information indicating
that there 1s no data corresponding to global partition index
1

A process of querying tables having different partition
numbers 1s not limited to the methods disclosed 1n FIGS. 3A
to 3D, and may include a process which 1s not disclosed. In
addition, the tables and partitions disclosed 1n FIGS. 3A to
3D are just examples, and the computing device 100 may
perform simultaneous query for the corresponding tables
even when the numbers of partitions included in the tables,
which are not disclosed are different and various.

FIGS. 4A and 4B are examples of an illustration for
describing a method for querying tables having different
partition information according to some example embodi-
ments of the present disclosure. Specifically, FIGS. 4A and
4B are examples of 1llustration for describing the method for
querying partitions having different ranges. In an example
embodiment, technical features of the present disclosure
illustrated 1n FIGS. 4A and 4B may be performed by the
computing device 100.

Referring to FIGS. 4A and 4B, 1n order to query tables
including partitions having diflerent ranges, the computing
device 100 may include a global partition iterator 10 includ-
ing the global partition index, a query operator 20 including
information for performing the query in the tables, a first
local partition iterator 30 including information on the local
partition mdex corresponding to the first table 50, and a
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second local partition iterator 40 including information on
the local partition 1ndex corresponding to the second table
60.

The first table 50 and the second table 60 according to an
example embodiment may mean tables 1n which ranges of
data which partitions included 1n each table have are difler-
ent and the number of partitions 1s also different. In addition,
for example, the first table 50 may include a total of four
(first number) including partition 1 (including a range of 1
to 10) 1n which the range of the partition 1s 10 (first range),
partition 2 (including a range of 11 to 20), partition 3
(including a range of 21 to 30), and partition 4 (including a
range of 31 to 40), and the second table 60 may include five
(second number) including partition 1 (including a range of
11 to 15) 1n which the range of the partition 1s 3 to 5 (second
range), partition 2 (including a range of 16 to 20), partition
3 (including a range of 21 to 23), partition 4 (including a
range of 24 to 27), and partition 5 (including a range of 28
to 30). In addition, the global partition iterator 10 may
generate global partition indexes 1, 2, 3, and 4 based on the
first range, the second range, and/or the first number, and the
second number. The global partition index may be generated
to mclude ranges of all partitions included 1n the table.

The first local partition iterator 30 according to an
example embodiment may include a first mapping table 51
which includes local partition indexes 1, 2, 3, and 4 corre-
sponding to the first table 50, and 1n which the local partition
index corresponding to the first table 50 and global partition
indexes 1, 2, 3, and 4 are mapped to correspond to each
other. Similarly, the second local partition 1terator 40 accord-
ing to an example embodiment may include a second
mapping table 61 which includes local partition mdexes 1,
2,3, 4, and 5 corresponding to the second table 60, and 1n
which the local partition index corresponding to the second
table 60 and global partition immdexes 1, 2, 3, and 4 are
mapped to correspond to each other.

In an example embodiment, referring to FIG. 4A, the
global partition iterator 10 may deliver global partition index
1 to the query operator 20. In addition, the query operator 20
may deliver global partition index 1 to the first local partition
iterator 30 and the second local partition iterator 40, and
receive data corresponding to global partition ndex 1
included 1n each table from each table. Specifically, the first
local partition iterator 30 may deliver, to the first table 50,
local partition imndex 1 corresponding to global partition
index 1 based on the first mapping table 51, and the first
table 50 may deliver, to the query operator 20, partition 1
corresponding to local partition imndex 1. In addition, the
second local partition 1terator 40 may identify that there 1s no
local partition index corresponding to global partition index
1 based on the second mapping table 61, and deliver, to the
query operator 20, a NULL value or information indicating
that there 1s no data corresponding to global partition index
1.

The global partition iterator 10 may deliver global parti-
tion 1index 2 to the query operator 20. In addition, the query
operator 20 may deliver global partition 1ndex 2 to the first
local partition iterator 30 and the second local partition
iterator 40, and receive data corresponding to global parti-
tion mndex 2 included in each table from each table. Spe-
cifically, the first local partition iterator 30 may deliver, to
the first table 50, local partition mdex 2 corresponding to
global partition index 2 based on the first mapping table 51,
and the first table 50 deliver, to the query operator 20,
partition 2 corresponding to local partition mdex 2. In
addition, the second local partition 1terator 40 may deliver,
to the second table 60, local partition indexes 1 and 2
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corresponding to global partition index 2 based on the
second mapping table 61, and the second table 60 may
deliver, to the query operator 20, partitions 1 and 2 corre-
sponding to local partition imndexes 1 and 2.

In an example embodiment, referring to FIG. 4B, the
global partition iterator 10 may deliver global partition index
3 to the query operator 20. In addition, the query operator 20
may deliver global partition index 3 to the first local partition
iterator 30 and the second local partition iterator 40, and
receive data corresponding to global partition index 3
included 1n each table from each table. Specifically, the first
local partition 1terator 30 may deliver, to the first table 50,
local partition index 3 corresponding to global partition
index 3 based on the first mapping table 51, and the first
table 50 may deliver, to the query operator 20, partition 3
corresponding to local partition index 3. In addition, the
second local partition 1terator 40 may deliver, to the second
table 60, local partition indexes 3, 4, and 5 corresponding to
global partition index 3 based on the second mapping table
61, and the second table 60 may deliver, to the query
operator 20, partitions 3, 4, and 5 corresponding to local
partition indexes 3, 4, and 5.

The global partition 1terator 10 may deliver global parti-
tion index 4 to the query operator 20. In addition, the query
operator 20 may deliver global partition index 4 to the first
local partition iterator 30 and the second local partition
iterator 40, and receive data corresponding to global parti-
tion index 4 included in each table from each table. Spe-
cifically, the first local partition iterator 30 may deliver, to
the first table 50, local partition mndex 4 corresponding to
global partition index 4 based on the first mapping table 51,
and the first table 50 deliver, to the query operator 20,
partition 4 corresponding to local partition mdex 4. In
addition, the second local partition iterator 40 may 1dentity
that there 1s no local partition index corresponding to global
partition index 4 based on the second mapping table 61, and
deliver, to the query operator 20, a NULL value or infor-
mation indicating that there 1s no data corresponding to
global partition 1index 4.

A process of querying tables having different ranges of
partitions 1s not limited to the methods disclosed 1n FIGS.
4A and 4B, and may include a process which 1s not dis-
closed. In addition, the tables and partitions disclosed 1n
FIGS. 4A and 4B are just examples, and the computing
device 100 may perform simultaneous query for the corre-
sponding tables even when the numbers of partitions
included 1n the tables and/or ranges of the partitions, which
are not disclosed are diflerent and various.

FIG. 5 1s an example of an illustration for describing a
method for querying tables having different partition infor-
mation according to some example embodiments of the
present disclosure. The method illustrated 1n FIG. 5 may be
performed by the computing device 100, for example.

In an example embodiment, referring to FIG. S, the
computing device 100 may include a global mapping table
21 mapping the global partition index 11, and the fist local
partition 1index 31 including local partition index informa-
tion of all tables for querying the query, e.g., indexes
corresponding to the partitions of the first table 50 1n each
column and the second local partition index 41 including the
indexes corresponding to the partitions of the second table
60 1n cach column, for querying the tables (e.g., the first
table and the second table) having different partition infor-
mation. Specifically, each row of the mapping table 21 may
correspond to all global partition indexes or all local parti-
tion indexes, and each column may correspond to an indi-
vidual index value of the global partition index or an
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individual index value of the local partition index. In addi-
tion, the global mapping table 21 may be stored 1n a separate
storage space from performing the query, and may also be
included in the table for querying or the local partition
iterator of the table.

In an example embodiment, the global mapping table 21
may be a form in which the global partition index 11 1s
disposed 1n a first row which 1s a top. In addition, the global
mapping table 21 may be a form in which other local
partition 1ndexes are disposed in rows below the global
partition index 11. For example, the first local partition index
31 may be disposed 1n a row immediately below the global
partition index 11. In addition, the second local partition
index 41 may be disposed below the first local partition
index 31. Specifically, the local partition index may be
disposed so that values corresponding to the local partition
indexes included in each column of the local partition
indexes correspond to the global partition index 11. For
example, the global mapping table 21 may be a form 1n
which the first local partition index 31 2 corresponding to the
global partition index 11 0 among the global partition
indexes 11 0, 1, 2, and 3 generated to include and reduce or
mimmize all local partitions 1s disposed 1n a column 1nclud-
ing 0 and may be a form 1n which since there 1s no local
partition index corresponding to the second table 60, a
column 1ncluding O of the first global partition index 11 of
the second local partition index 41 1s left as an empty space.
Similarly, the global mapping table 21 may be a form 1n
which a column including global partition indexes 11 1, 2,
and 3 includes partition indexes of the first table 50 and the
second table 60, respectively corresponding to the global
partition index 11.

In an example embodiment, the computing device 100
may deliver, to the first table 50, 2 of the first local partition
index 31 corresponding to 0 of the global partition index 11
by referring to the global mapping table 21, and the first
table 50 may return the partition corresponding to 2 of the
first local partition index 31 to the query operator 20 for
performing the query (by referring to FIGS. 3 and 4). In
addition, since the second local partition mdex 41 corre-
sponding to 0 of the global partition index 11 1s not present,
the computing device 100 may not perform query for the
second table 60 or acquisition of the partition of the second
table 60.

After performing a process of acquiring the partition for
0 of the global partition index 11, the computing device 100
may deliver, to the first table 50, 3 of the first local partition
index 31 corresponding to 1 of the global partition index 11
by referring to the global mapping table 21, and the first
table 50 may return the partition of the first table 30
corresponding to 3 of the first local partition index 31 to the
query operator 20 for performing the query (by referring to
FIGS. 3 and 4). In addition, since the second local partition
index 41 corresponding to 1 of the global partition index 11
1s not present, the computing device 100 may not perform
query for the second table 60 or acquisition of the partition
of the second table 60.

After performing a process of acquiring the partition for
1 of the global partition index 11, the computing device 100
may deliver, to the first table 50, 4 of the first local partition
index 31 corresponding to 2 of the global partition index 11
by referring to the global mapping table 21, and the first
table 50 may return the partition of the first table 30
corresponding to 4 of the first local partition index 31 to the
query operator 20 for performing the query (by referring to
FIGS. 3 and 4). In addition, the computing device 100 may
return the partition of the second table 60 corresponding to
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4 of the second local partition index 41 corresponding to 2
of the global partition index 11 to the query operator 20 for
performing the query (by referring to FIGS. 3 and 4).

After performing a process of acquiring the partition for
2 of the global partition index 11, the computing device 100
may 1dentily that the first local partition index 31 corre-
sponding to 3 of the global partition index 11 1s not present
by referring to the global mapping table 21, and the com-
puting device 100 may not perform the query for the first
table 50 or acquisition of the partition of the first table 50.
In addition, the computing device 100 may return the
partition corresponding to 5 of the second local partition
index 41 corresponding to 3 of the global partition index 11
to the query operator 20 for performing the query (by
referring to FIGS. 3 and 4).

According to an example embodiment of the present
disclosure, the computing device 100 acquires the index of
the corresponding local partition according to the order of
the global partition index 11 through a scan node to access
the local partition corresponding to the acquired local par-
tition 1ndex.

FIG. 6 1s a normal schematic view of an example com-

puting environment 1n which the example embodiments of
the present disclosure may be implemented.
The present disclosure has been described as being gen-
erally implementable by the computing device, but those
skilled 1n the art will appreciate well that the present
disclosure 1s combined with computer executable com-
mands and/or other program modules executable in one or
more computers and/or be implemented by a combination of
hardware and software.

In general, a program module includes a routine, a pro-
gram, a component, a data structure, and the like performing
a specific task or implementing a specific abstract data form.
Further, those skilled 1n the art will well appreciate that the
method of the present disclosure may be carried out by a
personal computer, a hand-held computing device, a micro-
processor-based or programmable home appliance (each of
which may be connected with one or more relevant devices
and be operated), and other computer system configurations,
as well as a single-processor or multiprocessor computer
system, a mini computer, and a main frame computer.

The example embodiments of the present disclosure may
be carried out 1n a distnibution computing environment, in
which certain tasks are performed by remote processing
devices connected through a communication network. In the
distribution computing environment, a program module may
be located 1n both a local memory storage device and a
remote memory storage device.

The computer generally includes various computer read-
able media. The computer accessible medium may be any
type ol computer readable medium, and the computer read-
able medium includes volatile and non-volatile media, tran-
sitory and non-transitory media, and portable and non-
portable media. As a non-limited example, the computer
readable medium may include a computer readable storage
medium and a computer readable transmission medium. The
computer readable storage medium includes volatile and
non-volatile media, transitory and non-transitory media, and
portable and non-portable media constructed by a predeter-
mined method or technology, which stores information, such
as a computer readable command, a data structure, a pro-
gram module, or other data. The computer readable storage

medium 1ncludes a RAM, a Read Only Memory (ROM), an
Electrically Erasable and Programmable ROM (EEPROM),
a flash memory, or other memory technologies, a Compact

Disc (CD)-ROM, a Digital Video Disk (DVD), or other
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optical disk storage devices, a magnetic cassette, a magnetic
tape, a magnetic disk storage device, or other magnetic
storage device, or other predetermined media, which are
accessible by a computer and are used for storing desired
information, but 1s not limited thereto.

The computer readable transport medium generally
implements a computer readable command, a data structure,
a program module, or other data 1n a modulated data signal,
such as a carrier wave or other transport mechamsms, and
includes all of the information transport media. The modu-
lated data signal means a signal, of which one or more of the
characteristics are set or changed so as to encode informa-
tion within the signal. As a non-limited example, the com-
puter readable transport medium includes a wired medium,
such as a wired network or a direct-wired connection, and a
wireless medium, such as sound, Radio Frequency (RF),
inirared rays, and other wireless media. A combination of
the predetermined media among the foregoing media 1s also
included 1 a range of the computer readable transport
medium.

An 1llustrative environment 1100 including a computer
1102 and implementing several aspects of the present dis-
closure 1s illustrated, and the computer 1102 includes a
processing device 1104, a system memory 1106, and a
system bus 1108. The system bus 1108 connects system
components including the system memory 1106 (not lim-
ited) to the processing device 1104. The processing device
1104 may be a predetermined processor among various
commonly used processors. A dual processor and other
multi-processor architectures may also be used as the pro-
cessing device 1104.

The system bus 1108 may be a predetermined one among
several types of bus structure, which may be additionally
connectable to a local bus using a predetermined one among
a memory bus, a peripheral device bus, and various common
bus architectures. The system memory 1106 includes a ROM
1110, and a RAM 1112. A basic input/output system (BIOS)
1s stored 1n a non-volatile memory 1110, such as a ROM, an
EPROM, and an FEPROM, and the BIOS includes a basic
routing helping a transport of mnformation among the con-
stituent elements within the computer 1102 at a time, such
as starting. The RAM 1112 may also include a high-rate
RAM, such as a static RAM, for caching data.

The computer 1102 also includes an embedded hard disk
drive (HDD) 1114 (for example, enhanced integrated drive
clectronics (FIDE) and serial advanced technology attach-
ment (SATA))—the embedded HDD 1114 being configured
for exterior mounted usage within a proper chassis (not
illustrated)—a magnetic floppy disk drnive (FDD) 1116 (for
example, which 1s for reading data from a portable diskette
1118 or recording data in the portable diskette 1118), and an
optical disk drive 1120 (for example, which 1s for reading a
CD-ROM disk 1122, or reading data from other high-
capacity optical media, such as a DVD, or recording data in
the high-capacity optical media). A hard disk drive 1114, a
magnetic disk drive 1116, and an optical disk drnive 1120
may be connected to a system bus 1108 by a hard disk drive
interface 1124, a magnetic disk drive interface 1126, and an
optical drive interface 1128, respectively. An interface 1124
for implementing an exterior mounted drive includes, for
example, at least one of or both a universal serial bus (USB)
and the Institute of Electrical and Electronics Engineers
(IEEE) 1394 interface technology.

The drives and the computer readable media associated
with the drives provide non-volatile storage of data, data
structures, computer executable commands, and the like. In
the case of the computer 1102, the drive and the medium
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correspond to the storage of random data 1n an appropriate
digital form. In the description of the computer readable
media, the HDD, the portable magnetic disk, and the por-
table optical media, such as a CD, or a DVD, are mentioned,
but those skilled 1n the art will well appreciate that other
types of computer readable media, such as a zip dnive, a
magnetic cassette, a flash memory card, and a cartridge, may
also be used 1n the 1illustrative operation environment, and
the predetermined medium may include computer execut-
able commands for performing the methods of the present
disclosure.

A plurality of program modules including an operation
system 1130, one or more application programs 1132, other
program modules 1134, and program data 1136 may be
stored 1n the drive and the RAM 1112. An entirety or a part
ol the operation system, the application, the module, and/or
data may also be cached in the RAM 1112. It will be well
appreciated that the present disclosure may be implemented
by several commercially usable operation systems or a
combination ol operation systems.

A user may input a command and information to the
computer 1102 through one or more wired/wireless 1mput
devices, for example, a keyboard 1138 and a pointing
device, such as a mouse 1140. Other mput devices (not
illustrated) may be a microphone, an IR remote controller, a
joystick, a game pad, a stylus pen, a touch screen, and the
like. The foregoing and other input devices are frequently
connected to the processing device 1104 through an 1nput
device mterface 1142 connected to the system bus 1108, but
may be connected by other interfaces, such as a parallel port,
an IEEE 1394 senal port, a game port, a USB port, an IR
interface, and other interfaces.

A monitor 1144 or other types of display devices are also
connected to the system bus 1108 through an 1nterface, such
as a video adaptor 1146. In addition to the monitor 1144, the
computer generally includes other peripheral output devices
(not illustrated), such as a speaker and a printer.

The computer 1102 may be operated in a networked
environment by using a logical connection to one or more
remote computers, such as remote computer(s) 1148,
through wired and/or wireless communication. The remote
computer(s) 1148 may be a work station, a computing device
computer, a router, a personal computer, a portable com-
puter, a microprocessor-based entertainment device, a peer
device, and other general network nodes, and generally
includes some or an entirety of the constituent elements
described for the computer 1102, but only a memory storage
device 11350 1s illustrated for simplicity. The illustrated
logical connection includes a wired/wireless connection to a
local area network (LAN) 1152 and/or a larger network, for
example, a wide area network (WAN) 1154. The LAN and
WAN networking environments are general in an oflice and
a company, and make an enterprise-wide computer network,
such as an Intranet, easy, and all of the LAN and WAN
networking environments may be connected to a worldwide
computer network, for example, the Internet.

When the computer 1102 1s used in the LAN networking,
environment, the computer 1102 1s connected to the local
network 1152 through a wired and/or wireless communica-
tion network 1nterface or an adaptor 1156. The adaptor 1156
may make wired or wireless communication to the LAN
1152 easy, and the LAN 1152 also includes a wireless access
point installed therein for the communication with the
wireless adaptor 1156. When the computer 1102 1s used in
the WAN networking environment, the computer 1102 may
include a modem 1158, 1s connected to a communication
computing device on a WAN 1154, or includes other means
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setting communication through the WAN 1154 wvia the
Internet. The modem 1158, which may be an embedded or
outer-mounted and wired or wireless device, 1s connected to
the system bus 1108 through a senial port intertace 1142. In
the networked environment, the program modules described
tor the computer 1102 or some of the program modules may
be stored 1n a remote memory/storage device 1150. The
illustrated network connection 1s 1illustrative, and those
skilled 1n the art will appreciate well that other means setting
a communication link between the computers may be used.

The computer 1102 performs an operation of communi-
cating with a predetermined wireless device or entity, for
example, a printer, a scanner, a desktop and/or portable
computer, a portable data assistant (PDA), a communication
satellite, predetermined equipment or place related to a
wirelessly detectable tag, and a telephone, which 1s disposed
by wireless communication and 1s operated. The operation
includes a wireless fidelity (Wi-F1) and Bluetooth wireless
technology at least. Accordingly, the communication may
have a pre-defined structure, such as a network 1n the related
art, or may be simply ad hoc communication between at
least two devices.

The Wi-Fi1 enables a connection to the Internet and the like
even without a wire. The Wi-Fi1 1s a wireless technology,
such as a cellular phone, which enables the device, for
example, the computer, to transmit and receive data indoors
and outdoors, that 1s, 1n any place within a communication
range ol a base station. A Wi-F1 network uses a wireless
technology, which 1s called IEEE 802.11 (a, b, g, etc.) for
providing a safe, reliable, and high-rate wireless connection.
The Wi-Fi may be used for connecting the computer to the
computer, the Internet, and the wired network (IEEE 802.3
or Ethernet 1s used). The Wi-F1 network may be operated at,
for example, a data rate of 11 Mbps (802.11a) or 54 Mbps
(802.11b) 1n an unauthorized 2.4 and 5 GHz wireless band,
or may be operated 1n a product including both bands (dual
bands).

Those skilled 1n the art may appreciate that information
and signals may be expressed by using predetermined vari-
ous different technologies and techniques. For example,
data, indications, commands, information, signals, bits,
symbols, and chips referable in the foregoing description
may be expressed with voltages, currents, electromagnetic
waves, magnetic fields or particles, optical fields or par-
ticles, or a predetermined combination thereof.

Those skilled 1n the art will appreciate that the various
illustrative logical blocks, modules, processors, means, cir-
cuits, and algorithm operations described in relationship to
the example embodiments disclosed herein may be imple-
mented by electronic hardware (for convemence, called
“software” herein), various forms ol program or design
code, or a combination thereof. In order to clearly describe
compatibility of the hardware and the software, various
illustrative components, blocks, modules, circuits, and
operations are generally 1llustrated above 1n relation to the
functions of the hardware and the software. Whether the
function 1s implemented as hardware or software depends on
design limits given to a specific application or an entire
system. Those skilled in the art may perform the function
described by various schemes for each specific application,
but 1t shall not be construed that the determinations of the
performance depart from the scope of the present disclosure.

Various example embodiments presented herein may be
implemented by a method, a device, or a manufactured
article using a standard programming and/or engineering
technology. A term “manufactured article” includes a com-
puter program, a carrier, or a medium accessible from a
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predetermined computer-readable storage device. For
example, the computer-readable storage medium includes a
magnetic storage device (for example, a hard disk, a floppy
disk, and a magnetic strip), an optical disk (for example, a
CD and a DVD), a smart card, and a flash memory device
(for example, an EEPROM, a card, a stick, and a key drive),
but 1s not limited thereto. Further, various storage media
presented herein include one or more devices and/or other
machine-readable media for storing information.

It shall be understood that a specific order or a hierarchical
structure of the operations included in the presented pro-
cesses 1s an example of illustrative accesses. It shall be
understood that a specific order or a hierarchical structure of
the operations included 1n the processes may be rearranged
within the scope of the present disclosure based on design
priorities. The accompanying method claims provide vari-
ous operations of elements 1n a sample order, but 1t does not

mean that the claims are limited to the presented specific
order or hierarchical structure.

The description of the presented example embodiments 1s
provided so as for those skilled in the art to use or carry out
the present disclosure. Various modifications of the example
embodiments may be apparent to those skilled 1n the art, and
general principles defined herein may be applied to other
example embodiments without departing from the scope of
the present disclosure. Accordingly, the present disclosure 1s
not limited to the example embodiments suggested herein,
and shall be iterpreted within the broadest meaming range
consistent to the principles and new characteristics presented
herein.

The various embodiments described above can be com-
bined to provide further embodiments. All of the U.S.
patents, U.S. patent application publications, U.S. patent
applications, foreign patents, foreign patent applications and
non-patent publications referred to 1n this specification and/
or listed in the Application Data Sheet are incorporated
herein by reference, 1n their entirety. Aspects of the embodi-
ments can be modified, 1f necessary to employ concepts of
the various patents, applications and publications to provide
yet Turther embodiments.

These and other changes can be made to the embodiments
in light of the above-detailed description. In general, 1n the
following claims, the terms used should not be construed to
limit the claims to the specific embodiments disclosed 1n the
specification and the claims, but should be construed to
include all possible embodiments along with the full scope
of equivalents to which such claims are entitled. Accord-
ingly, the claims are not limited by the disclosure.

The mvention claimed 1s:

1. A method for processing a query related to a plurality
of partitions included in a plurality of tables having different
partition information, which 1s performed by a computing
device including one or more processors, the method com-
prising;:

acquiring, by the one or more processors, the plurality of

partitions for processing the query;

acquiring, by the one or more processors, global partition

indexes for encompassing the acquired partitions and
acquiring local partition indexes corresponding to the
acquired partitions, respectively; and

processing, by the one or more processors, the query at

least partially based on the global partition indexes and
the local partition indexes;

wherein the plurality of tables includes a first table and a

second table, and
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a first number of partitions 1ncluded 1n the first table and
a second number of partitions included 1n the second
table are different from each other,

wherein a {irst range of the partitions included 1n the first
table and a second range of the partitions included 1n
the second table are different from each other:

wherein the global partition indexes are generated based
on the ranges allocated to the acquired partitions,
respectively, and

wherein the global partition indexes are generated so that
the total number of the global partition indexes 1s
reduced based on the ranges of the respective local

partition indexes.

2. The method of claim 1, wherein the local partition
indexes are generated based on indexes pre-allocated to the
plurality of partitions, and

wherein the local partition indexes are independently
generated for the plurality of tables, respectively.

3. The method of claim 1, wherein the processing of the
query 1includes processing the query based on mapping
tables for mapping the global partition indexes and the local
partition indexes based on range information of the global
partition indexes and the local partition 1indexes.

4. The method of claim 3, wherein the mapping tables
include:

a first mapping table mapping first local partition indexes
corresponding to a first table among the plurality of
tables, and the global partition indexes, and

a second mapping table mapping second local partition
indexes corresponding to a second table among the
plurality of tables, and the global partition indexes.

5. The method of claim 3, wherein the processing of the

query 1ncludes:

processing at least a part of the query by using at least one
local index mapped to first global partition 1ndex
among the global partition indexes based on the map-
ping tables, and

processing at least the other part of the query by using at
least one local index mapped to second global partition
index among the global partition indexes based on the
mapping tables.

6. The method of claim 3, wherein the processing of the

query includes:

acquiring the local partition index of each of the plurality
of tables corresponding to the global partition 1ndex
based on the mapping table, and

processing the query for local partitions corresponding to
the local partition indexes mapped to the global parti-
tion.

7. The method of claim 1, wherein the global partition
indexes are managed by a global partition iterator for
processing the query, and

wherein the local partition indexes are managed by a
plurality of local partition iterators for accessing the
plurality of tables used for processing the query.

8. The method of claim 7, wherein the local partition
iterators return the local partition index to be accessed to
process the query in response to the global partition index
received from the global partition 1terator.

9. The method of claim 1, wherein the global partition
indexes are generated so that the total number of the global
partition indexes 1s mimmized based on the ranges of the
respective local partition indexes.

10. The method of claim 1, wherein the total number of
global partition indexes 1s minimized based on the first
number of partitions and the second number of partitions.
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11. The method of claim 1, wherein a global mapping
table 1s generated based on the global partition indexes and
the local partition indexes.

12. A non-transitory computer readable medium including
a computer program, wherein the computer program
includes instructions for processing a query related to a
plurality of partitions included 1n a plurality of tables having
different partition information by at least one processor of a
computing device, and the instructions include:

acquiring, by the at least one processor, the plurality of

partitions for processing the query;

acquiring, by the at least one processor, global partition

indexes for encompassing the acquired partitions and
acquiring local partition indexes corresponding to the
acquired partitions, respectively; and

processing, by the at least one processor, the query at least

partially based on the global partition indexes and the
local partition 1indexes,

wherein the plurality of tables includes a first table and a

second table, and

a first number of partitions included 1n the first table and

a second number of partitions included 1n the second
table are different from each other:
wherein a first range of the partitions included 1n the first
table and a second range of the partitions included n
the second table are different from each other:

wherein the global partition indexes are generated based
on the ranges allocated to the acquired partitions,
respectively; and

wherein the global partition indexes are generated so that

the total number of the global partition indexes 1s
reduced based on the ranges of the respective local
partition indexes.

13. A computing device for processing a query related to
a plurality of partitions included 1 a plurality of tables
having different partition information, the computing device
comprising;

at least one processor; and

a storage unit,

wherein the at least one processor 1s configured to:

acquire, by the at least one processor, the plurality of
partitions for processing the query,

acquire, by the at least one processor, global partition
indexes for encompassing the acquired partitions and
acquire local partition 1indexes corresponding to the
acquired partitions, respectively, and

process, by the at least one processor, the query at least
partially based on the global partition indexes and
the local partition indexes;

wherein the plurality of tables includes a first table and a

second table, and

a first number of partitions included 1n the first table and

a second number of partitions included 1n the second
table are different from each other;
wherein a first range of the partitions included in the first
table and a second range of the partitions included 1n
the second table are different from each other;

wherein the global partition indexes are generated based
on the ranges allocated to the acquired partitions,
respectively; and

wherein the global partition indexes are generated so that

the total number of the global partition indexes 1s
reduced based on the ranges of the respective local
partition indexes.

14. The method of claim 1, wherein each value 1n a row
of the global mapping table corresponds to a local partition
index.
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15. The method of claim 11, wherein each value 1n a
column of the global mapping table corresponds to an
individual index value of a local partition index.
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