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second data integrity check operation matches the output of
the first data integrity check operation forwarded from the

first device.
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1
SPEECH RECOGNITION

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 16/115,654, filed Aug. 29, 2018, which 1s
incorporated by reference herein 1n its entirety.

TECHNICAL FIELD

This mvention relates to speech recognition, and in par-
ticular to a system that performs both speaker recognition
and speech recognition.

In this document, the term speaker recognition 1s used to
refer to a process 1n which information 1s obtained about the
identity of a speaker. For example, this process may involve
determining whether or not the speaker 1s a specific indi-
vidual (speaker verification), or may involve 1dentitying the
speaker, for example from a group of enrolled speakers
(speaker 1dentification).

The term speech recognition 1s used to refer to a process
in which information 1s obtained about the content of
speech, for example 1n order to be able to determine what the
speaker 1s saying.

BACKGROUND

Systems are known in which a verbal command from a
speaker 1s recognised and processed, subject to the speaker’s
identity being verified. One such system 1s disclosed 1n
GB-2315527A, for example, in which, 11 1t 1s determined
that a predetermined trigger phrase has been spoken, a
speaker recognition process 1s performed 1n a first device. It
the speaker recognition process determines that the prede-
termined trigger phrase was spoken by a specific enrolled
user, the signal representing the speech 1s passed to a speech
recognition engine, which 1s provided in a second device.
Typically, such a system may be used to allow the user to
1ssue voice commands, causing the system to perform some
action, or retrieve some requested information, for example.

One problem that could 1n theory arise 1n such a system
1s an attack, in which a third party attempts to gain unau-
thorised access to the system, by providing a recording of
the enrolled user’s speech to the speaker recognition pro-
cess, but then providing a signal containing their own speech
to the speech recognition engine. The speaker recognition
process would signal that the enrolled user was speaking, but
the command that the speech recognition process would
recognise may be a command that the enrolled user would
not want to 1ssue.

SUMMARY

According to an aspect of the present invention, there 1s
provided a method of performing speech recognition, com-
prising;:

at a first device:

receiving an audio signal representing speech;

performing a first data integrity check operation on the

received audio signal;

performing a speaker recognition process on the received

audio signal;

forwarding the received audio signal to a second device,

wherein the second device comprises a speech recog-
nition function; and

forwarding an output of the first data integrity check

operation to the second device; and

at the second device:

receiving the audio signal forwarded from the first device;

10

15

20

25

30

35

40

45

50

55

60

65

2

receiving the output of the first data integrity check
operation forwarded from the first device;

performing a second data integrity check operation on the
audio signal forwarded from the first device; and

using a result of performing the speech recognition func-
tion on the audio signal forwarded from the first device
only 1 an output of the second data integrity check
operation matches the output of the first data integrity
check operation forwarded from the first device.

The method may further comprise:

using a result of performing the speech recognition func-
tion on the audio signal forwarded from the first device
only 11 a result of performing the speaker recognition
process on the received audio signal satisfies a prede-
termined criterion.

The method may further comprise:

performing the speech recognition function on the audio
signal forwarded from the first device only 1f an output
of the second data integrity check operation matches
the output of the first data integrity check operation
forwarded from the first device, and 1t the result of
performing the speaker recognition process on the
received audio signal satisfies the predetermined crite-
rion.

The method may comprise:

performing the speech recognition function on the audio
signal forwarded from the first device;

determiming 1f an output of the second data integrity check
operation matches the output of the first data integrity
check operation forwarded from the first device; and

using the result of performing the speech recognition
function on the audio signal forwarded from the first
device only if the output of the second data integrity
check operation matches the output of the first data
integrity check operation forwarded from the {irst
device.

The method may further comprise:

11 the output of the second data integrity check operation
does not match the output of the first data integrity
check operation forwarded from the first device, delet-
ing the result of performing the speech recognition
function on the audio signal forwarded from the first
device.

The method may comprise performing the speech recog-
nition function on the audio signal 1n the second device at
least partly in parallel with performing the speaker recog-
nition process on the recerved audio signal in the first device.

The method may comprise determining in the second
device 1f the output of the second data integrity check
operation matches the output of the first data integrity check
operation forwarded from the first device, at least partly 1n
parallel with performing the speaker recognition process on
the recetved audio signal in the first device.

The method may comprise, if it 1s determined 1n the
second device that the output of the second data integrity
check operation matches the output of the first data integrity
check operation forwarded from the first device, performing
the speech recognition function on the audio signal in the
second device at least partly 1n parallel with performing the
speaker recognition process on the received audio signal 1n
the first device.

The method may comprise performing the first data
integrity check operation on the received audio signal only
if 1t 1s determined that the audio signal represents a prede-
termined trigger phrase.

The step of performing the first data integrity check
operation may comprise obtaining a predetermined hash
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function, and wherein the step of performing the second data
integrity check operation comprises obtaining said prede-
termined hash function.

According to a second aspect of the invention, there 1s
provided a system for performing speech recognition, com-
prising:

a first device and a second device,

wherein the first device comprises:

an input for receiving an audio signal representing speech;

a processor for performing a first data integrity check

operation on the recerved audio signal, and for per-
forming a speaker recognition process on the received
audio signal; and

an interface for forwarding the recerved audio signal to

the second device, and for forwarding an output of the

first data integrity check operation to the second device;
and

wherein the second device 1s configured for performing a

speech recognition function, and comprises:

an 1nterface for recerving the audio signal forwarded from

the first device, and for receiving the output of the first
data integrity check operation forwarded from the first
device; and

a processor for performing a second data integrity check

operation on the audio signal forwarded from the first
device;

wherein the system 1s configured to use a result of

performing the speech recognition function on the
audio signal forwarded from the first device only 1f an
output of the second data integrity check operation
matches the output of the first data integrity check
operation forwarded from the first device.

The system may be configured to use the result of
performing the speech recognition function on the audio
signal forwarded from the first device only 1f a result of
performing the speaker recognition process on the recerved
audio signal satisfies a predetermined criterion.

The second device may be configured to perform the
speech recognition function on the audio signal forwarded
from the first device only if an output of the second data
integrity check operation matches the output of the first data
integrity check operation forwarded from the first device,
and 1f the result of performing the speaker recognition
process on the received audio signal satisfies the predeter-
mined criterion.

The system may be configured for:

performing the speech recognition function on the audio

signal forwarded from the first device;
determining 11 an output of the second data integrity check
operation matches the output of the first data integrity
check operation forwarded from the first device; and

using the result of performing the speech recognition
function on the audio signal forwarded from the first
device only 1t the output of the second data integrity
check operation matches the output of the first data
integrity check operation forwarded from the first
device.

The system may be further configured for:

if the output of the second data integrity check operation

does not match the output of the first data integrity
check operation forwarded from the first device, delet-
ing the result of performing the speech recognition
function on the audio signal forwarded from the first
device.

The system may be further configured for performing the
speech recognition function on the audio signal in the
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second device at least partly 1n parallel with performing the
speaker recognition process on the received audio signal 1n
the first device.

The second device may be further configured for deter-
mining if the output of the second data integrity check
operation matches the output of the first data integrity check
operation forwarded from the first device, at least partly 1n
parallel with performing the speaker recognition process on
the recetved audio signal in the first device.

The second device may be further configured for, 11 1t 1s
determined that the output of the second data integrity check
operation matches the output of the first data integrity check
operation forwarded from the first device, performing the
speech recognition function on the audio signal in the
second device at least partly 1n parallel with performing the
speaker recognition process on the received audio signal 1n
the first device.

The first device may be configured for performing the first
data integrity check operation on the recerved audio signal
only 1 it 1s determined that the audio signal represents a
predetermined trigger phrase.

Performing the first data integrity check operation may
comprise obtaining a predetermined hash function, and
wherein performing the second data integrity check opera-
tion may comprise obtaining said predetermined hash func-
tion.

The first device and the second device may be separate
integrated circuits 1n an electronic device.

The first device may be an electronic device, and the
second device may be a remotely located computing device.

The second device may be an electronic device, and the
first device may be an accessory for use with the second
device.

In any of these examples, the electronic device may be a
smartphone or other communications device, a smart
speaker, a tablet or laptop computer, a games console, a
home control system, a home entertainment system, an
in-vehicle entertainment system, or a domestic appliance.

According to a further aspect, there 1s provided a method
of operation of a first device 1n a speech recognition system,
the method comprising:

recetving an audio signal representing speech;

performing a first data integrity check operation on the

received audio signal;

performing a speaker recognition process on the received

audio signal;

forwarding the recerved audio signal to a second device,

wherein the second device comprises a speech recog-
nition function; and

forwarding an output of the first data integrity check

operation to the second device.

According to a further aspect, there 1s provided a first
device configured to operate in accordance with the method.

The first device may be an integrated circuit. Alterna-
tively, the first device may be an electronic device, for
example a smartphone or other communications device, a
smart speaker, a tablet or laptop computer, a games console,
a home control system, a home entertainment system, an
in-vehicle entertainment system, or a domestic appliance.

According to a further aspect, there 1s provided a method
of operation of a second device 1 a speech recognition
system, wherein the second device comprises a speech
recognition function, the method comprising;:

recerving from a first device an audio signal representing

speech;

recerving from the first device an output of a first data

integrity check operation;
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performing a second data integrity check operation on the
audio signal forwarded from the first device; and

using a result of performing the speech recognition func-
tion on the audio signal forwarded from the first device
only if an output of the second data integrity check
operation matches the output of the first data integrity
check operation forwarded from the first device.
The method may further comprise:
using the result of performing the speech recognition
function on the audio signal forwarded from the first
device only 1n response to receiving from the first
device an 1indication that a result of performing a
speaker recognition process on the received audio
signal satisfies a predetermined criterion.
According to a further aspect, there 1s provided a second
device configured to operate 1 accordance with the method.
The second device may be an integrated circuit. Alterna-
tively, the second device may be an electronic device, for
example a smartphone or other communications device, a
smart speaker, a tablet or laptop computer, a games console,
a home control system, a home entertainment system, an
in-vehicle entertainment system, or a domestic appliance.
According to a further aspect, there 1s provided a method
for providing an authenticated/identified speech recognition
output, the method comprising the steps of:
receiving audio including speech;
providing the received audio to a speaker recognition
module, to authenticate/identify a speaker, wherein the
step of providing the received audio to a speaker
recognition module comprises performing a first data
integrity check operation on the received audio signal;

providing the recerved audio to a speech recognition
module, to recognise speech 1n the received audio,
wherein the step of providing the received audio to the
speech recognition module comprises performing a
second data integrity check operation on the received
audio signal;

comparing the output of the first and second data integrity

check operations to determine the audio provided to the
speaker recognition module 1s the same as the audio
provided to the speech recognition module,

wherein the outputs of the speaker recognition module

and the speech recogmition module are combined to
provide an authenticated/identified speech recognition
output when said comparison step determines that the
audio provided to the speaker recognition module 1s the
same as the audio provided to the speech recognition
module.

According to a further aspect, there 1s provided a non-
transitory storage medium having stored thereon software
code which, when run on a suitable processor, performs any
ol the methods described above.

This has the advantage that the speech that 1s provided to
the speech recognition function can be seen to be the same
as the speech that was provided to the speaker recognition
process, ensuring that the attack described above cannot be
successiul.

BRIEF DESCRIPTION OF DRAWINGS

FI1G. 1 1llustrates a system 1n accordance with an aspect of
the 1nvention.

FI1G. 2 illustrates an example of a first device 1n the system
of FIG. 1.

FIG. 3 illustrates an example of a second device in the
system of FIG. 1.
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FIG. 4 1llustrates an example of a system 1n accordance
with FIG. 1.

FIG. 5 illustrates an alternative example of a system 1n
accordance with FIG. 1.

FIG. 6 1s a flow chart, illustrating a method 1n accordance
with an aspect of the invention.

FIG. 7 illustrates an embodiment of a system 1n accor-
dance with an aspect of the invention.

FIG. 8 1llustrates an alternative embodiment of a system
in accordance with an aspect of the imvention.

FIG. 9 illustrates a further alternative embodiment of a
system 1n accordance with an aspect of the invention.

DETAILED DESCRIPTION

The description below sets forth example embodiments
according to this disclosure. Further example embodiments
and implementations will be apparent to those having ordi-
nary skill in the art. Further, those having ordinary skill in
the art will recognize that various equivalent techniques may
be applied 1n lieu of, or in conjunction with, the embodi-
ments discussed below, and all such equivalents should be
deemed as being encompassed by the present disclosure.

FIG. 1 shows a system 1n accordance with an aspect of the
invention. Specifically, FIG. 1 shows a system 10, which
includes a first device 12 and a second device 14. An 1nput
signal can be supplied to the first device 12 on an nput line
16. The first device 12 has a direct or indirect connection 18
to the second device. The second device 14 provides an
output on an output connection 20.

The first device 12 includes a speaker recognition block
22. When the input signal supplied to the first device 12 on
the mput line 16 represents speech, the speaker recognition
block 22 may for example determine whether or not the
speaker 1s a specific individual, or may identify the speaker
from a group of enrolled speakers.

The second device 14 includes a speech recognition block
24. When an iput signal supplied to the second device 14
represents speech, the speech recognition block 24 may
obtain information about the content of speech, for example
in order to be able to determine the content of a command
that was uttered by the speaker.

FIG. 2 shows one possible form of the first device 12. In
this example, the first device 12 includes an interface 30, for
connecting to other devices; a memory 32, for storing data
and program instructions; and a processor 34, for perform-
ing operations in accordance with program instructions
stored 1n the memory 32. Thus, with reference to FIG. 1, the
speaker recognition block 22 may be implemented by suit-
able program instructions stored in the memory 32, causing
the processor 34 to perform the speaker recognition func-
tionality.

FIG. 3 shows one possible form of the second device 14.
In this example, the second device 14 includes an interface
40, for connecting to other devices; a memory 42, for storing
data and program instructions; and a processor 44, for
performing operations 1n accordance with program instruc-
tions stored in the memory 42. Thus, with reference to FIG.
1, the speech recognition block 24 may be implemented by
suitable program instructions stored in the memory 42,
causing the processor 44 to perform the speech recognition
functionality.

In the system 10 shown 1n FIG. 1, the first device 12 and
the second device 14 are typically physically separate
devices, with some direct or indirect physical connection
between them. For example, the first device 12 and the
second device 14 may be separate integrated circuit devices,
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which may form part of the same product, or may be
provided 1n separate products.

For example, the first device 12 and the second device 14
may be separate mtegrated circuits within a device such as
a smartphone, or smart speaker, or another (portable) elec-
tronic device with some sort of voice operability, for
example a tablet or laptop computer, a games console, a
home control system, a home entertainment system, an
in-vehicle entertainment system, a domestic appliance, or
the like.

In other examples, the first device 12 and the second
device 14 may be separate (portable) electronic devices.

FIG. 4 shows one example, where the first device 12 takes
the form of a smartphone 60, or another (portable) electronic
device with some sort of voice operability, for example a
smart speaker, a tablet or laptop computer, a games console,
a home control system, a home entertainment system, an
in-vehicle entertainment system, a domestic appliance, or
the like.

The smartphone 60 includes a speaker recognition block.
Thus, the smartphone 60 also includes at least one micro-
phone and, when 1t 1s determined that a sound detected by
the microphone(s) contains speech, the speaker recognition
block may for example determine whether or not the speaker
1s a specific individual, or may i1dentity the speaker from a
group of enrolled speakers.

The second device 14 1s located remotely from the
smartphone 60. For example, the second device 14 may take
the form of a server 62 located 1n the cloud 64, accessible by
the first device over a wireless communications network.
The server 62 includes a speech recognition block. When a
signal representing speech 1s supplied to the server 62, the
speech recognition block may obtain information about the
content of the speech, for example 1n order to be able to
determine the content of a command.

FIG. 5 shows another example, where the first device 12
takes the form of an accessory, for example a headset 80,
which has a connection to a smartphone 60, or another
(portable) electronic device with some sort of voice oper-
ability, for example a smart speaker, a tablet or laptop
computer, a games console, a home control system, a home
entertainment system, an in-vehicle entertainment system, a
domestic appliance, or the like. The accessory 80 may have
a connection to the host device 82 over a short-range
communications link, such as a Bluetooth or W1iF1 connec-
tion.

The accessory 80 includes a speaker recognition block.
Thus, the accessory 80 includes at least one microphone and,
when 1t 1s determined that a sound detected by the micro-
phone(s) contains speech, the speaker recognition block may
for example determine whether or not the speaker i1s a
specific individual, or may 1dentily the speaker from a group
of enrolled speakers.

The host device 82 includes a speech recognition block.
When a signal representing speech 1s supplied to the host
device 82, the speech recognition block may obtain infor-
mation about the content of the speech, for example 1n order
to be able to determine the content of a command.

FIG. 6 1s a flow chart, 1llustrating an example of a method
of performing speech recognition, 1n a system as 1llustrated
in FIG. 1, 4, or 5, for example.

In step 100, a first device receives an audio signal
representing speech.

At step 102, 1n the first device, a first data integrity check
operation 1s performed on the received audio signal.

Any suitable data integrity check operation may be per-
tormed. For example, the step of performing a data integrity
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check operation may comprise generating a checksum value,
or generating a Message Authentication Code based on the
relevant part of the received audio signal. Typically, the
relevant part of the received audio signal 1s a part that 1s
intended to be forwarded to the second device. In some
embodiments, the step of performing a data integrity check
operation comprises obtaining a predetermined hash func-
tion from the relevant part of the recerved audio signal.

At step 104, 1 the first device, a speaker recognition
process 1s performed on the recerved audio signal.

The speaker recognition process may be any suitable
process, for example a voice biometric process, 1n which
features are extracted from the received signal, and com-
pared with a previously obtained model, or voiceprint, of the
speech of one or more enrolled user. Depending on a
required degree of security of the operation, the difference
between the features and the model can be used to assess
whether the comparison provides the required degree of
confidence that the person speaking 1s the enrolled user.

When the audio signal 1s received, a voice activity detec-
tion process may be used to determine whether the signal
represents speech. Only those parts of a received signal that
do represent speech may be forwarded for subsequent pro-
cessing. Once 1t has been determined that at least a part of
the signal represents speech, a voice keyword detection
process may be performed to determine whether the signal
represents a predetermined trigger phrase. In that case, the
first data integrity check operation and/or the speaker rec-
ognition process may be performed on the received audio
signal only if 1t 1s determined that the audio signal represents
the predetermined trigger phrase.

At step 106, the first device forwards the recerved audio
signal to a second device, which has a speech recognition
function.

Again, the first device may forward the recerved audio
signal to the second device only 11 1t has been determined
that at least a part of the signal represents speech, and/or 1
it 1s determined that the audio signal represents the prede-
termined trigger phrase.

In addition, at step 108, the first device forwards an output
of the first data integrity check operation to the second
device.

At step 110, the second device receives the audio signal
forwarded from the first device.

In addition, at step 112, the second device receives the
output of the first data integrity check operation forwarded
from the first device.

At step 114, the second device performs a second data
integrity check operation on the audio signal forwarded from
the first device. As described with reference to step 102, any
suitable data integrity check operation may be performed.
For example, the step of performing a data integrity check
operation may comprise generating a checksum value, or
generating a Message Authentication Code based on the
received audio signal. Generally, the second data integrity
check operation performed in the second device 1s the same
as the first data integrity check operation performed in the
first device. For example, when the step of performing a data
integrity check operation in the first device comprises
obtaining a predetermined hash function from the relevant
part of the received audio signal, the step of performing the
second data integrity check operation comprises performing
the same predetermined hash function on the signal recerved
in the second device.

The data mtegrity check operation 1s such that, provided
that the operation 1s performed on the same mput (1.e. the
relevant part of the received audio signal) 1n steps 102 and
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114, 1t will provide the same output. However, if it 1s
performed on different inputs, for example because an
attacker has inserted a rogue signal 1nto the second device,
the data integrity check operation will provide different
outputs.

At step 116, a result of performing a speech recognition
function 1n the second device on the audio signal forwarded
from the first device 1s used, only 1f an output of the second
data integrity check operation performed in the second
device matches the output of the first data integrity check
operation forwarded to the second device from the first
device.

In addition, the result of performing the speech recogni-
tion function on the audio signal forwarded from the first
device may be used only 1t a result of performing the speaker
recognition process on the received audio signal in the first
device satisfies a predetermined criterion.

If, 1n step 114, the output of the second data integrity
check operation does not match the output of the first data
integrity check operation forwarded from the first device,
this may be due to an attack on the system, or it may be due
to an unacceptably large Bit Error Rate (BER) on the
communications link between the first device and the second
device. If the speech recognition function has already been
performed on the audio signal forwarded from the first
device when 1t 1s determined that the output of the second
data integrity check operation does not match the output of
the first data integrity check operation forwarded from the
first device, the result of performing the speech recognition
function on the audio signal forwarded from the first device
may be deleted.

Thus, 11 an attacker 1nserts a rogue signal 1nto the second

device, but provides a signal that passes the voice biometric
identity check to the first device, the data integrity check
operation will provide different outputs, and the positive
result of the voice biometric 1dentity check will not result in
the rogue signal being taken as a genuine signal.

Although FIG. 6 shows various steps being performed
sequentially 1 the first device, and then various other steps
being performed sequentially 1n the second device, 1t should
be noted that steps may be performed 1n parallel 1n some
cases, and/or the order 1n which the steps are performed may
differ from that shown 1n FIG. 6. In particular, the order 1n
which the steps are performed 1n either one of the devices
may differ from that described. In addition, or alternatively,
one or more of the steps that are performed in the second
device may be performed before one or more of the steps
that are performed 1n the first device.

FIG. 7 1s a block diagram, illustrating a first system for
performing the method of FIG. 6.

The system includes a first device 130 and a second
device 132. The system also includes a microphone 134 for
detecting sounds in the vicinity. In embodiments such as
those shown 1 FIGS. 4 and 5, the microphone 134 may be
provided on the first device 130.

The system also includes a bufler 136, which performs
initial processing on the signal generated by the microphone
134, and stores the result. For example, speaker recognition
and speech recognition processes typically operate on sig-
nals that have been divided into frames having a duration of
10-30 ms, and so the bufler 136 may perform this division.
Specifically, the bufler 136 may divide the signal into
frames, and may include a voice activity detection block,
configured to determine which frames contain speech. In
embodiments such as those shown in FIGS. 4 and 5, the
bufler 136 may be provided in the first device 130.
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In the system illustrated in FIG. 7, the system also
includes an optional voice keyword detection (VKD) block
138. This may be configured to detect whether the signal
represents a predetermined keyword, or trigger phrase. The
VKD block 138 may act only on frames that are determined
as containing speech.

In some embodiments, the signal 1s only passed for
subsequent processing 1f i1t 1s determined that the signal
contains speech. In some embodiments, the signal 1s only
passed for subsequent processing 1f it 1s determined that the
signal contains the predetermined keyword.

The audio signal, or at least part of the audio signal, 1s
passed to a voice biometric (VBi10) or speaker recognition
block 140. The speaker recognition block 140 performs a
speaker recognition process as described with reference to
step 104 above, and determines whether or not the speaker
1s a specific individual (in the case of speaker verification),
or 1dentifies the speaker from a group of enrolled speakers
(1n the case of speaker identification). Thus, the output of the
speaker recognition block 140 may be a signal indicating
whether or not the speaker 1s a specific individual, or may be
a signal 1dentifying the speaker.

The audio signal, or at least part of the audio signal, 1s also
passed to a first data integrity check block 142. In this
illustrated embodiment, the first data integrity check block
142 calculates a hash value from the received audio signal.
The first data mtegrity check block 142 may determine a
hash value, for example according to the known SHA-256
algorithm as will be understood by skilled in the art,
although other hash functions may also be appropnate.

The audio signal, or the same part of the audio signal that
1s passed to the speaker recognition block 140 and the first
data integrity check block 142, is also passed to the second
device 132.

Specifically, the audio signal, or the part of the audio
signal, 1s passed to an automatic speech recognition (ASR)
function 144.

In addition, the audio signal, or the part of the audio
signal, 1s passed to a second data integrity check block 146.
In this illustrated embodiment, the second data integrity
check block 146 calculates a hash value from the received
audio signal, using the same method that 1s used by the first
data itegrity check block 142.

The output of the speaker recognition block 140 and the
output of the first data integrity check block 142 are both
passed to a block 148 which determines whether to proceed
with automatic speech recognition (ASR Go?). The output
of the second data integrity check block 146 is also passed
to the block 148.

The block 148 compares the output of the first data
integrity check block 142 with the output of the second data
integrity check block 146.

The block 148 then controls the operation of the speech
recognition function in the block 144, such that the speech
recognition function 1s performed on the audio signal for-
warded from the first device only 1t the output of the second
data integrity check operation matches the output of the first
data imtegrity check operation forwarded from the first
device.

In addition, in this embodiment, the speech recognition
function 1s performed on the audio signal forwarded from
the first device only 1f the result of performing the speaker
recognition process on the recerved audio signal satisfies a
predetermined criterion, for example 11 the speaker 1s 1den-
tified as a specific individual, or 1f the speaker 1s 1dentified
as a person who 1s authorised to 1ssue a command to the
device.
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As described above, 1t 1s assumed that the output of the
speaker recognition block 140 may be a signal indicating
whether or not the speaker 1s a specific individual, or may be
a signal 1identifying the speaker. In other embodiments, the
output ol the speaker recognition block 140 may {for
example be a signal indicating a likelihood of the speaker

being a specific individual, and the block 148 may determine
based on criteria set 1n the second device 132 whether this

likelihood 1s high enough to proceed with automatic speech
recognition.

If the block 144 is controlled such that the speech recog-
nition function 1s performed on the audio signal forwarded
from the first device, then the output of that block 144 1s
forwarded for subsequent processing. For example, the
audio signal may contain a spoken command relating to a
function of the first device 130, 1n which case the output of
the speech recognition block 144 may be passed to the first
device 130.

FIG. 8 1s a block diagram, illustrating a second system for
performing the method of FIG. 6.

The system includes a first device 160 and a second
device 162. The system also includes a microphone 164 for
detecting sounds in the vicinity. In embodiments such as
those shown 1n FIGS. 4 and 5, the microphone 164 may be
provided on the first device 160.

The system also includes a bufler 166, which performs

initial processing on the signal generated by the microphone
164, and stores the result. For example, speaker recognition
and speech recognition processes typically operate on sig-
nals that have been divided into frames having a duration of
10-30 ms, and so the bufler 136 may perform this division.
Specifically, the bufler 166 may divide the signal into
frames, and may include a voice activity detection block,
configured to determine which frames contain speech. In
embodiments such as those shown in FIGS. 4 and 5, the
bufler 166 may be provided in the first device 160.
In the system illustrated in FIG. 8, the system also
includes an optional voice keyword detection (VKD) block
168. This may be configured to detect whether the signal
represents a predetermined keyword, or trigger phrase. The
VKD block 168 may act only on frames that are determined
as containing speech.

In some embodiments, the signal 1s only passed for
subsequent processing 1f i1t 1s determined that the signal
contains speech. In some embodiments, the signal 1s only
passed for subsequent processing 1f i1t 1s determined that the
signal contains the predetermined keyword.

The audio signal, or at least part of the audio signal, 1s
passed to a voice biometric (VBi10) or speaker recognition
block 170. The speaker recognition block 170 performs a
speaker recognition process as described with reference to
step 104 above, and determines whether or not the speaker
1s a specific individual (in the case of speaker verification),
or 1dentifies the speaker from a group of enrolled speakers
(in the case of speaker 1dentification). Thus, the output of the
speaker recognition block 170 may be a signal indicating
whether or not the speaker 1s a specific individual, or may be
a signal 1dentifying the speaker.

The audio signal, or at least part of the audio signal, 1s also
passed to a first data integrity check block 172. In this
illustrated embodiment, the first data integrity check block
172 calculates a hash value from the received audio signal.
The first data integrity check block 172 may determine a
hash value, for example according to the known SHA-256
algorithm as will be understood by skilled in the art,
although other hash functions may also be appropnate.
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The audio signal, or the same part of the audio signal that
1s passed to the speaker recognition block 170 and the first
data integrity check block 172, 1s also passed to the second
device 162.

Specifically, the audio signal, or the part of the audio
signal, 1s passed to an automatic speech recognmition (ASR)
function 174. In this embodiment, the automatic speech
recognition function may be performed as soon as the audio
signal 1s recerved by the second device 162, without delib-
crate delay. Thus, for example, the speech recognition
function may be performed by the block 174 at least partly
in parallel with the speaker recogmition function being
performed by the block 170, 1n order to minimize overall
processing time.

In addition, the audio signal, or the part of the audio
signal, 1s passed to a second data integrity check block 176.
In this illustrated embodiment, the second data integrity
check block 176 calculates a hash value from the received
audio signal, using the same method that 1s used by the first
data integrity check block 172.

The output of the first data integrity check block 172 1s
passed to a block 178 which determines whether to use the
result of automatic speech recognition (ASR OK?). The
output of the second data integrity check block 176 1s also
passed to the block 178.

The block 178 compares the output of the first data
integrity check block 172 with the output of the second data
integrity check block 176.

The block 178 then controls the operation of the output of
the speech recognition function 1n the block 174, such that
the output of the speech recognition function 1s forwarded
for subsequent processing only 1f the output of the second
data integrity check operation matches the output of the first
data integrity check operation forwarded from the first
device.

If 1t 1s determined that the output of the second data
integrity check operation matches the output of the first data
integrity check operation forwarded from the first device, the
result of the automatic speech recogmition 1s forwarded for
subsequent processing only if the result of performing the
speaker recognition process on the received audio signal
satisfies a predetermined criterion, for example 1f the
speaker 1s 1dentified as a specific individual, or 11 the speaker
1s 1dentified as a person who 1s authorised to 1ssue a
command to the device.

In this embodiment, the output of the speaker recognition
block 170 1s passed to a block 180 (Go/No Go?) which
determines whether the received audio signal satisfies the
predetermined criterion. The block 180 1s shown as being in
the second device 162, but may be 1n the first device 160.

As described above, 1t 1s assumed that the output of the
speaker recognition block 170 may be a signal indicating
whether or not the speaker 1s a specific individual, or may be
a signal 1dentifying the speaker. In other embodiments, the
output of the speaker recogmition block 170 may for
example be a signal indicating a likelihood of the speaker
being a specific individual, and the block 180 may determine
based on criteria set 1n the first device 160 or the second
device 162 whether this likelihood 1s high enough to use the
result of the automatic speech recognition. The criteria set in
the first device 160 or the second device 162 may depend on
the result of the automatic speech recognition 1tself. For
example, a command to a smart speaker device to play a
particular piece of music may be acted upon even 1f the
system has relatively low confidence that the speaker 1s a
specified individual, because the adverse consequences of
wrongly playing that music are not great. However, a
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command to a banking app on a smartphone to make a
(large) payment may be acted upon only 1if the system has
relatively high confidence that the speaker i1s the specified
individual, because the adverse consequences of wrongly
making that payment are much greater.

If the block 180 determines that the output of the speech
recognition function that 1s performed on the audio signal
forwarded from the first device should be used, then the
output of that block 174 1s forwarded for subsequent pro-
cessing. For example, the audio signal may contain a spoken
command relating to a function of the first device 160, 1n
which case the output of the speech recognition block 174
may be passed to the first device 160. As already noted, the
block 180 may itself be located in the first device 160.

If the block 180 determines that the output of the speech
recognition function that 1s performed on the audio signal
forwarded from the first device should not be used, then the
output of the speech recognition block 174 may be explicitly
deleted from the second device 162, and may additionally or
alternatively be deleted from the first device 160 1t it has
been sent there. Similarly, 11 the bock 178 determines that
the output of the second data integrity check operation does
not match the output of the first data itegrity check opera-
tion forwarded from the first device, then the output of the
speech recognition block 174 may be explicitly deleted from
the second device 162, and may additionally or alternatively
be deleted from the first device 160 11 1t has been sent there.

FIG. 9 1s a block diagram, illustrating a third system for
performing the method of FIG. 6.

The system includes a first device 190 and a second
device 192. The system also includes a microphone 194 for
detecting sounds in the vicinity. In embodiments such as
those shown 1n FIGS. 4 and 5, the microphone 194 may be
provided on the first device 190.

The system also includes a bufler 196, which performs

initial processing on the signal generated by the microphone
194, and stores the result. For example, speaker recognition
and speech recognition processes typically operate on sig-
nals that have been divided into frames having a duration of
10-30 ms, and so the builer 196 may perform this division.
Specifically, the bufler 196 may divide the signal into
frames, and may include a voice activity detection block,
configured to determine which frames contain speech. In
embodiments such as those shown in FIGS. 4 and 5, the
bufler 196 may be provided in the first device 190.
In the system illustrated in FIG. 9, the system also
includes an optional voice keyword detection (VKD) block
198. This may be configured to detect whether the signal
represents a predetermined keyword, or trigger phrase. The
VKD block 198 may act only on frames that are determined
as containing speech.

In some embodiments, the signal 1s only passed for
subsequent processing 1f i1t 1s determined that the signal
contains speech. In some embodiments, the signal 1s only
passed for subsequent processing it i1t 1s determined that the
signal contains the predetermined keyword.

The audio signal, or at least part of the audio signal, 1s
passed to a voice biometric (VBi10) or speaker recognition
block 200. The speaker recognition block 200 performs a
speaker recognition process as described with reference to
step 104 above, and determines whether or not the speaker
1s a specific individual (in the case of speaker verification),
or 1dentifies the speaker from a group of enrolled speakers
(in the case of speaker identification). Thus, the output of the
speaker recognition block 200 may be a signal indicating
whether or not the speaker 1s a specific individual, or may be
a signal 1dentifying the speaker.
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The audio signal, or at least part of the audio signal, 1s also
passed to a first data integrity check block 202. In this
illustrated embodiment, the first data integrity check block
202 calculates a hash value from the received audio signal.
The first data mtegrity check block 202 may determine a
hash value, for example according to the known SHA-256
algorithm as will be understood by skilled in the art,
although other hash functions may also be appropnate.

The audio signal, or the same part of the audio signal that
1s passed to the speaker recognition block 200 and the first
data integrity check block 202, is also passed to the second
device 192.

In the second device 192, the audio signal, or the part of
the audio signal, 1s passed to a second data integrity check
block 204. In this illustrated embodiment, the second data
integrity check block 204 calculates a hash value from the
received audio signal, using the same method that 1s used by
the first data mtegrity check block 202.

The output of the first data integrity check block 202 1s
passed to a block 206 which determines whether to proceed
with automatic speech recognition (ASR OK?). The output
of the second data integrity check block 204 1s also passed
to the block 206.

The block 206 compares the output of the first data
integrity check block 202 with the output of the second data
integrity check block 204.

The block 206 then controls the operation of the speech
recognition function 1 an automatic speech recognition
(ASR) block 208 1n the second device 192, such that the
speech recognition function 1s performed on the audio signal
forwarded from the first device only 1f the output of the
second data integrity check operation matches the output of
the first data integrity check operation forwarded from the
first device.

In this embodiment, the comparison of the output of the
first data integrity check block 202 with the output of the
second data integrity check block 204 automatic speech
recognition function may be performed as soon as the audio
signal 1s received by the second device 192, without delib-
crate delay. Thus, for example, the comparison may be
performed by the block 206 at least partly in parallel with the
speaker recognition function being performed by the block
200, 1n order to minimize overall processing time. Further,
i the comparison test 1s passed, the automatic speech
recognition function may be performed by the ASR function
208 without additional deliberate delay. Thus, for example,
the speech recognition function may be performed by the
block 208 at least partly 1n parallel with the speaker recog-
nition function being performed by the block 170, 1n order
to minimize overall processing time.

If 1t 1s determined that the output of the second data
integrity check operation matches the output of the first data
integrity check operation forwarded from the first device, the
automatic speech recognition process 1s performed but the
result of the automatic speech recognition 1s forwarded for
subsequent processing only i the result of performing the
speaker recognition process on the received audio signal
satisfies a predetermined criterion, for example if the
speaker 1s 1dentified as a specific individual, or 1f the speaker
1s 1dentified as a person who 1s authorised to 1ssue a
command to the device.

In this embodiment, the output of the speaker recognition
block 200 1s passed to a block 210 (Go/No Go?) which
determines whether the received audio signal satisfies the
predetermined criterion. The block 210 1s shown as being in
the second device 192, but may be 1n the first device 190.
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As described above, 1t 1s assumed that the output of the
speaker recognition block 200 may be a signal indicating
whether or not the speaker 1s a specific individual, or may be
a signal 1dentifying the speaker. In other embodiments, the
output of the speaker recognition block 200 may {for
example be a signal indicating a likelihood of the speaker
being a specific individual, and the block 210 may determine
based on criteria set in the first device 190 or the second
device 192 whether this likelihood 1s high enough to use the
result of the automatic speech recognition. The criteria set in
the first device 190 or the second device 192 may depend on
the result of the automatic speech recognition 1tself. For
example, a command to a smart speaker device to play a
particular piece of music may be acted upon even if the
system has relatively low confidence that the speaker 1s a
specified individual, because the adverse consequences of
wrongly playing that music are not great. However, a
command to a banking app on a smartphone to make a
(large) payment may be acted upon only 11 the system has
relatively high confidence that the speaker i1s the specified
individual, because the adverse consequences of wrongly
making that payment are much greater.

If the block 210 determines that the output of the speech
recognition function that 1s performed on the audio signal
forwarded from the first device should be used, then the
output of that block 208 1s forwarded for subsequent pro-
cessing. For example, the audio signal may contain a spoken
command relating to a function of the first device 190, 1n
which case the output of the speech recognition block 208
may be passed to the first device 190. As already noted, the
block 210 may 1tself be located 1n the first device 190.

If the block 210 determines that the output of the speech
recognition function that 1s performed on the audio signal
forwarded from the first device should not be used, then the
output of the speech recognition block 208 may be explicitly
deleted from the second device 192, and may additionally or
alternatively be deleted from the first device 190 1f it has
been sent there.

Thus, 1n all of the illustrated embodiments, a result of
performing the speech recognition function on the audio
signal forwarded from the first device 1s used only 1f an
output of the second data integrity check operation matches
the output of the first data integrity check operation for-
warded from the first device. This may be achieved either by
performing the speech recognition function on the audio
signal forwarded from the first device only if the output of
the second data integrity check operation matches the output
of the first data integrity check operation forwarded from the
first device, or by pre-emptively performing the speech
recognition function on the audio signal forwarded from the
first device and using the result thereof only 11 the output of
the second data integrity check operation matches the output
of the first data integrity check operation forwarded from the
first device.

The skilled person will recognise that some aspects of the
above-described apparatus and methods, for example the
discovery and configuration methods may be embodied as
processor control code, for example on a non-volatile carrier
medium such as a disk, CD- or DVD-ROM, programmed
memory such as read only memory (Firmware), or on a data
carrier such as an optical or electrical signal carrier. For
many applications, embodiments will be implemented on a
DSP (Digital Signal Processor), ASIC (Application Specific
Integrated Circuit) or FPGA (Field Programmable Gate
Array). Thus the code may comprise conventional program
code or microcode or, for example code for setting up or
controlling an ASIC or FPGA. The code may also comprise
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code for dynamically configuring re-configurable apparatus
such as re-programmable logic gate arrays. Similarly the
code may comprise code for a hardware description lan-
guage such as Verilog™ or VHDL (Very high speed inte-
grated circuit Hardware Description Language). As the
skilled person will appreciate, the code may be distributed
between a plurality of coupled components 1n communica-
tion with one another. Where appropnate, the embodiments
may also be implemented using code running on a field-(re)
programmable analogue array or similar device 1n order to
configure analogue hardware.

It should be noted that the above-mentioned embodiments
illustrate rather than limit the invention, and that those
skilled 1n the art will be able to design many alternative
embodiments without departing from the scope of the
appended claims. The word “comprising” does not exclude
the presence of clements or steps other than those listed 1n
a claim, “a” or “an” does not exclude a plurality, and a single
teature or other unit may fulfil the functions of several units
recited in the claims. Any reference numerals or labels 1n the
claims shall not be construed so as to limit their scope

The mmvention claimed 1s:
1. A method of performing speech recognition, compris-
ng:
at a first device:
receiving an audio signal representing speech;
performing a first data itegrity check operation on the
received audio signal, the first data integrity check
operation comprising calculating a first hash value
from the received audio signal;
forwarding the received audio signal to a second
device; and
forwarding the first hash value calculated in the first
data 1ntegrity check operation to the second device;
and
at the second device:
receiving the audio signal forwarded from the first
device;
receiving the first hash value calculated 1n the first data
integrity check operation forwarded from the first
device;
performing a second data integrity check operation on
the audio signal forwarded from the first device, the
second data integrity check operation comprising
calculating a second hash value from the received
audio signal using the same method that 1s used by
the first data integrity check operation;
performing a speech recognition function on the audio
signal forwarded from the first device;
determining i1 the second hash value calculated 1n the
second data integrity check operation matches the
first hash value calculated in the first data integrity
check operation forwarded from the first device; and
using a result of performing the speech recognition
function on the audio signal forwarded from the first
device only 1f the second hash value calculated 1n the
second data integrity check operation matches the
first hash value calculated 1n the first data integrity
check operation forwarded from the first device.
2. A method according to claim 1, further comprising:
at the first device, performing a speaker recognition
process on the received audio signal; and
at the second device, using a result of performing the
speech recognition function on the audio signal for-
warded from the first device only 11 a result of per-
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forming the speaker recognition process on the
received audio signal satisfies a predetermined crite-
rion.

3. A method according to claim 1, further comprising:

if the output of the second data integrity check operation

does not match the output of the first data integrity
check operation forwarded from the first device, delet-
ing the result of performing the speech recognition
function on the audio signal forwarded from the first
device.

4. A method according to claim 1, further comprising:

at the first device, performing a speaker recognition

process on the received audio signal; and
at the second device, performing the speech recognition
function on the audio signal in the second device at
least partly 1n parallel with performing the speaker
recognition process on the received audio signal 1n the
first device.
5. A method according to claim 1, further comprising:
at the first device, performing a speaker recognition
process on the received audio signal; and

determining in the second device 1f the output of the
second data integrity check operation matches the
output of the first data integrity check operation for-
warded from the first device, at least partly 1n parallel
with performing the speaker recognition process on the
received audio signal 1n the first device.

6. A method according to claim 35, comprising, 1f 1t 1s
determined 1n the second device that the output of the second
data integrity check operation matches the output of the first
C
C

ata integrity check operation forwarded from the first
evice, performing the speech recognition function on the
audio signal 1n the second device at least partly in parallel
with performing the speaker recognition process on the
received audio signal 1n the first device.

7. A method according to claim 1, comprising performing,
the first data integrity check operation on the received audio
signal only 11 1t 1s determined that the audio signal represents
a predetermined trigger phrase.

8. A method according to claim 1, wherein the step of

performing the first data integrity check operation comprises
obtaining a predetermined hash function, and wherein the
step of performing the second data integrity check operation
comprises obtaining said predetermined hash function.
9. A system for performing speech recognition, compris-
ng:
a first device and a second device,
wherein the first device comprises:
an input for receiving an audio signal representing speech;
a processor for performing a first data integrity check
operation on the recerved audio signal, the second data
integrity check operation comprising calculating a sec-
ond hash value from the received audio signal using the
same method that 1s used by the first data integrity
check operation; and
an interface for forwarding the received audio signal to
the second device, and for forwarding the first hash
value calculated 1n the first data integrity check opera-
tion to the second device; and
wherein the second device comprises:
an 1nterface for receiving the audio signal forwarded from
the first device, and for receiving the first hash value
calculated in the first data integrity check operation
forwarded from the first device, the second data integ-
rity check operation comprising calculating a second
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hash value from the received audio signal using the
same method that 1s used by the first data integrity
check operation; and

a processor for performing a second data integrity check
operation on the audio signal forwarded from the first
device, performing a speech recognition function on
the audio signal forwarded from the first device and
determining 11 the second hash value calculated in the
second data integrity check operation matches the first
hash value calculated 1n the first data integrity check
operation forwarded from the first device;

wherein the system i1s configured to use a result of
performing the speech recognition function on the
audio signal forwarded from the first device only 11 the
second hash value calculated 1n the second data integ-
rity check operation matches the first hash value cal-
culated 1n the first data integrity check operation for-
warded from the first device.

10. A system according to claim 9, wherein:

the processor of the first device 1s configured to perform
a speaker recognition function on the recerved audio
signal; and

the system 1s configured to use the result of performing
the speech recognition function on the audio signal
forwarded from the first device only 1f a result of
performing the speaker recognition process on the
received audio signal satisfies a predetermined crite-
rion.

11. A system according to claim 9, wherein the system 1s

further configured for:

11 the output of the second data integrity check operation
does not match the output of the first data integrity
check operation forwarded from the first device, delet-
ing the result of performing the speech recognition
function on the audio signal forwarded from the first
device.

12. A system according to claim 9, wherein:

the processor of the first device 1s configured to perform
a speaker recognition function on the receirved audio
signal; and

the system 1s further configured for performing the speech
recognition function on the audio signal 1n the second
device at least partly 1n parallel with performing the
speaker recognition process on the received audio

signal 1n the first device.

13. A system according to claim 9, wherein:
the processor of the first device 1s configured to perform
a speaker recognition function on the receirved audio
signal; and
the second device 1s further configured for determining 1f
the output of the second data itegrity check operation
matches the output of the first data integrity check
operation forwarded from the first device, at least partly
in parallel with performing the speaker recognition
process on the received audio signal in the first device.
14. A system according to claim 13, wherein the second
device 1s further configured for, if 1t 1s determined that the
output of the second data integrity check operation matches
the output of the first data itegrity check operation for-
warded from the first device, performing the speech recog-
nition function on the audio signal 1n the second device at
least partly in parallel with performing the speaker recog-
nition process on the recerved audio signal in the first device.
15. A system according to claim 9, wherein the first device
1s configured for performing the first data integrity check
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operation on the received audio signal only 1f 1t 1s deter-
mined that the audio signal represents a predetermined
trigger phrase.

16. A system according to claim 9, wherein performing
the first data integrity check operation comprises obtaining,
a predetermined hash function, and wherein performing the

second data integrity check operation comprises obtaining
said predetermined hash function.

17. A second device, comprising:

an interface for receiving an audio signal representing
speech forwarded from a first device, and for receiving,
a first hash value calculated in a first data integrity
check operation forwarded from the first device, the
first device for performing a speaker recognition pro-
cess on the audio signal; and

a processor for:
performing a second data integrity check operation on

the audio signal forwarded from the first device, the
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second data integrity check operation comprising
calculating a second hash value from the received
audio signal using the same method that 1s used by
the first data integrity check operation;
performing a speech recognition function on the audio
signal forwarded from the first device; and
determining i1 the second hash value calculated 1n the
second data integrity check operation matches the
first hash value calculated 1n the first data integrity
check operation forwarded from the first device;
wherein the second device 1s configured to use a result of
performing a speec_l recognition function on the audio
signal forwarded from the first device only 1f the
second hash value calculated 1n the second data integ-
rity check operation matches the first hash value cal-
culated 1n the first data integrity check operation for-
warded from the first device.
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CERTIFICATE OF CORRECTION

PATENT NO. : 11,935,541 B2 Page 1 of 1
APPLICATIONNO.  :17/121153

DATED : March 19, 2024
INVENTOR(S) : John Paul Lesso

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

In the Claims

In Colummn 17, Lines 53-54, 1in Claim 9, delete “the second data integrity check operation” and insert
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