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INTELLIGENT SUBJECT LINE
SUGGESTIONS AND REFORMULATION

BACKGROUND

Existing email applications and providers include features
to assist and increase user productivity. An example of such
a feature 1s 1n the form of a type ahead feature, where as a
user begins to compose a word, phrase, or sentence, ghosted
text representing a suggested set of letters, words, and/or
phrases that complete the nitial word, phrase, and/or sen-
tence composition are presented to the user. As another
example, a user may compose an email and an email
application may provide a subject line suggestion upon
mitiating a send functionality. However, existing email
application often lack advanced {features for enhancing
sender and recipient productivity.

It 1s with respect to these and other general considerations
that embodiments have been described. Also, although rela-
tively specific problems have been discussed, 1t should be
understood that the embodiments should not be limited to
solving the specific problems 1dentified in the background.

SUMMARY

Subject lines 1n messages, such as email, are attention
grabbers and as such they are important to conveying
information through email. Accordingly, there 1s a need to
provide intelligence based assistance to one or more users
not only composing and/or replying to emails, but also users
acting as the recipient. In accordance with some examples,
a basic subject line may be suggested based on the content
provided 1n an email composition form; in some examples,
the subject line may be suggested based on an existing email
thread utilizing one or more machine learning techniques. In
some examples, rather than providing a once-size-fits-all
email subject line recommendation, subject lines may be
tallored and stylized with key elements that for example,
highlight 11 there 1s “action required” by recipients; highlight
if there 1s a deadline that recipients need to be aware of;
highlight or make a user aware that a key attachment or link
1s being shared, for example, thght tickets, receipts, or links
to 1mportant articles; and/or highlight key points and/or
questions raised in the email. In accordance with some
examples, itelligent subject lines may be suggested for
cach message, even i a message has an existing subject line
based on thread history. In some instances, a suggested
subject line may be based on the topic and attributes of the
current message 1n addition or instead of the message thread
history.

This summary 1s provided to introduce a selection of
concepts 1 a simplified form that are further described
below 1n the Detailed Description. This summary 1s not
intended to 1dentily key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used to limait
the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

Non-limiting and non-exhaustive examples are described
with reference to the following Figures.

FIG. 1 illustrates one or more components of an ntelli-
gent email subject line suggestion and reformulation system
together with email content in accordance with examples of
the present disclosure.

FI1G. 2 1llustrates one or more topic vectors in accordance
with examples of the present disclosure.
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FIG. 3A 1llustrates a first example of a template utilized
to formulate an email subject line suggestion 1n accordance
with examples of the present disclosure.

FIG. 3B illustrates a second example of a template
utilized to formulate an email subject line suggestion in
accordance with examples of the present disclosure.

FIG. 3C illustrates a third example of a template utilized
to formulate an email subject line suggestion 1n accordance
with examples of the present disclosure.

FIG. 3D illustrates a fourth example of a template utilized
to formulate an email subject line suggestion 1n accordance
with examples of the present disclosure.

FIG. 4 1llustrates details of an intelligent email subject
line suggestion and reformulation module 1n accordance
with examples of the present disclosure.

FIG. 5 illustrates details of a system for formulating and
suggesting one or more subject lines 1 accordance with
examples of the present disclosure.

FIG. 6 illustrates a first method i1n accordance with
examples of the present disclosure.

FIG. 7 illustrates a second method 1n accordance with
examples of the present disclosure.

FIG. 8 illustrates a third method i1n accordance with
examples of the present disclosure.

FIG. 9 illustrates a fourth method in accordance with
examples of the present disclosure.

FIG. 10 1s a block diagram 1llustrating example physical
components of a computing device with which aspects of the
disclosure may be practiced;

FIG. 11A 1s a simplified block diagram of a computing
device with which aspects of the present disclosure may be
practiced;

FIG. 11B 1s another are simplified block diagram of a
mobile computing device with which aspects of the present
disclosure may be practiced; and

FIG. 12 1s a simplified block diagram of a distributed
computing system i1n which aspects of the present disclosure
may be practiced.

DETAILED DESCRIPTION

In the following detailed description, references are made
to the accompanying drawings that form a part hereof, and
in which are shown by way of illustrations specific embodi-
ments or examples. These aspects may be combined, other
aspects may be utilized, and structural changes may be made
without departing from the present disclosure. Embodiments
may be practiced as methods, systems or devices. Accord-
ingly, embodiments may take the form of a hardware 1mple-
mentation, an entirely software implementation, or an imple-
mentation combining soitware and hardware aspects. The
tollowing detailed description is therefore not to be taken 1n
a limiting sense, and the scope of the present disclosure 1s
defined by the appended claims and their equivalents.

FIG. 1 illustrates an example email composition window
100 1n accordance with examples of the present disclosure.
The email composition window 100 may generally be
utilized by a user to compose an email, where a user may
provide an address from which an email 1s sent 1n the sender
field 102, one or more recipient addresses 1n a recipient field
104, one or more recipient addresses in the carbon copy field
106, one or more recipient addresses 1 the blind carbon
copy lield 108, and a subject in the subject line 110. The
email composition window 100 may further include email
content 112, where the email content 112 may include a
portion of email content. The subject provided by the user in
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the subject line 110 may include a summary description of
the portion of email content 112.

In accordance with examples of the present disclosure, an
intelligent email subject line suggestion and reformulation
system 101 may generate a subject 1in place of or otherwise
to be included as part of a subject provided by a user 1n the
subject line 110. More specifically, the intelligent email
subject line suggestion and reformulation system 101 may
provide a subject that 1s based on one or more portions of
email content 112. In some examples, the one or more
portions of email content 112 may correspond to one or more
characteristics 1dentified in the email, such as but not limited
to a commitment 114 by a user, a general request 116, a
statement of fact 124, a specific request for information 118,
a general request for information 120, and/or a request for
time 122. Of course, other characteristics may be determined
by the intelligent email subject line suggestion and refor-
mulation system 101 and may be utilized to formulate a
subject for the subject line 110.

In accordance with examples of the present disclosure, the
intelligent email subject line suggestion and reformulation
system 101 may identify key topics of an email and/or email
thread. For example, 1f an email 1s composed regarding a
first topic, a machine learning technique may determine
unique terms, or unique vocabulary, specific to this emaail.
That 1s, common phrases, such as pleasantries and greetings
like “Hi, how are you doing?”, etc., may be i1dentified and
removed Ifrom the content of the email for purposes of
determining one or more possible subjects. In some
examples, the composed email may be compared against a
universe of emails, the universe of emails being specific to
the user composing the email, specific to a group of users,
and/or relying on email composition information for a
general population of users. Accordingly, commonly used
phrases specific to the user, specific to the group, and/or
specific to the general population of users may be removed;
such commonly used phrases may be removed from the
email content 112 to generate unique vocabulary specific to
the email being composed. Accordingly, the unique terms,
tokens, and/or vocabulary eclements may be determined.
Given the unique terms, tokens, and/or vocabulary elements
for the email, a most likely subject 1s determined.

FIG. 2 depicts an example of subject line formulation in
accordance with examples of the present disclosure. More
specifically, a machine learning model may be employed to
compose a subject based on the remaining unique terms 204
determined in the email. As one example, the unique terms
208 for a specific non-limiting example may include “Pot-
luck,” “Friday,” and “User 3”. A first vector 212 may include
a first combination of the unique terms, a second vector 216
may include a second combination of unique terms, a third
vector 220 may include a third combination of key terms,
etc. Each vector may then be scored against possible email
subjects determine from the user’s inbox and/or other users’
inbox across an organization or corpus ol user information.
Accordingly, a vector 224 for example, having the highest
score may be indicated as the most likely subject line. As
depicted 1n FIG. 2, based on the other possible email
subjects, additional linking terms, such as “this” and “at”
may be added to a vector; such linking terms may be
generated by the imtelligent email subject line suggestion
and reformulation system 101 and may be based on one or
more natural language processing techniques, such as but
not limited to tagging parts of speech, shallow parsing
and/or chunking, constituency parsing, and dependency
parsing. Of course, other natural language processing tech-
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niques may be employed to generate a subject based on the
identified one or more tokens.

In accordance with some examples of the present disclo-
sure, the mtelligent email subject line suggestion and refor-
mulation system 101 may generate a subject based on one or
more intents identified within the email content 112. For
example, 1n addition to forming a subject line, or a portion
of a subject line based on a most likely combination of
unique terms, the subject line may also include information
specific to one or more actions, such as but not limited to a
request, question, and/or request for time commitment
included in the email content 112. That 1s, email content 112
may include a commitment 114, for example, “I will send
this to you on Friday.” As another example, the email
content 112 may include one or more general requests 116,
for example, “Can you send i1t to me on Monday?” As
another example, the email content 112 may include one or
more speciiic requests for imformation 118, such as “What
items should we send to client A?” As another example, the
email content 112 may 1nclude a general request for infor-
mation 120, such as “I’m interested in learning about topic
A, please send me additional information about topic A.”” As
another example, the email content 112 may include a
request for time, such as “Can we meet for 5 minutes on
Friday?” Of course, email content 112 may include content
that 1s classified as a statement 122, such as “Here 1s a list
of items to be performed by October 1.”

At least one non-limiting example for determining an
intent may include vectorizing one or more portions of the
email content and analyzing such portions with an intent
classifier. The intent classifier may compare a vectorized
portion of content with one or more known intents and/or
actions. The classifier may rely upon any of a number of
known approaches including but not limited to generalized
linear models, support vector machines, nearest neighbors,
decision trees and neural networks. In some examples, an
intent classifier vectorizes a portion of the email content and
may perform a nearest neighbor algorithm comparison
between the vectorized portion of email content and the one
or more known intents. In some examples, a nearest neigh-
bor vector i1dentifies the intent.

Some 1ntents may be are responsive to objects in the
portion of email content. Accordingly, an object classifier
may be utilized to i1dentify an object. The object classifier
may work in the same or similar manner as the intent
classifier. The classifier may rely upon any of a number of
machine learning approaches including but not limited to
any known generalized linear models, support vector
machines, nearest neighbors, decision trees and neural net-
works. The object classifier may vectorize one or more
object attributes which may include but i1s not limited to
parsing the one or more portions of email content into parts
of speech, extracting nouns or verbs, and matching to stored
object data. In at least one non-limiting example, the object
classifier may determine the nearest match, by running a
nearest neighbor algorithm comparison; the nearest neigh-
bor may 1dentify one or more objects that will be used as an
object 1n the intent.

Accordingly, based on one or more of the identified
intents, such as an identified action and/or statement 1n the
email content 112, one or more templates for use may be
determined and a subject line 110 may be suggested and may
include elements or objects from the one or more 1dentified
actions and/or statements in the email content 112.

For example, a template may be defined and/or custom-
ized to a user, organmization, or otherwise, and may include
one or more slots that are to be filled based on the template
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and the information pertaining to an identified intent. As
depicted 1n FIG. 3A, one or more templates 304 may be
matched to an identified request; for example, a first tem-
plate 304 which may include the plurality of slots 308
associated with a request, topic, and deadline 312. In some
examples, the intelligent email subject line suggestion and
reformulation system 101 may identily information 316 to
f1ll 1n or otherwise be placed into the one or more slots
308/312. Accordingly, the ntelligent email subject line
suggestion and reformulation system 101 may generate a
subject 320 corresponding to at least on intent 1dentified 1n
the email content 112.

As another example depicted in FIG. 3B, one or more
templates 324 may be matched to an identified request; for
example, a fifth template 324 which may include the plu-
rality of slots 328 associated with a statement, topic, and
specific portion 332 specific to the topic. In some examples,
the intelligent email subject line suggestion and reformula-
tion system 101 may i1dentily information 336 to fill in or
otherwise be placed into the one or more slots 332/328.
Accordingly, the intelligent email subject line suggestion
and reformulation system 101 may generate a subject 340
corresponding to at least on intent identified 1in the email
content 112.

As another example depicted in FIG. 3C, one or more
templates 344 may be matched to an identified request; for
example, a seventh template 344 which may include the
plurality of slots 348 associated with a request for time
which includes a requestor, time duration, and date 352. In
some examples, the mtelligent email subject line suggestion
and reformulation system 101 may identify information 356
to fill 1n or otherwise be placed 1nto the one or more slots
352/348. Accordingly, the ntelligent email subject line
suggestion and reformulation system 101 may generate a
subject 360 corresponding to at least on intent 1dentified 1n
the email content 112.

As another example depicted in FIG. 3D, one or more
templates 364 may be matched to an identified request; for
example, a seventeenth template 364 which may include the
plurality of slots 368 associated with a request for content
and topic 372. In some examples, the intelligent email
subject line suggestion and reformulation system 101 may
identily information 376 to fill 1n or otherwise be placed into
the one or more slots 372/368. Accordingly, the intelligent
email subject line suggestion and reformulation system 101
may generate a subject 380 corresponding to at least on
intent 1dentified in the email content 112.

As depicted 1n FIG. 4, the intelligent email subject line
suggestion and reformulation system 412, which may be the
same as or similar to the intelligent email subject line
suggestion and reformulation system 101, and may include
an intelligent email subject line suggestion and reformula-
tion module 416 which may generate a proposed subject
and/or cause to be displayed to a user the proposed subject
to a display for a user. The intelligent email subject line
suggestion and reformulation system 412 may include a
subject term generator 420, an intent 1dentifier 424, a subject
line formulator 452, and storage 456. The subject term
generator 420 may be utilized to generate one or more
vectors, such as vectors 212-220 for example. In some
examples, the subject term generator 420 may include a
content parser 428, key term 1dentifier 432, and the term
vector evaluator 436. The content parser may receirve email
content, such as email content 112 and parse such content to
identify one or more characteristics of the email content 112.
For example, at least one characteristic may be indicative of
an existing thread in the email content 112. As another
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example, and 1n 1nstances where email content corresponds
to email content of the entire email message, the at least one
characteristic may be indicative of an existing subject field
and/or a recipient field. The key term identifier 432 may
utilize content provided by the content parser 428 and
remove content that 1s determined to be common to previous
emails composed by the user and/or previous emails asso-
ciated with a corpus of email content. The key term 1dentifier
432 may then provide the key terms to the term vector
evaluator 436, where the term vector evaluator may score
differing combinations, including ordered combinations and
combinations including additional linking words, to 1dentity
a highest scored vector. The highest scored vector may then
be provided to the subject line formulator 452.

In some examples, the intent 1dentifier 424 may include a
content parser 440, an intent extractor 444, and a template
selector 448. The intent 1dentifier 424 may be utilized to
determine an intent of the email content, for example, email
content 112. An 1ntent of email content may include but 1s
not limited to an action, a request for information, a request
for time, a statement, a commitment, a specific or general
request for information, etc. The content parser 440 may
receive email content, such as email content 112 and parse
such content to 1dentily one or more characteristics of the
email content 112 and/or mark one or more portions of the
email content indicative of or otherwise seeming to express
an intent. For example, at least one characteristic may be
indicative of a new sentence, phrase, and/or word which
may indicate the beginning of a portion of the email content
that includes the intent. As another example, the at least one
characteristic may be indicative of a question, statement,
exclamation, or the attachment of a document and/or file. As
another example, an 1itent and/or object may be determined
in a manner described above utilizing one or more machine
learning approaches.

The intent extractor 444 may evaluate one or more
portions of email content provided by the content parser 440
and extract an intent from such portions. In some examples,
one or more machine learning approaches described above
may be utilized. In some examples, one or more natural
language processing techniques may be utilized to identity
an intent of the one or more portions of email content. Based
on the determined intent, a template, such as one or more of
the previously described templates including, but not limited
to templates 304, 324, 344, and 364, may be selected. One
or more of the templates may be specific to a user, and
organization, and/or other grouping of users. The template
selector 448 may further populate one or more slots of the
template as previously described. In some instances, the
subject line formulator 452 may utilize the selected template
to formulate a suggested subject line. In some 1nstances, the
subject line formulator 452 may utilize one or more terms
from the subject term generator together with the selected
template to formulate a suggested subject line. In accordance
with examples of the present disclosure, the storage 456 may
store the formulated subject line, one or more of the term
vectors, the email content 112, one or more extracted intents,
and/or one or more of the templates, selected or otherwise.

In some examples, an email composed by a user may have
multiple intents, for example multiple factual statements
and/or one or more commitments. In such instances, each of
the intents may be identified, ranked, and one or more of the
multiple intents may be selected based on which intent has
been statistically determined to be most approprate. In some
examples, the multiple intents may indicate that a subject
line 1s to be generalized to accommodate the multiple
intents. For example, where an email composed by a user
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includes three factual statements, such as “first portion of
budget FY20,” “second portion of budget FY20,” and *“third
portion of budge FY20,” the subject line suggestion may be
generalized to “info for budget FY20” for example, where
the common element or objet of budget and/or FY20 1s
identified and the first portion, second portion, and third
portion belong to a same category or otherwise classified as
being the same or similar.

In some examples, a type of intent may take precedence
over another type of intent. For example, where an email
portion includes a request and a commitment, the subject
line suggestion may include the request instead of the
commitment. In some examples, an email portion may
include three facts and one request; 1n such an instance, the
request may take precedence and may be included in the
suggested subject line instead of the three facts. As previ-
ously described, the determination and/or selection of which
intent and/or object should be included in a suggested
subject line may be based on heurnistics and/or user prefer-
ence.

In some examples, the subject line formulator 452 may
preserve a conversation identifier associated with the email
content. For example, 1n an instant where a user replies to an
existing email or email thread, the subject of the email
thread may be modified or replaced by the subject line
formulator 452; however, in order to preserve the email
thread, or conversation, where threads, or conversations,
may be grouped by a common subject line, the ntelligent
email subject line suggestion and reformulation system 412
may preserve a conversation identifier, 1n metadata for
example, and the conversation identifier may be included as
part of the email message.

FIG. 5 depicts an example system 500 for formulating and
suggesting an email subject line 1 accordance with
examples of the present disclosure. More specifically, the
system 500 may include an email subject line suggestion and
reformulation system 502 which may be the same as or
similar to the email subject line suggestion and reformula-
tion system 412 previously described. An indication that a
user 1s composing an email may be received at 504, where
such indication may correspond to email content, or a
portion of email content, being received 1n an email com-
position window, such as the email composition window
100. In some examples, the indication received at 504 may
correspond to a user selecting a send email option, button,
and/or control and/or correspond to a period of inactivity,
wherein the period of mnactivity may correspond to a period
of mactivity in the email composition window 100 for
example. Utilizing a personal email store 508 for example,
the email content, or portion ol email content, may be
compared to emails previously composed by the user to
determine common portions of email content that can be
removed from the email content, or portion of email content.
In addition, a key term vector may be generated as previ-
ously described and may rely on key terms of the email
content, or portion of email content, remaining after com-
mon portions have been removed and/or a corpus of email,
such as public email store 512, utilized to score and rank on
or more key term vectors. Accordingly, at 516, the term
vector having a highest score for instance, may be generated
as 518.

In some examples, and at 520, the email content, or
portion of email content, may be parsed such that an intent
of the email content, or portion of email content may be
determined. For example, the email content, or portion of
email content, may include a question or action and such
question or action may be considered an “intent” of the
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email and may be extracted at 520 vielding an intent 510. In
some examples, the intent may be utilized to select a
template and the key term vector 518 may be utilized to
populate at least a portion of the template—that 1s, one or
more slots may be populated utilizing one or more key terms
from the key term vector 518.

Based on the one or more key terms 1n the key term vector
518 and based on the intent 510, a subject line may be
formulated. At 528, the subject line 110 for example of the
email composition window 100 may be populated utilizing
the formulated subject line. In some examples, the formu-
lated subject line may be presented to a user prior to the
formulated subject line being provided to or otherwise
presented at the subject line 110 of the email composition
window 100. For example, a user may be able to select the
formulated subject line or deny the use of the formulated
subject line; a selected formulated subject line may be
presented i1n the subject line 110 whereas denying the
formulated subject line may cause a subject line, 1 present,
to remain 1n the subject line 110. As depicted 1n FIG. 5, the
portions within the area 522 may be performed by one or
more machine learming approaches discussed above; that 1s,
522 may be a machine learning model trained to suggest one
or more subject lines, where such model may be trained for
one or more users and/or one or more organizations. In some
cases, the model 1s consistently retrained based on the
acceptance and/or denial of a suggested subject line.

FIG. 6 depicts details of a method 600 for suggesting and
formulating an intelligent subject line 1n accordance with
examples of the present disclosure. A general order for the
steps of the method 600 1s shown 1n FIG. 6. Generally, the
method 600 starts at 604 and ends at 620. The method 600
may include more or fewer steps or may arrange the order
of the steps differently than those shown in FIG. 6. The
method 600 can be executed as a set of computer-executable
instructions executed by a computer system and encoded or
stored on a computer readable medium. Further, the method
600 can be performed by gates or circuits associated with a
processor, Application Specific Integrated Circuit (ASIC), a
field programmable gate array (FPGA), a system on chip
(SOC), or other hardware device. Heremnatter, the method
600 shall be explained with reference to the systems, com-
ponents, modules, software, data structures, user 1ntertaces,
etc. described 1in conjunction with FIGS. 1-5.

The method 600 starts at 604, where an indication that a
user 1s composing an email 1s received. For example, an
indication that a user selected a send email option, com-
mand, button or otherwise may be received and/or an
indication may be received corresponding to a period of
inactivity. Based on the received indication, the method may
proceed to 608 where email content, or a portion of email
content, may be parsed to 1dentity one or more topics of the
email content and/or portion of email content. Based on the
one or more topics, a topic vector may be determined as
previously described. The method 600 may proceed to 612
where an 1ntent of the email may be identified. For example,
the intent may correspond to an action, a request for content,
request for specific content, a question, and/or a request for
time. While 608 1s depicted as occurring before 612, 1t
should be understood that 608 may be performed after 612
or 1n parallel with 612. The method 600 may then flow to
616 where a new subject line may be formulated based on
the previously 1dentified topic vector and the i1dentified, or
determined, intent. For example, and as previously
described, a template may be selected based on intent; such
template may be populated utilizing one or more of the topic
vectors of 608 for example. At 616, one or more slots of the
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template may be filled with one or more words or combi-
nation of words present in the topic vector. The method 600
may then proceed to 620, where the newly formulated
subject line may be presented to the user. 1 should be
understood that as a user adds additional content to the email
content and/or portions of email content, the method 600
may be executed multiple times. Accordingly, at a first time,
a {irst newly formulated subject may be presented to a user.
At a second time, a second newly formulated subject may be
presented to the user. Accordingly, the method 600 may
execute 1n real-time and/or 1n near real-time.

FIG. 7 depicts details of a method 700 for identifying
and/or determining possible topic vectors 1n accordance with
examples of the present disclosure. A general order for the
steps of the method 700 1s shown 1n FIG. 7. Generally, the
method 700 starts at 704 and ends at 724. The method 700
may include more or fewer steps or may arrange the order
of the steps differently than those shown in FIG. 7. The
method 700 can be executed as a set of computer-executable
instructions executed by a computer system and encoded or
stored on a computer readable medium. Further, the method
700 can be performed by gates or circuits associated with a
processor, Application Specific Integrated Circuit (ASIC), a
field programmable gate array (FPGA), a system on chip
(SOC), or other hardware device. Hereinafter, the method
700 shall be explained with reference to the systems, com-
ponents, modules, software, data structures, user interfaces,
etc. described 1in conjunction with FIGS. 1-6.

The method 700 starts at 704, where email content may be
received. A portion of email content may correspond to the
email content 112 and/or content of the subject line 110. At
708, commonalities between the email content received at
704 and email content corresponding to an existing corpus
of email may be determined and such commonalities may be
removed, leaving unique vocabulary and/or topic content.
The existing corpus of email may correspond to a personal
email store where user composed emails may be utilized as
a source of 1dentifying common expressions and common
vocabulary used in prior email compositions. Alternatively,
or i addition, the existing corpus of email may correspond
to a public email store where emails composed from mul-
tiple users may be utilized as a source of 1dentifying com-
mon expressions and common vocabulary. At 708, the
common vocabulary and/or common expressions may be
removed from the email content received at 704.

At 712, the remaining content may be tokemized and a
plurality of topic vectors may be determined at 716 as
previously described. At 720, each new possible topic vector
may be scored utilizing an existing corpus of email content.
In some examples, the existing corpus of email content may
be the same as or similar to the existing corpus of email
content utilized at 708. In some examples, the existing
corpus of email content may be different from the existing
corpus ol email content utilized at 708. Based on the score
ol each topic vector, a topic vector representing a most likely
ordering of topics may be selected. For example, the topic
vector having a highest score may be selected. The selected
topic vector may then be utilized to generate a new subject
line, such as 1 616 as previously described.

FIG. 8 depicts details of a method 800 for determining an
intent from email content 1n accordance with examples of
the present disclosure. A general order for the steps of the
method 800 1s shown 1n FIG. 8. Generally, the method 800
starts at 804 and ends at 816. The method 800 may include
more or fewer steps or may arrange the order of the steps
differently than those shown in FIG. 8. The method 800 can
be executed as a set of computer-executable instructions
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executed by a computer system and encoded or stored on a
computer readable medium. Further, the method 800 can be
performed by gates or circuits associated with a processor,
Application Specific Integrated Circuit (ASIC), a field pro-
grammable gate array (FPGA), a system on chip (SOC), or
other hardware device. Hereinatter, the method 800 shall be
explained with reference to the systems, components, mod-
ules, software, data structures, user interfaces, etc. described
in conjunction with FIGS. 1-7.

The method 800 starts at 804, where email content may be
received. The email content may correspond to a portion of
email content 112, content of the subject line 110, and/or
content of one or more fields described with respect to FIG.
1. At 808, one or more characteristics of the email may be
extracted and/or determined. For example, a portion of the
email content 112 may indicate that an action 1s required on
the part of the email sender (user composing the emaail).
Accordingly, a characteristic may indicate that an action 1s
to be performed; accordingly, an intent of the email may be
to provide the recipient with an action. As another example,
email content 112 may indicate that a question 1s being
presented to an email recipient. Accordingly, a characteristic
of the email may indicate that an intent of the email 1s to
present a question.

FIG. 9 depicts details of another method 900 for providing
an email subject line suggestion. A general order for the
steps of the method 900 1s shown 1n FIG. 9. Generally, the
method 900 starts at 904 and ends at 916. The method 90
may include more or fewer steps or may arrange the order
of the steps differently than those shown in FIG. 9. The
method 900 can be executed as a set of computer-executable
instructions executed by a computer system and encoded or
stored on a computer readable medium. Further, the method
900 can be performed by gates or circuits associated with a
processor, Application Specific Integrated Circuit (ASIC), a
field programmable gate array (FPGA), a system on chip
(SOC), or other hardware device. Hereinafter, the method
900 shall be explained with reference to the systems, com-
ponents, modules, software, data structures, user interfaces,
etc. described 1n conjunction with FIGS. 1-8.

The method 900 starts at 904, where email content may be
received. The email content may correspond to a portion of
the email content 112, content of the subject line 110, and/or
content of one or more fields described with respect to FIG.
1. At 908, an email containing content that closely matches
the received email content may be 1dentified and/or deter-
mined at 908. For example, a user may have sent an email
to a first recipient; where the email to the first recipient
includes the same or similar information to be sent to a
second separate recipient. Accordingly, the email sent to the
first recipient may be determined/identified. At 912, the
subject of the identified/determined email may be copied.
That 1s, 1f the information going to the second recipient 1s
substantially similar to the information going to the first
recipient, the subject line of the email going to the first
recipient may be utilized as a template, or base, for formu-
lating the subject line. Accordingly, at 916, the copied
subject line may be updated/populated utilizing one or more
topics 1dentified from a topic vector as previously described.

FIGS. 10-12 and the associated descriptions provide a
discussion of a variety of operating environments in which
aspects of the disclosure may be practiced. However, the
devices and systems 1llustrated and discussed with respect to
FIGS. 10-12 are for purposes of example and 1llustration and
are not limiting of a vast number of computing device
configurations that may be utilized for practicing aspects of
the disclosure, described herein.
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FIG. 10 1s a block diagram illustrating physical compo-
nents (e.g., hardware) of a computing device 1000 with
which aspects of the disclosure may be practiced. The
computing device components described below may be
suitable for the computing devices described above. In a
basic configuration, the computing device 1000 may include
at least one processing unit 1002 and a system memory
1004. Depending on the configuration and type of comput-
ing device, the system memory 1004 may comprise, but 1s
not limited to, volatile storage (e.g., random access
memory), non-volatile storage (e.g., read-only memory),
flash memory, or any combination of such memories.

The system memory 1004 may include an operating
system 1005 and one or more program modules 1006
suitable for running soitware application 1020, such as one
or more components supported by the systems described
herein. As examples, system memory 1004 may store the
intelligent email subject line suggestion and reformulation
module 1024. The operating system 1003, for example, may
be suitable for controlling the operation of the computing
device 1000.

Furthermore, embodiments of the disclosure may be
practiced 1n conjunction with a graphics library, other oper-
ating systems, or any other application program and is not
limited to any particular application or system. This basic
configuration 1s 1llustrated in FIG. 10 by those components
within a dashed line 1008. The computing device 1000 may
have additional features or functionality. For example, the
computing device 1000 may also include additional data
storage devices (removable and/or non-removable) such as,
for example, magnetic disks, optical disks, or tape. Such
additional storage 1s illustrated 1n FIG. 10 by a removable
storage device 1009 and a non-removable storage device
1010.

As stated above, a number of program modules and data
files may be stored in the system memory 1004. While
executing on the at least one processing unit 1002, the
program modules 1006 (e.g., application 1020) may perform
processes including, but not limited to, the aspects, as
described herein. Other program modules that may be used
in accordance with aspects of the present disclosure may
include electronic mail and contacts applications, word
processing applications, spreadsheet applications, database
applications, slide presentation applications, drawing or
computer-aided application programs, etc.

Furthermore, embodiments of the disclosure may be
practiced in an electrical circuit comprising discrete elec-
tronic elements, packaged or integrated electronmic chips
containing logic gates, a circuit utilizing a microprocessor,
or on a single chip containing electronic elements or micro-
processors. For example, embodiments of the disclosure
may be practiced via a system-on-a-chip (SOC) where each
or many of the components 1llustrated in FIG. 10 may be
integrated onto a single integrated circuit. Such an SOC
device may include one or more processing units, graphics
units, communications units, system virtualization units and
various application functionality all of which are integrated
(or “burned”) onto the chip substrate as a single integrated
circuit. When operating via an SOC, the functionality,
described herein, with respect to the capability of client to
switch protocols may be operated via application-specific
logic integrated with other components of the computing
device 1000 on the single integrated circuit (chip). Embodi-
ments of the disclosure may also be practiced using other
technologies capable of performing logical operations such
as, for example, AND, OR, and NOT, including but not

limited to mechanical, optical, fluidic, and quantum tech-
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nologies. In addition, embodiments of the disclosure may be
practiced within a general purpose computer or 1n any other
circuits or systems.

The computing device 1000 may also have one or more
iput device(s) 1012 such as a keyboard, a mouse, a pen, a
sound or voice mput device, a touch or swipe input device,
ctc. The output device(s) 1014 such as a display, speakers,
a printer, etc. may also be included. The aforementioned
devices are examples and others may be used. The comput-
ing device 1000 may include one or more communication
connections 1016 allowing communications with other com-
puting devices 1050. Examples of suitable communication
connections 1016 include, but are not limited to, radio
frequency (RF) transmuitter, recetver, and/or transceiver cir-
cuitry; universal serial bus (USB), parallel, and/or serial
ports.

The term computer readable media as used herein may
include computer storage media. Computer storage media
may include volatile and nonvolatile, removable and non-
removable media implemented 1n any method or technology
for storage of information, such as computer readable
instructions, data structures, or program modules. The sys-
tem memory 1004, the removable storage device 1009, and
the non-removable storage device 1010 are all computer
storage media examples (e.g., memory storage). Computer
storage media may include RAM, ROM, electrically eras-
able read-only memory (EEPROM), tlash memory or other
memory technology, CD-ROM, digital versatile disks
(DVD) or other optical storage, magnetic cassettes, mag-
netic tape, magnetic disk storage or other magnetic storage
devices, or any other article of manufacture which can be
used to store information and which can be accessed by the
computing device 1000. Any such computer storage media
may be part of the computing device 1000. Computer
storage media does not include a carrier wave or other
propagated or modulated data signal.

Communication media may be embodied by computer
readable 1nstructions, data structures, program modules, or
other data 1n a modulated data signal, such as a carrier wave
or other transport mechanism, and includes any information
delivery media. The term “modulated data signal” may
describe a signal that has one or more characteristics set or
changed 1n such a manner as to encode information in the
signal. By way of example, and not limitation, communi-
cation media may include wired media such as a wired
network or direct-wired connection, and wireless media
such as acoustic, radio frequency (RF), infrared, and other
wireless media.

FIGS. 11 A and 11B illustrate a mobile computing device
1100, for example, a mobile telephone, a smart phone,
wearable computer (such as a smart watch), a tablet com-
puter, a laptop computer, and the like, with which embodi-
ments of the disclosure may be practiced. In some aspects,
the client may be a mobile computing device. With reference
to FIG. 11 A, one aspect of a mobile computing device 1100
for implementing the aspects 1s illustrated. In a basic con-
figuration, the mobile computing device 1100 1s a handheld
computer having both imnput elements and output elements.
The mobile computing device 1100 typically includes a
display 1105 and one or more input buttons 1110 that allow
the user to enter mmformation into the mobile computing
device 1100. The display 1105 of the mobile computing
device 1100 may also function as an input device (e.g., a
touch screen display).

If included, an optional side mput element 11135 allows
further user mput. The side mput element 1115 may be a
rotary switch, a button, or any other type of manual input
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clement. In alternative aspects, mobile computing device
1100 may 1incorporate more or less input elements. For
example, the display 1105 may not be a touch screen 1n some
embodiments.

In yet another alternative embodiment, the mobile com-
puting device 1100 1s a portable phone system, such as a
cellular phone. The mobile computing device 1100 may also
include an optional keypad 1135. Optional keypad 1135 may
be a physical keypad or a “soft” keypad generated on the
touch screen display.

In various embodiments, the output elements include the
display 1105 for showing a graphical user intertace (GUI),
a visual indicator 820 (e.g., a light emitting diode), and/or an
audio transducer 1125 (e.g., a speaker). In some aspects, the
mobile computing device 1100 incorporates a vibration
transducer for providing the user with tactile feedback. In
yet another aspect, the mobile computing device 1100 1ncor-
porates mput and/or output ports, such as an audio input
(e.g., a microphone jack), an audio output (e.g., a headphone
jack), and a video output (e.g., a HDMI port) for sending
signals to or receiving signals from an external device.

FIG. 11B 1s a block diagram illustrating the architecture
of one aspect of a mobile computing device. That 1s, the
mobile computing device 1100 can incorporate a system
(e.g., an architecture) 1102 to implement some aspects. In
one embodiment, the system 1102 1s implemented as a
“smart phone” capable of running one or more applications
(e.g., browser, e-mail, calendaring, contact managers, mes-
saging clients, games, and media clients/players). In some
aspects, the system 1102 1s integrated as a computing device,
such as an integrated personal digital assistant (PDA) and
wireless phone.

One or more application programs 1166 may be loaded
into the memory 1162 and run on or 1n association with the
operating system 1164. Examples of the application pro-
grams include phone dialer programs, e-mail programs,
personal mformation management (PIM) programs, word
processing programs, spreadsheet programs, Internet
browser programs, messaging programs, and so forth. The
system 1102 also includes a non-volatile storage arca 1168
within the memory 1162. The non-volatile storage area 1168
may be used to store persistent information that should not
be lost 1f the system 1102 1s powered down. The application
programs 1166 may use and store information in the non-
volatile storage area 1168, such as e-mail or other messages
used by an e-mail application, and the like. A synchroniza-
tion application (not shown) also resides on the system 1102
and 1s programmed to interact with a corresponding syn-
chronization application resident on a host computer to keep
the information stored 1n the non-volatile storage arca 1168
synchronized with corresponding information stored at the
host computer. As should be appreciated, other applications
may be loaded 1nto the memory 1162 and run on the mobile
computing device 1100 described herein (e.g., search
engine, extractor module, relevancy ranking module, answer
scoring module, etc.).

The system 1102 has a power supply 1170, which may be
implemented as one or more batteries. The power supply
1170 maght further include an external power source, such as
an AC adapter or a powered docking cradle that supplements
or recharges the batteries.

The system 1102 may also 1nclude a radio interface layer
1172 that performs the function of transmitting and receirv-
ing radio frequency communications. The radio interface
layer 1172 facilitates wireless connectivity between the
system 1102 and the “outside world,” via a communications
carrier or service provider. Transmissions to and from the
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radio interface layer 1172 are conducted under control of the
operating system 1164. In other words, communications
received by the radio interface layer 1172 may be dissemi-
nated to the application programs 1166 via the operating
system 1164, and vice versa.

The visual indicator 1120 may be used to provide visual
notifications, and/or an audio interface 1174 may be used for
producing audible notifications via the audio transducer
1125. In the illustrated embodiment, the visual indicator
1120 1s a light emitting diode (LED) and the audio trans-
ducer 1125 1s a speaker. These devices may be directly
coupled to the power supply 1170 so that when activated,
they remain on for a duration dictated by the notification
mechanism even though the processor 1160 and other com-
ponents might shut down for conserving battery power. The
LED may be programmed to remain on indefinitely until the
user takes action to indicate the powered-on status of the
device. The audio interface 1174 1s used to provide audible
signals to and receirve audible signals from the user. For
example, 1n addition to being coupled to the audio trans-
ducer 1125, the audio interface 1174 may also be coupled to
a microphone to receive audible 1mput, such as to facilitate
a telephone conversation. In accordance with embodiments
of the present disclosure, the microphone may also serve as
an audio sensor to facilitate control of notifications, as will
be described below. The system 1102 may further include a
video mterface 1176 that enables an operation of an on-
board camera 1130 to record still images, video stream, and
the like.

A mobile computing device 1100 implementing the sys-
tem 1102 may have additional features or functionality. For
cxample, the mobile computing device 1100 may also
include additional data storage devices (removable and/or
non-removable) such as, magnetic disks, optical disks, or
tape. Such additional storage 1s illustrated 1n FIG. 11B by the
non-volatile storage area 1168.

Data/information generated or captured by the mobile
computing device 1100 and stored via the system 1102 may
be stored locally on the mobile computing device 1100, as
described above, or the data may be stored on any number
ol storage media that may be accessed by the device via the
radio interface layer 1172 or via a wired connection between
the mobile computing device 1100 and a separate computing
device associated with the mobile computing device 1100,
for example, a server computer 1n a distributed computing
network, such as the Internet. As should be appreciated such
data/information may be accessed via the mobile computing
device 1100 via the radio interface layer 1172 or via a
distributed computing network. Similarly, such data/infor-
mation may be readily transierred between computing
devices for storage and use according to well-known data/
information transier and storage means, including electronic
mail and collaborative data/information sharing systems.

FIG. 12 illustrates one aspect of the architecture of a
system for processing data received at a computing system
from a remote source, such as a personal computer 1204,
tablet computing device 1206, or mobile computing device
1208, as described above. Content displayed at server device
1202 may be stored in different communication channels or
other storage types. For example, various documents may be
stored using a directory service 1222, a web portal 1224, a
mailbox service 1226, an instant messaging store 1228, or a
social networking site 1230.

An Intelligent Email Subject Line Suggestion and Refor-
mulation Module 1220 may be employed by a client that
communicates with server device 1202, and/or the Intelli-
gent Email Subject Line Suggestion and Reformulation
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Module 1221 may be employed by server device 1202. The
server device 1202 may provide data to and from a client
computing device such as a personal computer 1204, a tablet
computing device 1206 and/or a mobile computing device
1208 (e.g., a smart phone) through a network 1215. By way
of example, the computer system described above may be
embodied in a personal computer 1204, a tablet computing
device 1206 and/or a mobile computing device 1208 (e.g., a
smart phone). Any of these embodiments of the computing
devices may obtain content from the store 1216, 1n addition
to receiving graphical data useable to be either pre-pro-
cessed at a graphic-originating system, or post-processed at
a recelving computing system.

FIG. 12 illustrates an exemplary mobile computing device
1200 that may execute one or more aspects disclosed herein.
In addition, the aspects and functionalities described herein
may operate over distributed systems (e.g., cloud-based
computing systems), where application functionality,
memory, data storage and retrieval and various processing,
functions may be operated remotely from each other over a
distributed computing network, such as the Internet or an
intranet. User interfaces and information of various types
may be displayed via on-board computing device displays or
via remote display units associated with one or more com-
puting devices. For example, user interfaces and information
ol various types may be displayed and interacted with on a
wall surface onto which user interfaces and information of
various types are projected. Interaction with the multitude of
computing systems with which embodiments of the inven-
tion may be practiced include, keystroke entry, touch screen
entry, voice or other audio entry, gesture entry where an
associated computing device 1s equipped with detection
(e.g., camera) functionality for capturing and interpreting
user gestures for controlling the functionality of the com-
puting device, and the like.

In accordance with at least one example, a system 1nclud-
ing a processor and memory 1s provided. The memory may
store 1instructions that, when executed by the processor,
cause the system to perform a set of operations. The set of
operations may include receiving content corresponding to
one or more portions of an email, determining, based on the
one or more portions of the email, one or more email topics,
determining, based on the one or more portions of the email,
at least one intent of the email, formulating a subject line
suggestion based on the one or more email topics and the at
least one intent of the email, and causing the subject line
suggestion to be output to a display device. At least one
aspect of the above example includes where determining the
one or more email topics includes comparing the content to
a plurality of emails sent by a user to identily portions
common to the received content and at least one email of the
plurality of emails, removing the common portions from the
received content, and generating a plurality of topic vectors
based on the content remaining after removing the common
portions. At least one aspect of the above example includes
where the set of operations includes ranking each topic
vector of the plurality of topic vectors based on a similarity
to one or more topic vectors provided from a corpus of
email, and formulating the subject line suggestion based on
a topic vector and ranking. At least one aspect of the above
example includes where the intent 1s at least one of a
question, an action, a request for time, or a request for
information. At least one aspect of the above example
includes where the one or more portions of the email include
the subject line. At least one aspect of the above example
includes where the set of operations includes: selecting a
subject line template based on the determined intent of the
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email, and populating one or more slots of the template
utilizing the determined one or more email topics to generate
the subject line suggestion. At least one aspect of the above
example includes where the set of operations includes:
identifying an email sent by a user that 1s similar to the
received content corresponding to one or more portions of
the email, extracting a subject line as a subject line sugges-
tion from the email sent by the user, and updating one or
more topics of the subject line suggestions utilizing one or
more email topics. At least one aspect of the above example
includes where the set of operations includes replacing an
existing subject line of the email with the subject line
suggestion.

In accordance with at least one example, a method 1s
provided. The method may include receiving content corre-
sponding to one or more portions of an email, determining,
based on a first portion of content of the one or more portions
of the email, one or more email topics, determining, based
on a second portion of content of the one or more portions
of the email, at least one intent of the email, formulating a
subject line suggestion based on the one or more email
topics and the at least one intent of the email, and causing
the subject line suggestion to be output to a display device.
At least one aspect of the above method may include where
determining the one or more email topics includes compar-
ing the first portion of content to a plurality of emails sent
by a user to 1dentily portions common to the received first
portion of content and at least one email of the plurality of
emails, removing the common portions from the received
first portion of content; and generating a plurality of topic
vectors based on the first portion of content remaining after
removing the common portions. At least one aspect of the
above method may include ranking each topic vector of the
plurality of topic vectors based on a similarity to one or more
topic vectors provided from a corpus of email, and formu-
lating the subject line suggestion based on a topic vector and
ranking. At least one aspect of the above method may
include where the intent 1s at least one of a question, an
action, a request for time, or a request for mformation. At
least one aspect of the above method may include where the
one or more portions of the email include the subject line. At
least one aspect of the above method may include selecting
a subject line template based on the determined intent of the
email, and populating one or more slots of the template
utilizing the determined one or more email topics to generate
the subject line suggestion. At least one aspect of the above
method may include 1dentifying an email sent by a user that
1s similar to the second portion of content of the one or more
portions of the email, extracting a subject line from the email
sent by the user as a subject line suggestion from the email
sent by the user, and updating one or more topics of the
subject line suggestion utilizing the one or more email
topics. At least one aspect of the above method may include
receiving content corresponding to one or more portions of
an email 1n response to receiving an indication that a user 1s
composing an email. At least one aspect of the above method
may 1nclude replacing an existing subject line of the email
with the subject line suggestion.

In accordance with at least one example, a method 1s
provided. The method may include receiving content corre-
sponding to one or more portions of an email, identitying an
email sent by the user that includes content similar to a first
portion of content of the one or more portions of the email,
extracting a subject line from the email sent by the user as
a subject line suggestion, updating one or more topics of the
subject line suggestion, and causing the subject line sugges-
tion to be output to a display device. At least one aspect of
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the above example may include determining, based on a first

portion of content corresponding to one or more portions of

the email, one or more email topics, and updating the subject
line suggestion based on the determined one or more topics.
At least one aspect of the above example includes replacing
an existing subject line of the email with the subject line
suggestion.

Aspects of the present disclosure, for example, are
described above with reference to block diagrams and/or
operational 1llustrations of methods, systems, and computer
program products according to aspects of the disclosure. The
functions/acts noted 1n the blocks may occur out of the order
as shown 1n any flowchart. For example, two blocks shown
In succession may in fact be executed substantially concur-
rently or the blocks may sometimes be executed in the
reverse order, depending upon the functionality/acts
involved.

The description and 1illustration of one or more aspects
provided 1n this application are not intended to limit or
restrict the scope of the disclosure as claimed in any way.
The aspects, examples, and details provided 1n this applica-
tion are considered suflicient to convey possession and
enable others to make and use the best mode of claimed
disclosure. The claimed disclosure should not be construed
as being limited to any aspect, example, or detail provided
in this application. Regardless of whether shown and
described 1n combination or separately, the various features
(both structural and methodological) are intended to be
selectively included or omitted to produce an embodiment
with a particular set of features. Having been provided with
the description and 1illustration of the present application,
one skilled in the art may envision variations, modifications,
and alternate aspects falling within the spirit of the broader
aspects of the general mventive concept embodied in this
application that do not depart from the broader scope of the
claimed disclosure.

What 1s claimed 1s:
1. A system comprising:
a processor; and
memory storing instructions that, when executed by the
processor, cause the system to perform a set of opera-
tions, the set of operations comprising:
receiving content corresponding to one or more por-
tions of a current email being composed by a user;
parsing the received content corresponding to the one
or more portions of the current email to identify one
or more email topics;
cvaluating the one or more email topics to determine an
intent of the current email, wherein the determined
intent 1s associated with one of a request, a question,
a statement, or an action;
matching, to the determined intent, a one or more
templates comprising a plurality of slots customized
for formulating a subject line suggestion for the one
of the request, the question, the statement, or the
action, wherein contents of the plurality of slots are
generated based on the 1dentified one or more email
topics;
formulating the subject line suggestion by populating at
least one slot of the selected template with at least
one email topic of the one or more email topics
related to the determined intent:
wherein determining the one or more email topics
turther comprising;:
comparing the received content to content of a plurality
of previous emails to 1dentily common content
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identily other, non-common content in the previous
emails containing common content and

generating a plurality of additional topic vectors based
on common content providing a plurality of key
terms to the plurality of topic vectors to determine an
order of a plurality of combinations of the plurality
of topic vectors and provide a highest ordered vector
to the subject line suggestion; and

causing the subject line suggestion to be output to a

display device.
2. The system according to claim 1, wherein the set of
operations includes:
ranking each topic vector of the plurality of topic vectors
based on a similarity to one or more topic vectors
provided from a corpus of previous emails; and

formulating the subject line suggestion based on popu-
lating the selected template with a topic vector having
a higher ranking than other topic vectors of the plurality
of topic vectors.

3. The system according to claim 1, wherein the deter-
mined intent 1s a request for time or a request for informa-
tion.

4. The system according to claim 1, wherein the one or
more portions of the current email include the subject line.

5. The system according to claim 1, wherein the set of
operations 1ncludes:

identifying content of a previous email that 1s similar to

the recerved content corresponding to the one or more
portions of the current email;

extracting a subject line from the previous email as an

email topic; and

updating at least one slot of the selected template with the

email topic including the extracted subject line.

6. The system according to claim 1, wherein the set of
operations 1ncludes replacing an existing subject line of the
current email with the subject line suggestion.

7. The system of claim 1, wherein formulating an updated
subject line suggestion upon detection of changes to the one
or more portions of the current email.

8. A method comprising:

receiving content corresponding to one or more portions

of a current email being composed by a user;
parsing a {irst portion of the received content to 1dentily
one or more email topics of the current email;

determining, based on a second portion of the received
content an intent of the current email, wherein the
determined intent 1s associated with one of a request, a
question, a statement, or an action;
matching, to the determined intent, a one or more tem-
plates comprising a plurality of slots customized for
formulating a subject line suggestion for the one of the
request, the question, the statement, or the action,
wherein contents of the plurality of slots are generated
based on the identified one or more email topics;

formulating the subject line suggestion by populating at
least one slot of the selected template with at least one
email topic of the one or more email topics that 1s
related to the determined intent;

wherein determining the one or more email topics further

comprising:

comparing the first portion of the received content to

content of a plurality of previous emails to i1dentily
common content

identily other, non-common content 1n the plurality of

previous emails contaiming common content;
generating a plurality of topic vectors based on common
content of the first portion of the received content;
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providing a plurality of key terms to the plurality of topic
vectors to determine an order of a plurality of combi-
nations of the plurality of topic vectors and provide a
highest ordered vector to the subject line suggestion;
and

causing the subject line suggestion to be output to a

display device.
9. The method according to claim 8, further comprising:
ranking each topic vector of the plurality of topic vectors
based on a similarity to one or more topic vectors
provided from a corpus of previous emails; and

formulating the subject line suggestion based on popu-
lating the selected template with a topic vector having
a higher ranking than other topic vectors of the plurality
ol topic vectors.

10. The method according to claim 8, wherein the deter-
mined intent 1s a request for time or a request for informa-
tion.

11. The method according to claim 8, wherein the one or
more portions of the current email include the subject line.

12. The method according to claim 8, further comprising:

identifying content of a previous email that 1s similar to

the second portion of content of the current email;
extracting a subject line from the previous email as an
extracted email topic of the previous email; and
updating at least one slot of the selected template with the
extracted email topic of the previous email.

13. The method according to claim 8, further comprising
receiving the content corresponding to the one or more
portions of the current email in response to receiving an
indication that the user 1s composing the current email.

14. The method according to claim 8, further comprising
replacing an existing subject line of the current email with
the subject line suggestion.

15. A method comprising:

receiving content corresponding to one or more portions

of a current email being composed by a user;
parsing a first portion of the recerved content to 1dentily
one or more email topics of the current email;

determining, based on a second portion of the received
content an intent of the current email, wherein the
determined 1ntent 1s associated with one of a request, a
question, a statement, or an action;

matching, to the determined intent, a one or more tem-

plates comprising a plurality of slots customized for
formulating a subject line suggestion for the one of the
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request, the question, the statement, or the action,
wherein contents of the plurality of slots are generated
based on the i1dentified one or more email topics;

identifying a previous email sent by the user that includes
similar content to the first portion of the received
content of the current email;

extracting a subject line from the previous email sent by

the user as an extracted email topic of the previous
email;
updating the one or more email topics of the current email
with the extracted email topic of the previous email;

formulating the subject line suggestion by populating at
least one slot of the one or more slots of the selected
template with the extracted email topic of the previous
email;

wherein determining the one or more email topics further

comprising;:

comparing the first portion of the received content to

content of a plurality of previous emails to i1dentily
common conftent;
identily other, non-common content 1n the plurality of
previous emails contaiming common content

generating a plurality of topic vectors based on common
content of the first portion of the received content:

providing a plurality of key terms to the plurality of topic
vectors to determine an order of a plurality of combi-
nations of the plurality of topic vectors and provide a
highest ordered vector to the subject line suggestion;
and

causing the subject line suggestion to be output to a

display device.
16. The method of claim 15, further comprising replacing
an existing subject line of the current email with the subject
line suggestion.
17. The method of claim 15, wherein the determined
intent 1s a request for time or a request for information.
18. The method of claim 15, further comprising:
ranking each topic vector of the plurality of topic vectors
based on a similarity to one or more topic vectors
provided from a corpus of previous emails; and

formulating the subject line suggestion based on popu-
lating the selected template with a topic vector having,
a higher ranking than other topic vectors of the plurality
of topic vectors.
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