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(57) ABSTRACT

Disclosed methods include sending, from a resource man-
ager, network configuration information to each of one or
more managed resources. The network configuration infor-
mation may include an IP address for the resource manager,
an IP address for each of the managed resources, and a
predetermined timeout value. Network configurations for
the resource manager and the one or more managed
resources may then be set after which each managed
resource may start a timer with the predetermined timeout
value. If the resource manager detects successiul completion
of each of the network configuration operations, the resource
manager may send a stop timer command to each of the
managed resources. I a timeout occurs, the timeout will
inform each of the managed resources that the change 1n
network configuration was not entirely successtul. The
resource manager and each of the managed resources will
then restore their network configurations to their previous
configurations.

9 Claims, 2 Drawing Sheets
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METHOD FOR MODIFYING NETWORK
CONFIGURATION OF RESOURCE
MANAGER AND MANAGED RESOURCES

TECHNICAL FIELD

The present disclosure relates to information handling
systems and, more particularly, management of virtualized
information handling systems.

BACKGROUND

As the value and use of information continues to increase,
individuals and businesses seek additional ways to process
and store information. One option available to users is
information handling systems. An information handling
system generally processes, compiles, stores, and/or com-
municates information or data for business, personal, or
other purposes thereby allowing users to take advantage of
the value of the information. Because technology and infor-
mation handling needs and requirements vary between dif-
ferent users or applications, information handling systems
may also vary regarding what information 1s handled, how
the information 1s handled, how much information 1s pro-
cessed, stored, or communicated, and how quickly and
ciliciently the information may be processed, stored, or
communicated. The varniations in information handling sys-
tems allow for information handling systems to be general or
configured for a specific user or specific use such as financial
transaction processing, airline reservations, enterprise data
storage, or global communications. In addition, information
handling systems may include a variety of hardware and
software components that may be configured to process,
store, and communicate information and may include one or
more computer systems, data storage systems, and network-
Ing systems.

Information handling systems may be implemented as
hyperconverged infrastructure (HCI) resources featuring vir-
tualized compute, storage, and network resources with cen-
tralized and automated management. An exemplary line of
HCI products 1s the VxRail family of HCI appliances from
Dell property. HCI appliances may support and/or include an
HCI manager that facilitates management ol HCI-based
clusters. In some embodiments, an HCI manager may
impose limitations on the configurability of the platform. As
an example, an HCI manager may prevent users from
moditying the network configuration of the HCI manager
itself under proscribed conditions. Such limitations and
restrictions are generally undesirable.

SUMMARY

Common problems associated with reconfiguring network
settings for a resource manager and one or more managed
resources are addressed by systems and methods disclosed
herein. In at least one embodiment, each managed resource
corresponds to a host 1n a multi-node hyper converged
infrastructure (HCI) cluster. Some or all of the nodes may be
implemented with a suitable HCI appliance featuring virtu-
alized compute, storage, and network resource with central-
ized and automated management. A commercially distrib-
uted example of an HCI appliance suitable for use in
conjunction with disclosed teachings 1s the VxRail line of
HCI appliances from Dell Technologies. It should be under-
stood, however, that the enclosed teachings are not limited
to any specific make or model of information handling
system resources.
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In one aspect, disclosed methods include sending, from
the resource manager, network configuration information to

cach of the managed resources. In embodiments employing
one or more HCI appliances configured to provide an HCI
cluster, each of the managed resources may be hosts 1n the
HCI cluster and the resource manager may include features
and functionality analogous to features and functionality
included 1 VxRail Manager software from Dell Technolo-
gies. The network configuration information may include an
IP address for the resource manager, and IP address for each
of the managed resources, and a predetermined timeout
value to be used by the hosts in confirming network con-
figuration changes.

After the network configuration information has been
sent, network configuration operations may then be per-
formed. The network configuration operations may include
(1) setting a network configuration for the resource manager
in accordance with resource manager information included
in the network configuration iformation and (2) setting a
network configuration of each managed resource 1n accor-
dance with managed resource information included in the
network configuration information. After performing the
network configuration operations, each managed resource
may start a timer with the predetermined timeout value
indicated 1n the network configuration imformation. The
resource manager may be configured to monitor for suc-
cessiul completion of each command. If the resource man-
ager detects successiul completion of each of the network
confliguration operations, the resource manager may send a
stop timer command to each of the managed resources as a
means ol communicating to each managed resource that the
network configuration changes were successiully com-
pleted. If a timeout occurs, 1.e., the timer expires, before the
resource manager sends the stop timer command, the tim-
cout will information each of the managed resources that the
change 1n network configuration was not entirely successiul
and, accordingly, the resource manager and each of the
managed resources will restore their respective network
configurations to their previous configurations.

Disclosed features beneficially enable management soft-
ware and managed nodes to change network configuration
simultaneously. Managed resources use a timer to wait for
the resource manager to indicate that the managed resource
1s still accessible to the resource manager. The resource
manager restores its own network configuration when 1t
detects a lost connection with any of the managed resources
alter a new network configuration has been applied.

Technical advantages of the present disclosure may be
readily apparent to one skilled in the art from the figures,
description and claims included herein. The objects and
advantages of the embodiments will be realized and
achieved at least by the elements, features, and combinations
particularly pointed out in the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are
examples and explanatory and are not restrictive of the
claims set forth in this disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete understanding of the present embodi-
ments and advantages thereof may be acquired by referring
to the following description taken in conjunction with the
accompanying drawings, 1n which like reference numbers
indicate like features, and wherein:

FIG. 1 illustrates an HCI platform suitable for use 1n
conjunction with disclosed teachings;
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FIG. 2 1llustrates a sequence diagram for modifying the
network configuration of an HCI platform 1n accordance
with disclosed teachings; and

FIG. 3 illustrates an exemplary information handling
system suitable for use in conjunction with system and

methods disclosed in FIG. 1 and FIG. 2.

DETAILED DESCRIPTION

Exemplary embodiments and their advantages are best
understood by reference to FIGS. 1-3, wherein like numbers
are used to indicate like and corresponding parts unless
expressly indicated otherwise.

For the purposes of this disclosure, an mformation han-
dling system may include any instrumentality or aggregate
ol 1nstrumentalities operable to compute, classily, process,
transmit, receive, retrieve, originate, switch, store, display,
manifest, detect, record, reproduce, handle, or utilize any
form of information, intelligence, or data for business,
scientific, control, entertainment, or other purposes. For
example, an information handling system may be a personal
computer, a personal digital assistant (PDA), a consumer
clectronic device, a network storage device, or any other
suitable device and may vary 1n size, shape, performance,
functionality, and price. The information handling system
may include memory, one or more processing resources such
as a central processing unit (“CPU”"), microcontroller, or
hardware or software control logic. Additional components
of the information handling system may include one or more
storage devices, one or more communications ports for
communicating with external devices as well as various
iput/output (“I/0”) devices, such as a keyboard, a mouse,
and a video display. The information handling system may
also 1nclude one or more buses operable to transmit com-
munication between the various hardware components.

Additionally, an information handling system may
include firmware for controlling and/or communicating
with, for example, hard drives, network circuitry, memory
devices, I/O devices, and other peripheral devices. For
example, the hypervisor and/or other components may com-
prise firmware. As used 1n this disclosure, firmware icludes
soltware embedded 1n an information handling system com-
ponent used to perform predefined tasks. Firmware 1s com-
monly stored in non-volatile memory, or memory that does
not lose stored data upon the loss of power. In certain
embodiments, firmware associated with an information han-
dling system component is stored in non-volatile memory
that 1s accessible to one or more nformation handling
system components. In the same or alternative embodi-
ments, firmware associated with an information handling
system component 1s stored 1n non-volatile memory that 1s
dedicated to and comprises part of that component.

For the purposes of this disclosure, computer-readable
media may include any instrumentality or aggregation of
instrumentalities that may retain data and/or mstructions for
a period of time. Computer-readable media may include,
without limitation, storage media such as a direct access
storage device (e.g., a hard disk drnive or floppy disk), a
sequential access storage device (e.g., a tape disk drive),
compact disk, CD-ROM, DVD, random access memory
(RAM), read-only memory (ROM), electrically erasable
programmable read-only memory (EEPROM), and/or flash
memory; as well as communications media such as wires,
optical fibers, microwaves, radio waves, and other electro-
magnetic and/or optical carriers; and/or any combination of
the foregoing.
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For the purposes of this disclosure, information handling
resources may broadly refer to any component system,
device or apparatus of an information handling system,
including without limitation processors, service processors,
basic mput/output systems (BIOSs), buses, memories, 1/0O
devices and/or interfaces, storage resources, network inter-
taces, motherboards, and/or any other components and/or
clements of an information handling system.

In the following description, details are set forth by way
of example to facilitate discussion of the disclosed subject
matter. It should be apparent to a person of ordinary skill in
the field, however, that the disclosed embodiments are
exemplary and not exhaustive of all possible embodiments.

Throughout this disclosure, a hyphenated form of a ret-
erence numeral refers to a specific istance of an element
and the un-hyphenated form of the retference numeral refers
to the element generically. Thus, for example, “device 12-17
refers to an mstance of a device class, which may be referred
to collectively as “devices 127 and any one of which may be
referred to generically as “a device 127,

As used herein, when two or more elements are referred
to as “coupled” to one another, such term indicates that such
two or more elements are in electronic communication,
mechanical communication, including thermal and fluidic
communication, thermal, communication or mechanical
communication, as applicable, whether connected indirectly
or directly, with or without intervening elements.

Referring now to the drawings, FIG. 1 1llustrates an HCI
plattorm 100 in accordance with disclosed teachings for
moditying the network configuration of a resource manager
and the managed resources at the same time. As depicted 1n
FIG. 1, HCI platform 100 includes a resource manager 101
and a virtualized information handling resource identified as
cluster 110. The illustrated cluster 110 includes a plurality of
hosts 112, of which FIG. 1 illustrates three (host 112-1,
112-2, and 112-N). Each host 112 illustrated in FIG. 1 1s
illustrated with one or more virtual machines 114 running 1n
one of the hosts 112. Fach host 112 may be implemented
with a corresponding HCI appliance, such as a VxRail
appliance discussed previously. Resource manager 101 may
be implemented with one or more features of software such
as VxRail Manager software from Dell Technologies.

Turning now to FIG. 2, a sequence diagram 200 illustrates
a method or process for supporting the simultaneous modi-
fication of network configuration information for a resource
manager, such as an HCI manager, and 1ts managed
resources, such as cluster hosts. The illustrated sequence
diagram 200 begins with user 99 providing (Step 201)
network configuration information for resource manager
101 and for each of the one or more managed resources 112.
The illustrated resource manager 101 then sends (step 203)
to the managed resources 112 configuration data including
new network configuration information for each of the
managed resources 112 along with a timeout value, dis-
cussed 1n more detail below, and new network configuration
information for resource manager 101. The illustrated
sequence diagram 200 further includes the resource manager
configuring itself (step 205) with the new resource manager
network configuration in accordance with network configu-
ration information provided from resource manager 101.
Similarly, each managed resource 112 configures (step 207)
itsell with the managed resource network configuration
information. As depicted in FIG. 2, the resource manager
101 may then apply (operation 211) the new IP address
discussed above and, likewise, each managed resource 112
may apply (step 212) the new network configuration infor-
mation. In addition to setting 1ts network configuration
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information, each managed resource 112 may also start an
internal timer with a timer value equal to a timer value
received from resource manager 101 1n step 203 discussed
above.

If resource manager 101 determines that each of the
reconfiguration commands has completed successiully,
resource manager 101 sends (step 213) a stop timer com-
mand to each of the managed resources 112. If, on the other
hand, a managed resource detects a timeout before the
managed resource receives a stop command from resource
manager 101, the managed resource will restore its network
configuration to the previous or last known good network
configurations. In this manner, managed resources 112 rec-
ognize the timeout as an indication that the resource man-
ager 101 1s no longer accessible to the one or more managed
resources 112. In such circumstances, each managed
resource 112 and the resource manager 101 will restore
(steps 215 and 217) their network configurations to the

previous or last known good configurations.

Referring now to FIG. 3, any one or more of the elements
illustrated 1n FIG. 1 through FIG. 2 may be implemented as
or within an information handling system exemplified by the
information handling system 300 illustrated in FIG. 3. The
illustrated information handling system includes one or
more general purpose processors or central processing units
(CPUs) 301 communicatively coupled to a memory resource
310 and to an input/output hub 320 to which various 1/0
resources and/or components are communicatively coupled.
The 1I/0 resources explicitly depicted i FIG. 3 include a
network interface 340, commonly referred to as a NIC
(network interface card), storage resources 330, and addi-
tional I/O devices, components, or resources 3350 including
as non-limiting examples, keyboards, mice, displays, print-
ers, speakers, microphones, etc. The illustrated information
handling system 300 includes a baseboard management
controller (BMC) 360 providing, among other features and
services, an out-of-band management resource which may
be coupled to a management server (not depicted). In at least
some embodiments, BMC 360 may manage information
handling system 300 even when information handling sys-
tem 300 1s powered off or powered to a standby state. BMC
360 may include a processor, memory, an out-oi-band
network interface separate from and physically 1solated from
an 1m-band network iterface of information handling system
300, and/or other embedded information handling resources.
In certain embodiments, BMC 360 may include or may be
an integral part ol a remote access controller (e.g., a Dell
Remote Access Controller or Integrated Dell Remote Access
Controller) or a chassis management controller.

This disclosure encompasses all changes, substitutions,
variations, alterations, and modifications to the example
embodiments herein that a person having ordinary skill 1n
the art would comprehend. Similarly, where appropnate, the
appended claims encompass all changes, substitutions,
variations, alterations, and modifications to the example
embodiments herein that a person having ordinary skill 1n
the art would comprehend. Moreover, reference in the
appended claims to an apparatus or system or a component
of an apparatus or system being adapted to, arranged to,
capable of, configured to, enabled to, operable to, or opera-
tive to perform a particular function encompasses that
apparatus, system, or component, whether or not 1t or that
particular function 1s activated, turned on, or unlocked, as
long as that apparatus, system, or component 1s so adapted,
arranged, capable, configured, enabled, operable, or opera-
tive.
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All examples and conditional language recited herein are
intended for pedagogical objects to aid the reader 1n under-
standing the disclosure and the concepts contributed by the
inventor to furthering the art, and are construed as being
without limitation to such specifically recited examples and
conditions. Although embodiments of the present disclosure
have been described 1n detail, 1t should be understood that
vartous changes, substitutions, and alterations could be
made hereto without departing from the spirit and scope of
the disclosure.

What 1s claimed 1s:

1. A method comprising:

sending configuration data and a timeout value from a

resource manager to a plurality of managed resources

within a hyper-converged inirastructure (HCI) cluster;

performing network configuration operations including:
setting a network configuration of the resource manager
in accordance with resource manager network con-
figuration information included 1n the configuration
data; and
for each managed resource of the plurality of managed
resources, setting a network configuration far of the
managed resource in accordance with managed
resource network configuration information included
in the configuration data and starting a timer having
the timeout value;
responsive to detecting each managed resource of the
plurality of managed resources successiully setting 1ts
network configuration, sending a stop timer command
to each of the plurality of managed resources; and

responsive to any managed resource of the plurality of
managed resources detecting a timeout of the timer,
restoring, by the managed resource, its network con-
figuration to a previous configuration, restoring by the
resource manager, 1ts network configuration to a pre-
vious configuration, and withholding, by the resource
manager, the stop timer command wherein the network
configuration of the resource manager and each man-
aged resource 1s restored to a previous value 1f any of
the managed resources detects a timeout.

2. The method of claim 1, wherein each managed resource
of the plurality of managed resources comprises a host of the
HCI cluster.

3. The method of claim 1, wherein the network configu-
ration information for the resource manager includes an IP
address of the resource manager and wherein the network
configuration imformation for each managed resource of the
plurality of managed resources comprises an IP address of
the managed resource.

4. An mformation handling system, comprising:

a central processing unit (CPU); and

a computer readable memory, accessible to the CPU,

including executable instructions that, when executed
by the CPU, cause the system to perform operations
including;:

sending configuration data and a timeout value from a

resource manager to a plurality of managed resources
within a hyper-converged infrastructure (HCI) cluster;
performing network configuration operations including:
setting a network configuration of the resource manager
in accordance with resource manager network con-
figuration information included 1n the configuration
data; and
for each managed resource of the plurality of managed
resources, setting a network configuration of the man-
aged resource 1n accordance with managed resource
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network configuration information included in the con-
figuration data and starting a timer having the timeout
value;

responsive to detecting each managed resource of the
plurality of managed resources successiully setting 1ts
network configuration, sending a stop timer command
to each of the plurality of managed resources; and

responsive to any managed resource of the plurality of
managed resources detecting a timeout of the timer, 10
restoring, by the managed resource, 1ts network con-
figuration to a previous configuration, restoring by the
resource manager, its network configuration to a pre-
vious configuration, and withholding, by the resource
manager, the stop timer command wherein the network 1°
configuration of the resource manager and each man-
aged resource 1s restored to a previous value 1f any of
the managed resources detects a timeout.

5. The information handling system of claim 4, wherein
the each managed resource of the plurality of manage
resources comprises a host of the HCI cluster.

6. The information handling system of claim 4, wherein
the network configuration information for the resource man-
ager mcludes an IP address of the resource manager and 25
wherein the network configuration information for the each
managed resource of the plurality of managed resources
comprises an IP address of the managed resource.

7. A non-transitory computer readable medium, including,
processor executable instructions that, when executed by a
processor of an information handling system, cause the
system to perform operations mcluding:

30

sending configuration data and a timeout value from a
resource manager to a plurality of managed resources
within a hyper-converged infrastructure (HCI) cluster;

8

performing network configuration operations including:

setting a network configuration of the resource manager
in accordance with resource manager network con-
figuration information included 1n the configuration
data; and

for each managed resource of the plurality of managed
resources, setting a network configuration of the
managed resource in accordance with managed
resource network configuration information included
in the configuration data and starting a timer having
the timeout value;

responsive to detecting each managed resource of the

plurality of managed resources successiully setting 1ts
network configuration, sending a stop timer command
to each of the plurality of managed resources; and

responsive to any managed resource of the plurality of

managed resources detecting a timeout of the timer,
restoring, by the managed resource, its network con-
figuration to a previous configuration, restoring by the
resource manager, its network configuration to a pre-
vious configuration, and withholding, by the resource
manager, the stop timer command wherein the network
configuration of the resource manager and each man-
aged resource 1s restored to a previous value 1f any of
the managed resources detects a timeout.

8. The non-transitory computer readable medium of claim
7, wherein each managed resource of the plurality of man-
aged resources comprises a host of the HCI cluster.

9. The non-transitory computer readable medium of claim

wherein the network configuration information for the

resource manager includes an IP address of the resource
manager and wherein the network configuration infor-
mation for each managed resource of the plurality of

managed resources comprises an IP address of the
managed resource.

% o *H % x
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In the Claims

Column 6, Lines 13-41 should read:
1. A method comprising:

sending configuration data and a timeout value from a resource manager to a plurality of
managed resources within a hyper-converged infrastructure (HCI) cluster;
performing network configuration operations including:
setting a network configuration of the resource manager 1n accordance with resource
manager network configuration information included 1n the configuration data; and

for each managed resource of the plurality of managed resources, setting a network

configuration far of the managed resource 1n accordance with managed resource network

configuration information included in the configuration data and starting a timer having the

timeout value;

responsive to detecting each managed resource of the plurality of managed resources
successtully setting its network configuration, sending a stop timer command to each of the plurality
of managed resources; and responsive to any managed resource of the plurality of managed resources
detecting a timeout of the timer, restoring, by the managed resource, 1ts network configuration to a
previous configuration, restoring by the resource manager, its network configuration to a previous
configuration, and withholding, by the resource manager, the stop timer command wherein the
network configuration of the resource manager and each managed resource 1s restored to a previous
value 1f any of the managed resources detects a timeout.

Column 7, Lines 19-21 should read:

5. The mnformation handling system of claim 4, wherein the each managed resource of the
plurality of manage resources comprises a host of the HCI cluster.

Column 7, Lines 23-28 should read:

6. The information handling system of claim 4, wherein the network configuration information for
the resource manager includes an IP address of the resource manager and wherein the network
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configuration information for the each managed resource of the plurality of managed resources
comprises an IP address of the managed resource.
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